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Abstract. Alternative designs of a simple, low cost and effective vision system for small,

portable, unmanned aerial vertical take off and landing (VTOL) vehicles are presented. Design

configurations follow the Fon-board_ and Fon-the-ground_ processing concept and they depend on

very strict payload limitations and power supply restrictions. Hardware and software components

for both designs are described; advantages and disadvantages of both alternatives are compared;

computational complexity is calculated and trade offs are discussed. Implementations on a series of

small unmanned VTOL vehicles as well as testing details are included and experimental results are

presented.

Key words: on-board processing, on-the-ground processing, payload limitations, unmanned

vehicles, vertical take off and landing.

1. Introduction

The central objective of this paper is to present design, implementation and

testing details of a simple and effective vision system suitable for miniature and

small unmanned aerial vertical take off and landing (VTOL) vehicles with very

strict and limited payload capabilities, not exceeding 10 lb (less than 5 kg).

In general, when deciding about the aerial vehicle configuration and its

sensors, several factors/constraints need be taken into account: Weight

limitations dictate compromises with respect to on-board equipment. Increased

payload ability may lead to using more advanced sensors at the possible expense

of requiring more power to operate and a more powerful processing unit that may

drain the power source (batteries) faster. On average, a small unmanned vehicle

(non-electric helicopter) has enough fuel to operate for about 15–40 min. Extra

batteries are needed to keep the on-board equipment operating for at least as long

as the vehicle itself; however, the vision system component operational time
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varies depending on power consumption and performance in terms of processing

power and communication range.

Weight and power constraints set upper bounds for the processing unit to be

used on-board the vehicle. This, in turn, dictates restrictions to algorithms that

are implemented; high performance, high complexity algorithms require

considerable processing power to run in real-time or near real-time. On the

other hand, pushing an unmanned vehicle to operate under maximum payload

may result in unstable performance.

Considering trade offs between the above coupled factors, two alternative

designs are presented, following the Fon-board processing_ and Fon-the-ground

processing_ concept. Their advantages and disadvantages are stated and analyzed

along with their associated computational complexity, while trying to balance

requirements and limitations imposed by the unmanned VTOL vehicle itself. The

presented vision system uses at a minimum a color camera to capture images.

Captured images are then interpreted and processed either on-board the vehicle

or on-the-ground after being transmitted via a communication channel.

Control of the pan/tilt mechanism is obtained either via teleoperation

(operator on the ground using a remote controller), or autonomously. Under

autonomous operation the camera tracks either the fastest moving object in an

image, e.g., a car, or an object dictated by the ground operator by clicking the

mouse on the computer screen, or focuses on a Flocation_ commanded by the

ground operator. The unmanned vehicle may be either teleoperated or fly

autonomously / semi autonomously regardless of how the pan/tilt functions. It is

beyond the scope of this paper to describe the control configuration and

controllers designed for small helicopters, but details may be found in [1, 2].

It is essential to emphasize that the presented research does not offer

innovations in color vision or image processing; instead, the main contribution of

the paper is related to the integrated pan/tilt vision–unmanned vehicle system,

using mostly off the self components, satisfying very strict payload and power

consumption limitations. Used hardware and software components are discussed,

followed by the presentation of two design configurations for on-board and on-

the-ground processing. Considering the design for on-board processing, the total

weight of the vision system component Fbox_ is approximately 1.6 kg (~3.5 lb)

excluding the weight of the batteries used to power the system; it is less for on-

theground-processing. When compared to existing designs in terms of weight,

the closest one is the AVATAR system designed by USC but implemented on a

vehicle with 10 Kgr payload [3, 4] (see Section 2). Overall cost effectiveness has

also been a factor, with the overall vehicle–sensors–vision component cost not

exceeding $15 K, by far the lowest compared to all other existing systems.

As far as actual implementation is concerned, both versions of the vision

system have been installed, integrated with and tested on the Raptor 60, 70, 90

SE helicopter models. In terms of applications, the system has been tested for

mine detection, traffic monitoring, overlooking unmanned ground vehicles
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(UGVs) surveying an area, and tasking/recruiting a UGV to navigate to a specific

location for additional data collection, and fire detection. Experimental results

have been obtained by flying the Raptor 90 SE vehicle; results are good despite

the simplicity of the vision system.

In addition, since the designed vision system is simple and rather generic, as

briefly stated in the last Section of the paper, it has also been installed and

experimentally tested on an Army Research Lab (ARL) E-MAXX RC truck

(unmanned ground vehicle) proving the flexibility, suitability and wide

applicability of the proposed design.

The rest of the paper is organized as follows. Section 2 summarizes related

work and approaches used to design vision systems for unmanned helicopters,

while Section 3 describes the model helicopter used, the Raptor 90 SE along with

its limitations. Section 4 discusses details of the designed and implemented

machine vision system components, followed by remarks on the computational

complexity of the used algorithms. Analysis of advantages and disadvantages of

the proposed design alternatives is provided. The fifth Section is dedicated to

communication issues, limitations and trade off. Section 6 concludes the paper,

offering details of how the system functioned when installed on a UGV,

presenting vision system enhancements under consideration and conclusions.

2. Related Work

Vision systems, techniques and algorithms suitable for unmanned aerial vehicles

range in complexity from simple color segmentation to statistical pattern

recognition. Published related work and proposed machine vision architectures

indicate the use of both Fon-board_ [3, 5, 18, 22, 25] and Fon-the-ground_
processing setups [6–15], with the latter being preferred most of the times. For

on-board vision systems, due to the limited processing power provided by the on-

board computer, derived algorithms have the additional constraint to run in real-

time, requiring reduction of the computational load by processing selected image

windows instead of the entire image.

Table I presents a summary of machine vision techniques used by University

research groups, the main processing unit (on-board, on-the-ground) and the

unmanned VTOL vehicle platform they have been implemented on. Table II

summarizes functionality and capabilities of existing fully operational vision

systems, including techniques employed by each one of them.

It is essential to distinguish between Fminiature_, Fsmall size_ and Flarge size_
unmanned VTOL vehicles. While the former two classes impose strict payload

limitations, the latter one has been proven to be extremely suitable for on-board

vision systems. The most notable such platform is the Yamaha Rmax. It consists

of a two-stroke horizontally opposed 246 cc engine mounted to a 3.63 m long

frame [16] with payload capacity of approximately 30 kg allowing accommo-
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dation of vision systems containing multiple cameras, radar altimeter, and

complete desktop size computer systems [17]. Such a system is capable of

autonomous navigation and control as demonstrated in [18, 19].

However, quite recently there has been increased interest for on-board vision

processing applied to smaller vehicles (less than 1/4 scale). The most notable

system is the USC AVATAR system that incorporates three firewire cameras, a

Microstrain 3DM-G IMU, and a stack of five PC-104 boards [3]. It has been

mounted on a Bergen Industrial Twin helicopter utilizing a 46 cc twin cylinder

engine with a 10-kg payload capacity. AVATAR has been proven effective in

object identification and assisted flight control [4, 8].

Under an ideal scenario, and assuming that technology advancements exist,

the ultimate goal would be to design a full size on-board vision system for

unmanned vehicles similar to the SureSight Enhanced Vision System developed

by CMC Electronics [20]. This system is used in manned helicopters to improve

the situational awareness of the crew, but its tremendous capabilities set a

desirable target if UAVs reach the level of full autonomy.

3. The Unmanned VTOL Vehicle System

The utilized unmanned VTOL vehicle platform is the Raptor 90 SE. It has been

selected for its combination of high power output and small size. It exhibits

relatively low vibration and it is able to withstand winds up to 15 mph. Its low

purchasing cost makes it a very attractive choice. The Raptor 90 SE has the

following characteristics:

� Manufacturer: Thunder Tiger
� Rotor diameter: 710 mm (symmetrical)
� Dry weight: 5.8 kg
� Dimensions: 130� 27� 48 cm (w/o blades)
� Payload capacity: 4 kg
� Endurance: 18 min
� Battery: 4.8 V (2.6 A)
� Fuel: 30% nitrous
� Engine: OS 0.91 C-spec

The Raptor 90 SE components including added sensors are shown in Figure 1.

They are: i) Power supply, providing electrical power to all on-board equipment.

ii) GPS, IMU and Compass that provide data for vehicle navigation. The GPS

provides the longitude and latitude of the current position, and the IMU

complements that information with acceleration readings along and about the x, y

and z axes of the vehicle; iii) On-board computer primarily used to acquire data

from the GPS, IMU and Compass and output commands to the servo control

board. It may also be used to acquire and interpret image data provided by the

camera; iv) Servo control board receiving commands from the on-board

144 M. KONTITSIS ET AL.



computer, outputting signals to the servos; v) Vehicle servos that are attached to

the control surfaces of the vehicle, dictating vehicle maneuvers; vi) Pat/tilt

mechanism used for tracking and to direct the camera to a specific point in space

regardless of the vehicle’s heading. This allows for greater flexibility but it

introduces the pan and tilt angles as two more values to be measured.

The vision system components are added to the above configuration. Details

are provided below.

4. Proposed Vision System Designs

Two design alternatives, following on-board or on-the- ground processing are

presented and compared. Advantages and disadvantages are related to their

dependency on communications, available processing power, vehicle endurance

and pertinent level of autonomy.

Placing the processing unit on the ground allows for utilization of a more

powerful computer capable of running complex algorithms in real-time; the

computer can be on the electrical power grid. Such advantages, however, come at

Figure 1. Equipment on-board a VTOL vehicle. Arrows indicate data flow.
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the expense of increased reliance on the communication channel between the

ground station and the VTOL vehicle. Without a reliable communication

channel, there are either few or no images to be processed, rendering the latter

useless in case of loss of communication. This has a profound impact on the

vehicle’s autonomy.

On-board processing results in greater vehicle autonomy. Image information

is now transmitted over the communication channel for monitoring purposes

only. Communication loss does not affect the function of the vision system or the

vehicle, in general. The main disadvantage of the Fon-board_ processing is that

the processing unit on-board the VTOL must follow restrictions imposed by

small payloads; further, limited on-board power supply cannot support power

needs of a high performance computer. Durability is another limitation that

cannot be overlooked.

4.1. ON-THE-GROUND PROCESSING DESIGN

The hardware configuration is shown in Figure 2, while Figure 3 shows the

designed and attached on the vehicle platform with the pan/tilt mechanism, a

flight computer and an RF video transmitter. This add on platform has already

been integrated with the RAPTOR 60, 70 and 90 SE models. Equipment onboard

the VTOL vehicle (see Table III for details), include: i) A color CCD camera,

selected because it is lightweight and low power consuming; along with its

power supply weighs 0.5 kg. ii) A 900-MHz transmitter/receiver set responsible

for relaying image data back to the ground. The choice is made based on low

weight and power consumption; total weight added by the transmitter and its

power supply is 0.6 kg. It draws a current of 100 mA when operating. iii) A

video converter acting as an interface device between the receiver and the

firewire port of the computer. iv) Pentium 4 based laptop providing ample

processing power to run machine vision algorithms. The operating system used is

Linux.

Firewire interface (Figure 4): It provides access to actual image data. The open

source libraries libdv, libraw1394, libavc1394, libdc1394 are utilized to access

the firewire port and read data. Images are acquired in standard DV format with a

resolution of 720x480 pixels and color depth of 24 bit. The RGB color space is

used, with color depth of 8 bits. Down sampling follows to facilitate image

transmission.
RGB to HSI conversion: The down sampled image undergoes a transformation

from RGB to the more representative HSI space.
Threshold application module: This module is used to select pixel(s) that may

belong to an object of interest. The object for which the vision system is

searching is defined by a series of upper and lower bounds on Hue, Saturation

and Intensity. The image is scanned and pixels that fall within those bounds are
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selected as belonging to the object in question. The main implementation con-

cern is simplicity.
Decision mechanism: This module is responsible for the final decision regarding

the presence of a target. It raises or lowers an alarm signal indicating that

something of interest may be present in the image. In detail, if the number of the

selected pixels exceeds a threshold, then the decision mechanism classifies the

frame as containing an object and increases a counter by a constant value. In

the case that nothing is detected the same counter is decreased by a quantity

relative to the exponential of its current value. When the value of the counter is

greater than a certain threshold then the alarm is raised. This can be viewed as a

Fleaky bucket_ that fills gradually every time a frame is found to contain an

Figure 3. Add-on platform.

Receiver
A/D Video 
converter

Laptop running
vision algorithm

Firewire

Color 
camera 

Transmitter 
900MHz 

VTOL

Ground Station 

Figure 2. Hardware configuration for Fon-the-ground_ processing.
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object of interest and drains rapidly when an object is not present. The operation

of the decision making module may be described in pseudo-code as:

IF object ¼¼ detected THEN counter ¼ counter þ C1

Else counter ¼ counter � exp counter=C2ð Þ
IF counter > activation threshold THEN alarm ¼ ON

Else alarm ¼ OFF:

The constant C1 is related to the rate at which the counter is increased with

each Fdetection,_ while C2 controls the descent of the counter’s value when an

object is not present. By selecting those two constants it is possible to tune the

behavior of the decision making mechanism in terms of its tendency to raise the

alarm. For the same threshold value a larger value for C1 will result in an easier

activation of the alarm since the counter will be increased by a larger amount.

Similarly, a smaller value of C2 will lead to a steeper descent of the counter

Image in DV
format 

Down sampling RGB to HSI  

Thresholds in Hue, 
Saturation and 

Intensity 

Decision Making  Alarm ON/OFF 

Figure 4. Vision system software modules.

Table III. On-board equipment-payload limitations considered.

Device Specifications

Weight Power Consumption % of payload

Color CCD camera 0.028 Kg 1.32 W 1.03

Transmitter 0.020 Kg 1.08 W 0.73

GPS 0.091 Kg <1 W 3.34

IMU 0.090 Kg <1 W 3.30

Pan – tilt A 1.224 Kg Approx 1 W 44.88

Pan – tilt B 0.2 Kg Approx 0.5 W 7.33

Flight control computer 0.567 Kg Approx 2 W 20.79

Power supply 0.363 Kg 13.31
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when an object is not present resulting in a faster deactivation. Typical values for

C1 and C2, found after some experimentation, are 2 and 40, respectively.

To avoid extremely high counter values that would make proper deactivation

of the alarm almost impossible, an upper bound, typically 100, is introduced and

the counter is not allowed to exceed that bound even if the object of interest is

continuously present in the image. There is also a lower bound, usually 0 to 20,

which the counter never goes below in order to avoid very low values that would

prevent the alarm to be activated properly. In this way a scale from 0 to 100 is

created for the values of counter with higher ones corresponding to a higher

number of recent frames containing an object of interest.

4.2. ON-BOARD PROCESSING

The alternative to have the image processing unit on-board the VTOL allows for

greater autonomy for the vehicle since it doesn’t rely on a ground based

computer. The role of the communication channel also becomes secondary as far

as the operation of the system is concerned. It is used only to send images for

monitoring by on ground personnel. The payload in this configuration includes

(Figure 5):

� 1.2-GHz EPIA processor
� Via-embedded motherboard
� Unibrain firewire camera
� Microstrain 3DM-G IMU
� 1 gig 266 MHz RAM
� 1 gig compact flash
� Compact flash to IDE adapter
� Motorola M12+ GPS receiver
� 8-channel servo controller
� 200-W power supply
� 11.1-V LiPo battery
� 802.11B cardbus

This configuration has been chosen because of its high computational

capabilities, various I/O ports, size, low heat emission, and cost. The vision

system is packaged into a 32� 19� 5 cm basswood box, Figure 6, mounted on a

lightweight aluminum sheet. This sheet is mounted directly on the Raptor’s skids

via rubber insulated pipe clamps. The slim design of the enclosure allows

mounting of the system without modification to the standard carbon fiber skids.

The box is coated with a gas proof heat shrunk plastic typically used to coat

model airplanes.

Basswood was chosen for the enclosure due to its lightweight nature and its

lack of electrical conductance. The system’s camera is mounted directly to a
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Lynxmotion pan/tilt unit (noted as pan-tilt B in Table III). This unit is, in turn,

mounted directly to the underside of the Raptor’s servo tray. The pan/tilt system

consists of two Futaba S3004 servos that are interconnected by 1/3 cm laser cut

Lexan. This setup allows the camera to pan and tilt up to 90-. Servo commands

are issued by the eight channel servo control board located within the enclosure.

Power for the vision system is supplied via the 14.8 V 4Ah Lithium Polymer

(LiPo) battery mounted on the lower front section of the boom. LiPo’s were

selected based on their high amperage, low weight, and small packaging. Voltage

from the battery is regulated to 12 V by a LT1084CP-12 regulator mounted to the

rear of the main shaft. Power distribution to the system is controlled by the 200-

Figure 6. The computer on-board the VTOL vehicle.

Figure 5. The equipment used in the Fon-board_ configuration.
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W ATX power supply. The power supply plugs directly into the motherboard

allowing the unit to add nothing to the physical dimensions of the system. The

median for all peripherals of the system is the EPIA VIA M2 motherboard. This

1.2 GHz ATX motherboard provides multiple I/O interfaces, RAM, and CPU on

a single board.

This ATX board has a distinct advantage over typical PC-104 boards that

require distinct boards for processor, ram, interfaces, etc. The ATX form

motherboard also allows for an extremely thin designed enclosure where PC-104

boards are limited to a stack type configuration.

The two implemented systems share most of the software modules, but there

exist differences too as shown in Figure 7. The on-board system has been

enriched with a region of interest selection mechanism that allows for faster

processing since only a portion of each frame’s pixels is processed instead of the

whole image. Particularly, only regions that have been previously classified as

containing an object are selected for further processing. To allow for the

introduction of new regions as candidates for selection, the algorithm scans a

frame in its entirety every other 15 frames.

4.3. COMPLEXITY

During the design of both systems, simplicity has been the primary constraint.

This has resulted in an algorithm having to apply a threshold on the pixels of the

image, making it of order O(n2), where n is the dimension of a square image. The

main computational burden is posed by the conversion of the image into the HSI

color space. More specifically, the calculation of the hue component of the image

includes a call to the inverse cosine and the square root function. The decision

making module has also been slightly modified and it now relies on a majority

vote among the last 15 frames in order to classify a region as one that contains an

object of interest. This is not preventing the system from achieving near real-time

Image in YUV
format

Conversion to HSI Thresholds in 
Hue, Saturation 

and Intensity 

Region Selection 

Decision Making  Alarm ON/OFF 

Figure 7. Vision system modules for the on-board system.
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performance. Especially with the use of the down sampling module, the number

of pixels to be evaluated is significantly decreased and therefore adding to the

speed with which the system operates. The computational cost of the down

sampling is also O(n2), but it is completed much faster since it requires nothing

but a rearrangement of the existing pixels.

With the incorporation of the region selection mechanism this number is

drastically decreased which allows the on-board vision system, despite having

less computational power than the ground based laptop, to achieve a processing

rate of 30 to 80 fps. The region selection algorithm consists of a series of

iterations, each of which expands a bounding box around a given pixel. The

computational time that it needs depends on the number and the size of the

targets present as well as the size of the image. The worst case is again O(n2),

where n the size of the nxn image. The common case though is to have a small

number of regions, usually one or two. Since every region is not allowed to

exceed a certain size, if it is to be considered a valid object, it can be said that the

computational time is bounded by a constant. The Decision making module is a

simple equality test in the on-board system and a little more complex leaky-

bucket mechanism for the system with the processing unit on the ground. In both

cases the delay is negligible and independent of the size of the image. The

evaluation of both systems in terms of complexity is summarized in Table IV.

4.4. EXPERIMENTAL RESULTS

Several experiments have been conducted to evaluate the system’s performance.

Experiments were conducted using the RAPTOR 90 SE. The Fadd on_ platform

was successfully integrated with the helicopter, without exceeding maximum

payload capacity. The VTOL vehicle executed flights under a teleoperated mode;

the pan/tilt mechanism with the camera was also controlled from the ground.

The vision system that used the Fon-the-ground configuration_ processes 15

frames per second.

This was mainly due to the limits set by the firewire drivers that the system

used to capture the digitized video in DV format. The on-board system however,

despite being less powerful in terms of processing power achieved 30 fps. This is

Table IV. Computational complexity of the software modules.

System configuration Modules

Downsampling Conversion

to HIS

Region

selection

Decision-making

On-board system N/A O(n2) Constant Constant

On-the-ground system O(n2) O(n2) N/A Constant
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due to the drivers that allowed capturing images at lower resolutions. The

performance can also be accredited to the region of interest mechanism which

selects only part of the image for further processing. The evaluation of each

approach is presented in Table V.

The vehicle flew in an outside environment with several artificial landmarks

that needed be identified. A set of landmarks were black, almost spherical, some

half-buried in the ground, imitating mine types. Figures 8, 9 and 10 show input

images, objects of interest, captured by the camera while the vehicle was flying,

as well as the resulting system output. In Figures 8, 9 and 10, pixels belonging to

the object are painted white, while all others are black. Shadows and other

disturbances had little effect on the overall system performance, since only few

frames were misclassified as containing objects of interest. Therefore, the final

output of the decision making module was not affected. The angle at which the

camera was directed towards the ground had no effect on the system as

illustrated in Figure 9 which shows a view of the object from directly above.

Figure 11 demonstrates a case where the system erroneously classified some

image pixels as belonging to the object of interest. The object of interest was

intentionally placed in the shadow of a tree in an attempt to test the system’s

Figure 8. First pair: Input image and system response. Object of interest pixels classified

correctly.

Table V. Comparison of the two approaches.

System configuration Properties

Dependence

on comms

Available

CPU power

Autonomy Endurance

On-board system Low Low High 40 min

On-the-ground system High High Low 11/2 h on DC

Indefinite (AC)
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sensitivity to changes in lighting conditions. This can be remedied by the

introduction of a module in the algorithm that will compensate for the various

lighting conditions. In Figure 12 another test under different lighting conditions

is demonstrated. The minimum bounding rectangle containing the object is

superimposed over the actual input image. More results demonstrating the

operation of the current version of the vision system may be found in: http://

www.prldev.csee.usf.edu/public/vtolVision/.

5. Communication Issues

Communications and communication range play a very important role in

relaying telemetry or video data back and forth between the ground station and

the vehicle. Video may be transmitted either over a wireless Ethernet network or

over a separate dedicated channel. The trade off is reliability and bandwidth;

although a separate channel is preferred, one should also consider weight and

Figure 10. Third pair: Pixels belonging to the object of interest are classified correctly.

Figure 9. Second pair: Some pixels have been misclassified as belonging to the object of

interest.

154 M. KONTITSIS ET AL.

http://www.prldev.csee.usf.edu/public/vtolVision/
http://www.prldev.csee.usf.edu/public/vtolVision/


power consumption saved by using only wireless Ethernet for all data

transmissions.

For on-the-ground processing, the communication channel is of most

importance. If it fails or becomes unavailable, the whole vision system comes

to a hold due to the lack of input. Therefore in the implementation that follows

the Fprocessing on the ground_ configuration a separate video link exists that

utilizes a pair of RF receiver-transmitter. The transmission rate achieved is 30 fps.

The on-board processing system utilized wireless Ethernet to transmit images

and data. Since the channel exists for monitoring purposes only, it is less crucial

for the vision system functioning. In fact, image data processing is completely

independent of the communication channel. However, the ground station must

provide the human operator with some visual input. Image data are relayed

through a socket using UDP protocol. Initially the whole image was passed

through a buffer across the socket. This proved to be inefficient in terms of

bandwidth utilization (see Figure 13). After some experimentation it was found

that by braking down the image into parts that can fit in the 1,472 bytes of the

Figure 12. Test image under different lighting conditions. A red minimum bounding

rectangle superimposed over the area that the algorithm detected the object.

Figure 11. Fourth pair: Illustration of performance in different lighting conditions. Some

pixels are misclassified due to the presence of shadow.
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UDP data packet the portion of the network bandwidth that is used to carry

image data is very close to 95% (see Figure 14). This leads to a better utilization

of the available network bandwidth. It allows for a transfer rate of approx 15 fps.

6. Concluding remarks and discussion

Two different approaches regarding VTOL vehicle specific vision systems have

been presented and compared. Given the comparative study results, a system was

designed and implemented considering payload capabilities and limitations of the

RAPTOR series unmanned helicopters. Experiments and evaluation tests

included cases where the system was called to find objects of interest under

different lighting conditions in outdoor environments. Performance has been

shown to be quite promising in terms of accuracy.

Despite the fact that the vision system was originally designed with an aerial

platform in mind, it can also be used on board an unmanned ground vehicle

Figure 13. Actual bandwidth utilization-image is passed as a single buffer through the

socket.

Figure 14. Actual bandwidth utilization-image passed through the socket after broken

down into a series of smaller parts.
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(UGV). The utilized UGV platform is an EMAXX RC truck, shown in Figure 15,

with the following characteristics:

� Manufacturer: Traxxas Corporation
� Max speed: 30 mph
� Drive system: Shaft-drive 4-WD
� Dry weight: 3.8 kg
� Dimensions: 49� 41� 27 cm
� Endurance: 40 min
� Battery: Dual: 7.2V LiPo
� Motor: Dual Titani 550
� Speed controller: EVX FWD/REV electronic

This platform was chosen due to its rugged nature, wide wheel base, and

adjustable suspensions system. Although the dynamics of the UGV are not as

sensitive as the VTOL’s, special attention must be taken to assure that platform is

resilient to rollovers, high centering, and ground strikes, see Figure 15. To

prevent rollovers the vision system is mounted as close to the platforms natural

Center of Gravity (CG) as physically possible and the stock shock mounts are

moved away from the CG to increase the wheel base of the platform. To prevent

high centering and ground strikes spacers were inserted into the stock springs of

the suspension system. This forces the shocks to become stiff causing the system

to react more aggressively to vertical forces. With only minor modifications

regarding primarily the mounting of the vision box on the UGV, the vision

system can be considered as a versatile processing unit suitable for a variety of

small unmanned vehicles.

Regardless of the carrying platform, an important issue that needs be

addressed is automatic system adaptability to extreme lighting variations. The

current version of the designed system relies on fixed thresholds to identify

(describe) objects of interest. This, although proven functional, lacks adaptabil-

Figure 15. E-MAXX RC truck (UGV) with the on-board vision system.
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ity. Further, when the mission objective changes, the vision system must be re-

initiated to accommodate such changes.

Future versions of the system, currently under design, will include ability to

learn from experience (to make the system even more robust). The system will be

able not only to respond to a broader spectrum of input images but also to

accumulate Fexperience_ as it operates. This would help minimize chances of

false alarms while maintaining a high correct identification rate. An integral part

of any future development of the system will be the incorporation of a tracking

mechanism. This will allow the system to track and follow objects in its field of

view either automatically or as directed by a human operator..
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