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Abstract
In today’s rapidly changing production landscape with increasingly complex manufacturing processes and shortening product
life cycles, a company’s competitiveness depends on its ability to design flexible and resilient production processes. On the
shop-floor, in particular, the production control plays a crucial role in coping with disruptions and maintaining system stability
and resilience. To address challenges arising from volatile sales markets or other factors, deep learning algorithms have been
increasingly applied in production to facilitate fast-paced operations. In particular deep reinforcement learning frequently
surpassed conventional and intelligent approaches in terms of performance and computational efficiency and revealed high
levels of control adaptability. However, existing approaches were often limited in scope and scenario-specific, which hinders
a seamless transition to other control optimization problems. In this paper, we propose a flexible framework that integrates a
deep learning based hyper-heuristic into modular production to optimize pre-defined performance indicators. The framework
deploys a module recognition and agent experience sharing, enabling a fast initiation of multi-level production systems as
well as resilient control strategies. To minimize computational and re-training efforts, a stack of trained policies is utilized to
facilitate an efficient reuse of previously trained agents. Benchmark results reveal that our approach outperforms conventional
rules in terms of multi-objective optimization. The simulation framework further encourages research in deep-learning-based
control approaches to leverage explainability.

Keywords Modular production · Production control · Deep learning · Reinforcement Learning · Simulation framework ·
Explainability

Introduction

Nowadays, companiesmust respond quickly to both, internal
and external disruptions and adapt their processes to remain
competitive and maintain operational profitability. In this
context, the trend towards mass customization and short-
ening development cycles pose significant challenges for
today’s production systems. By the same measure, they must
be capable of operating in highly uncertainmarket conditions
while satisfying many (conflicting) customer- and process-
related objectives, in the shortest possible time (Schmidt &
Nyhuis 2021). In this regard, the use of advanced Indus-
try 4.0 technologies, including the Internet of Things and
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artificial intelligence, is crucial to enable a data-driven pro-
cess optimization and to cope with the increasingly complex
requirements (Kang et al. 2020; Parente et al. 2020; Kapoor
et al. 2021).

In recent years, simulation-based and combinedhardware-
in-the-loop approaches were implemented to facilitate a
seamless transfer of research artifacts into practice in a low-
risk environment. Especially in production planning and
control, single- and multi-agent approaches were imple-
mented tomanage production complexity, eachwith different
pre-defined agent-environment interactions (Babiceanu &
Chen 2006; Gronauer & Diepold 2021). Regarding the
production organization, modular systems demonstrated par-
ticular benefits, as they allocate the overall optimization task
to accessible and reactive groups of agents (Sallez et al. 2010;
Groover & Jayaprakash 2016). Modular production systems
are noted for their flexibility, scalability, and adaptability.
Unlike conventional production systems, which are often lin-
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ear and inflexible, modules can be easily inserted, removed,
or re-positioned, enabling a swift response tomarket changes
or adaptation requirements. Through task decomposition and
distributing complexity across foundational modules, we
can expedite the implementation of intelligent control meth-
ods, as demonstrated in (Rojas & Rauch 2019; Zhou et al.
2022a; Tao et al. 2023). The distributedmodules possess pre-
defined process capabilities, thus ensuring a high density of
coordination within and between modules which increases
responsiveness and robustness of the system through paral-
lel processing and intelligent agent orchestration (Groover
& Jayaprakash 2016; Herrera et al. 2020; Sallez et al. 2010;
Buckhorst et al. 2022).However, themultitude of interactions
and parallel operational activities in multi-agent systems still
pose a significant challenge for a coordinated control of
shop-floor activities. The production control must handle a
constantly growing number of data sources and information
flows, tomake situation-specific, optimal decisions and lever-
age process potentials.

To handle such complex optimization problems, machine
learning techniques, particularly deep learning algorithms,
were increasingly applied in production research (Kang
et al. 2020; Samsonov et al. 2021; Oluyisola et al. 2022).
Given their ability to capture complex non-linear relation-
ships and to process large amounts of data in real-time
for multi-objective optimization, the need for complex and
rigid models is prevented. This enables the targeting of both
local and global process variables and facilitates a con-
tinuous improvement process by leveraging both, machine
and human-related system resources (Cadavid et al. 2019;
Zhang et al. 2019; Kang et al. 2020). However, despite
the potential benefits, the exploitation of machine learn-
ing in production control is not yet fully addressed, as its
adoption is rather concentrated on the field of Big Data or
other related disciplines (Liao et al. 2017; Cadavid et al.
2019). Nevertheless, it becomes clear, notably in Weichert
et al. (2019), Zhou et al. (2022b), that due to the versa-
tility of deep learning approaches, a multitude of practical
control optimization problems can be addressed, in which
fast decision-making contributes significantly to maintain-
ing process stability (Bueno et al. 2020; Zhang & Huang
1995; Garetti & Taisch 1999). However, the practical inte-
gration of a machine learning algorithm must be conducted
in an objective-specific manner and requires a dedicated
deployment to balance the increasing process and model
complexities and to ensure appropriate decisions and a high
process reliability (Weichert et al. 2019).

In recent years, in particular, deep reinforcement learn-
ing (RL) algorithms demonstrated superior efficacy against
other conventional or machine learning based benchmarks
(Zhou et al. 2022b). In contrast to meta-heuristics, which
serve as search process optimizers, deep RL offers signifi-
cantly improved real-time capabilities, performance metrics,

and higher interpretability (Zhang et al. 2022; Grumbach
et al. 2022; Kallestad et al. 2023). Based on collected sensor
information, deepRL is capable ofmaking online data-driven
decisions and enables a responsive and adaptive control
design that addresses the challenges of volatile manufac-
turing environments. Due to the direct agent-environment
interaction, deepRL can generalize and leverage the obtained
process knowledge to enhance production stability and per-
formance (Arunraj & Ahrens 2015; Mehlig 2021). Even
though the application of deep RL demonstrated outstand-
ing performances in various production fields, multi-agent
based production control approaches were less considered,
especially in matrix- or modular-shaped production systems,
as reviewed and analyzed in Panzer & Bender (2022) and
Panzer et al. (2022). Although control approaches of Gankin
et al. (2021), Mayer et al. (2021), and May et al. (2021)
already indicated robust and performant multi-agent control
policies, current research lacks an adaptive approach that can
address various production scenarios and offers a high trans-
ferability to similar practical problems.

To harness the benefits of deep learning and amulti-agent-
based production organization, this paper introduces a novel
control framework that facilitates the flexible adaptation
of modular production systems. By employing a hyper-
heuristic control concept for varying production objectives,
our approach seeks to improve production performance and
adaptability. Owing to the hyper-heuristic based algorithmic
approach, the deepRLbased top-level decision entity focuses
on selecting low-level heuristics, thereby avoiding the adop-
tion of deficient system policies or erroneous actions. The
proposed control framework is incorporated into a flexible
simulation, which accommodates a wide range of produc-
tion scenarios and enables the optimization of individual
performance metrics. The simulation adheres to a modu-
lar principle, which decomposes the overall production task
complexity into manageable fragments, resembling the pro-
duction system in its modular structure. Additionally, we
distinguish between manufacturing and distribution mod-
ules, that are responsible for shop-floor and intra-logistics
activities, respectively. By synergistically combining the
concepts ofmodular production andhyper-heuristics,we har-
ness the strengths of both domains. This fusion allows us to
achieve a dual-fold reduction, both systemically and algo-
rithmically, in optimization complexity.

The embedded deep learning based decision-making pro-
cess leverages a module recognition and agent experience-
sharing method that facilitates the rapid creation and ini-
tiation of multi-level production systems. The framework
further aspires to progressively reduce computational efforts
for neural network training through the integration of a batch
of pre-trained policies.

The remainder of the paper is organized as follows. In
the next section, the basics of prevailing simulation frame-
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works, deep RL, and multi-agent based production control
are outlined and the research objective is specified. Then, the
conceptual design and artifact requirements are defined and
simulation results are presented and evaluated. Finally, the
paper concludes with a discussion of the framework and a
conclusion that synthesizes the main findings.

Related work

This section specifically focuses on the basics of discrete-
event simulations (DES) and deep learning methods, which
have been increasingly applied for a wide range of produc-
tion planning and control tasks over recent years. A DES
constitutes an essential link between the theoretical concepts
of adaptive and deep learning based production control con-
cepts and their simulated and practical implementation in
modular production systems. Without a robust foundation in
DES, a framework would lack to emulate the dynamics and
complexity of modular production systems. Therefore, the
following DES subsection provides an in-depth analysis of
the simulation foundations that are essential for operational-
izing our approach.

Subsequently, the key concepts of deep RL as well as
hyper-heuristics are introduced,which serve as core elements
of the later developed artifact. These concepts are expected
to provide significant performance improvements in produc-
tion optimization through their continuous learning behavior
and adaptability, enabling automated and data-driven opti-
mization of production decisions. The discussion continues
with a review of the current state of research, specifically in
the context of integrating production control and deep RL.

Building upon the dual research gap from DES and algo-
rithmic perspectives, we present the problem formulation in
whichwe state the specific problemof our research approach.
Thereby, we outline the objectives of our approach for an
adaptive and deep learning based modular production con-
trol framework.

Discrete-event based production simulation

A DES describes the development of a system based on
pre-defined events and their chronological sequencing as dis-
crete occurrences that affect the system state Law (2007). In
DES, events are captured at discrete time points, and system
variables are modified accordingly, allowing for incremental
and traceable progression of the simulated system over time.
By incorporating operational resources, such as machines or
labor resources, system states, and process flows, a produc-
tion system can be replicated, enabling the analysis of key
performance metrics and identification of operational opti-
mization potentials (Fowler et al. 2015; Jeon & Kim 2016;
Mayer et al. 2021). Such analysis may include bottleneck

resource evaluation, optimal machine arrangement, or work
efficiency assessment for specific system resources. Notably,
this approach facilitates the uncritical testing of prototype
solutions, which can be further examined in an intermedi-
ate hardware-in-the-loop approach until reaching satisfying
real-world results.

However, simulation techniques are often applicable only
for limited periods due to their difficulty and specificity
of implementation (Neto et al. 2020). Thereby, (Mourtzis
2020) further emphasizes the challenges of integrating arti-
ficial intelligence into these simulations. Although the DES
approaches can bemanifold, the number and type of informa-
tion sources necessitate dedicated control implementation for
a data-driven and optimal decision-making. To address these
hurdles, the following simulation frameworks aim to bridge
the gap between advanced planning and control theory and
its practical application. These frameworks are also listed in
Table 1.

Apart from production planning and control practices or
similar production disciplines, other simulation approaches
already delved into the creation of intelligent planning and
control frameworks. Notable sectors and problems include
vehicle routing (Nazari et al. 2018), power grid operation
(Rocchetta et al. 2019), energy supply chain management
(Chen et al. 2021), or computational fluid dynamics (Pawar
& Maulik 2021).

In the realm of production planning and control, cur-
rent research is primarily focused on simulation frameworks
designed for planning purposes. A mixed-integer linear pro-
gramming (MILP) framework for the scheduling of mining
operations was proposed by Manriquez et al. (2020). An
intelligent multi-agent SwarmFabSim framework was pro-
posed by Umlauft et al. (2022), that deploys a swarm
intelligence algorithm. Other DES scheduling approaches
adopted quantum annealing (Venturelli et al. 2015), cuckoo
search optimization (Phanden et al. 2019), or genetic algo-
rithms (Fumagalli et al. 2018) to increase the applicabil-
ity of the respective framework. A recurring feature of
such approaches is potentially extended computation times,
often attributed to meta-heuristic solution methods. Other
established frameworks that use deep RL for production
scheduling, like the JSSEnv (Tassel et al. 2021) or Schlably
framework (Waubert De Puiseau et al. 2023), primarily focus
on job-shop scheduling or order release and sequencing
(Samsonov et al. 2022).

For dedicatedproduction control problems, twoapproaches
dealt with specific single-agentDES implementations, which
analyze the impact of stochastic and unpredictable variables.
Zhang et al. (2020) implemented the single-agentL2D frame-
work by deploying a combined deep RL and disjunctive
graph representation to learn priority dispatching rules in a
3x3 job-shop. Kuhnle et al. (2019a), Kuhnle et al. (2019b)
implemented the deep learning based production control

123



Journal of Intelligent Manufacturing

Ta
bl
e
1

O
ve
rv
ie
w
of

pr
ev
ai
lin

g
si
m
ul
at
io
n
fr
am

ew
or
ks

A
pp

lic
at
io
n

Sp
ec
ifi
c
ap
pl
ic
at
io
n

A
lg
or
ith

m
A
ut
ho

r

O
th
er

ap
pl
ic
at
io
ns

V
eh
ic
le
ro
ut
in
g

R
L

N
az
ar
ie
ta
l.
(2
01
8)

M
od

ul
ar

Sy
st
em

de
si
gn

–
Fa
rs
ie
ta
l.
(2
01
9)

E
ne
rg
y
su
pp

ly
ch
ai
n

G
en
et
ic
al
go

ri
th
m

C
he
n
et
al
.(
20
21
)

C
om

pu
ta
tio

na
lfl

ui
d
dy

na
m
ic
s

D
ee
p
R
L

Pa
w
ar

&
M
au
lik

(2
02
1)

A
lg
or
ith

m
ic
tr
ad
in
g

D
ee
p
R
L

Sh
av
an
di

&
K
he
dm

at
i(
20
22
)

Pr
ed
ic
tiv

e
m
ai
nt
en
an
ce

D
ee
p
R
L

R
od

rí
gu

ez
et
al
.(
20
22
)

Pr
ed
ic
tiv

e
m
ai
nt
en
an
ce

D
ee
p
R
L

Su
et
al
.(
20
22
)

Jo
b-
sh
op

sc
he
du
lin

g
(n
on
-R
L
-b
as
ed
)

G
en
er
al
sc
he
du
lin

g
C
uc
ko
o
se
ar
ch

Ph
an
de
n
et
al
.(
20
19
)

M
in
in
g
sc
he
du
lin

g
M
IL
P

M
an
ri
qu
ez

et
al
.(
20
20
)

G
en
er
al
sc
he
du

lin
g

Q
ua
nt
um

an
ne
al
in
g

V
en
tu
re
lli

et
al
.(
20
15
)

G
en
er
al
sc
he
du

lin
g

G
en
et
ic
al
go

ri
th
m
s

Fu
m
ag
al
li
et
al
.(
20
18
)

Se
m
ic
on

du
ct
or

sc
he
du

lin
g

Sw
ar
m

in
te
lli
ge
nc
e

U
m
la
uf
te
ta
l.
(2
02
2)

Jo
b-
sh
op

sc
he
du
lin

g
(R
L
-b
as
ed
)

G
en
er
al
JS
SE

nv
fr
am

w
or
k

D
ee
p
R
L

Ta
ss
el
et
al
.(
20
21
)

G
en
er
al
sc
he
du

lin
g

D
ee
p
R
L

Sa
m
so
no
v
et
al
.(
20
22
)

G
en
er
al
Sc
hl
ab
ly
fr
am

ew
or
k

D
ee
p
R
L

W
au
be
rt
D
e
Pu

is
ea
u
et
al
.(
20
23
)

M
ul
ti-
ag
en
tj
ob

-s
ho

p
D
ee
p
R
L

L
iu

et
al
.(
20
22
)

Jo
b-
sh
op

co
nt
ro
l(
si
ng
le
-a
ge
nt
)

Si
m
P
yR

L
Fa

b
se
m
i-
co
nd

uc
to
r
di
sp
at
ch
in
g

D
ee
p
R
L

K
uh

nl
e
et
al
.(
20
19
b)

G
en
er
al
L
2D

fr
am

w
or
k

D
ee
p
R
L

Z
ha
ng

et
al
.(
20
20
)

Jo
b-
sh
op

co
nt
ro
l(
m
ul
ti-
ag
en
t)

M
od
ul
ar

di
sp
at
ch
in
g

D
ee
p
R
L

O
ur

Fr
am

ew
or
k

123



Journal of Intelligent Manufacturing

framework SimPyRLFab, thereby considering the prevailing
semiconductor process pre-requisites. In such DES frame-
works, predefined and product-specific process sequences,
machine failures, or other non-deterministic events can be
triggered, and their effects on production participants, such
as degrading production resources, warehouse inventories,
or line effects, can be investigated (Law 2007). Additionally,
systemic and agent-centered relationships can be analyzed
based on their organization and interaction.

Whereas Liu et al. (2022) implemented an advanced
hierarchical multi-agent scheduling framework, distinguish-
ing tasks between routing and inter-machine scheduling,
other (DES) frameworks predominantly focused on plain
scheduling or single-agent production control. Notably, these
simulations did not account for multiple production layers
and consistently operated on a singular level.

Conclusively, from the DES viewpoint, there is a need
for a framework that facilitates the conceptualization and
simulation of a multi-layered modular production system.
Within this framework, the optimization task is governed
by a semi-heterarchical framework, facilitating the attain-
ment of both global and local objectives by multiple agents.
Themodular structure allows for a versatile modification and
change of system properties by adding or removing mod-
ules to meet current requirements or to cope with dynamic
processes (Buckhorst et al. 2022). The semi-heterarchical
backbone provides a high integration capability of potential
scenarios through user-defined modules within a hierarchi-
cal organization. In parallel, the system is more robust due
to the structured allocation of competencies and parallel pro-
cessing, as in heterarchical systems (Valckenaers et al. 1994;
Groover & Jayaprakash 2016; Derigent et al. 2021).

A significant challenge is that current heuristics have limi-
tations in optimizingmultiple performancemeasures (Grabot
& Geneste 1994) and often exhibit minimal global coor-
dination when processing information within local entities
(Uzsoy et al. 1993;Holthaus&Rajendran 1997).Yet, in oper-
ational production settings that demand rapid, potentially
real-time, decision-making, approaches like meta-heuristics
often underperform when compared to traditional heuristics.
These methods, due to mathematical optimization tech-
niques, may not provide real-time decisions, especially as the
problem’s scope expands, leading to substantial performance
declines (Nasiri et al. 2017). Moreover, meta-heuristics
necessitate profound expertise and pose challenges dur-
ing initialization and modification (Rauf et al. 2020; Zhou
et al. 2020). Given these constraints, RL methods, known
for swift and interactive decision-making, have gained trac-
tion in operations and control tasks (Samsonov et al. 2021;
Bahrpeyma & Reichelt 2022; Panzer et al. 2022).

Basics of (deep) reinforcement learning and
hyper-heuristics

RL constitutes an interactive paradigm of machine learning,
wherein a decision-making agent selects actions for execu-
tion and thereby iteratively refines its policy to develop the
process logic. The leap to thewidespread adoption of RLwas
primarily reached through its successful implementation in
the Atari environment, making it attractive for complex opti-
mization problems (Mnih et al. 2013). In particular, deep
RL, with the additional integration of a deep neural network
that allows it to process large state variables, was adapted to
a variety of data-centric online applications. A fundamental
constraint for integration is the requirement for the optimiza-
tion task or problem to adhere to theMarkov property and for
the decision or control process to align with a Markov Deci-
sion Process (MDP). This is accompanied by the Markov
assumption, which states that all future production states
depend only on the current state, but do not imply any influ-
ences from the past which reflects the basic assumption of
our later DES approach (Sutton & Barto 2017). The simula-
tion employs a model-free, off-policy Q-learning algorithm,
as implemented by other successful benchmarks in produc-
tion control (such as Esteso et al. 2022, ?; Panzer & Bender
2022). Q-learning does not require a model of the environ-
ment and estimates the value of a Q-function (Equation (1)),
which assesses a potential action of an agent based on the
Bellman equation and total accumulated expected rewards
Gt .

Q(st , at ) = r(s, a) + γmax(Q(s, a)) (1)

Gt =
∞∑

k=0

γ krt+k (2)

In this context, s represents the current state, a is the selected
action, and r(s, a) summarizes the obtained reward after
executing action a in state s. γ defines the discount factor
(γ ∈ [0, 1]) that determines the relative weighting of future
rewards with respect to the current reward across steps. s′
is the subsequent state following the execution of action
a, with max(Q(s, a)) being the maximal Q-value across
all feasible actions a′ in the subsequent state s′. The pri-
mary difference between conventional deep Q-learning and
its deep learning based counterpart is the latter’s use of a
neural network to approximate the Q-function. Therefore,
the objective is to minimize the loss between the estimated
Q-function and the target value. The loss can be defined
as the mean squared error L(θ) = E[(Q(s, a; θ) − y)2]
between the estimated value Q(s, a; θ) and the target value
y = r(s, a) + γ ;max(Q(s, a; θ)). Minimizing this loss
allows for the updating of neural network parameters θ to
better approximate the Q function. This procedure is reiter-
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ated until the performance converges against a defined level
or a certain number of training steps is reached. Using these,
the formula for the DQN can be derived to approximate the
Q-values by minimizing the loss function using the Bellman
equation as summarized in Formula (3). To further stabilize
learning and increase performance, a target network with
weights θ− is introduced to compute Q(s‘, a‘) for the next
states (Mnih et al. 2013, 2015; Sutton & Barto 2017).

Q(st , at , θ) ← Q(st , at , θ)

+ α [r + γ max Q(s‘, a‘, θ−)

− Q(st , at , θ)] (3)

Deep RL based production dispatching

The limited capabilities of existing models in coping with
dynamic system behavior have led to the application of var-
ious deep learning based control approaches to increase the
reproduction accuracy and to minimize manual interven-
tion, i.e. by a control strategy approximation in Bergmann &
Stelzer (2011) or Bergmann et al. (2014). Luo (2020) relied
on a double DQN RL to minimize total delays and avoided
otherwise assumed static conditions. Similarly, Mouelhi-
Chibani & Pierreval (2010) and Zhao & Zhang (2021)
outperformed conventional approaches with neural network
based rule selection depending on flow or job-shop param-
eters. The latter used a convolutional neural network that
takes matrices of processing times and two Boolean matri-
ces of pending and completed operations as input to select
rules such as SPT and LPT and outperformed a GA in
terms of machine utilization and waiting times. In a job-shop
environment, using the production state representation as a
2-D matrix and applying transfer learning, the scheduling
policy demonstrated strong performance and increased gen-
eralizability (Zheng et al. 2020). However, these and other
approaches, such as that of Altenmüller et al. (2020) or
Kuhnle et al. (2020), were implemented in a single-agent
environment.

To facilitate decentralized decision-making, multi-agent
approaches are of particular importance for the decompo-
sition and allocation of the total optimization process to
multiple agents and to maximize the exploitation of individ-
ual skill sets as listed in Table 2.Malus et al. (2020) suggested
an order dispatch mechanism based on joint global rewards
for autonomousmobile robots tominimizedelays.Hammami
et al. (2017) proposed a multi-agent system based on simul-
taneous learning and information sharing between agents to
reduce average delays. Dittrich & Fohlmeister (2020) and
Hofmann et al. (2020) applied a centralized DQN decision
module for training. Waschneck et al. (2018) introduced a
training strategy in a wafer fabrication facility to optimize

maximum uptime as a global goal. In a recent study by
Sakr et al. (2021), a DQN was utilized to minimize queue
waiting and lead times in wafer production. Specifically,
they compared their approach to a prevailing heuristics strat-
egy and found significant improvements. Gros et al. (2020)
minimized costs in a system to control a car buffer after
painting operations. Overbeck et al. (2021), on the other
hand, leverage a PPO to find the best action in an automated
manufacturing system, that was designed according to the
chaku-chaku principles.

However, the previous research on deep RL and multi-
agent based production control primarily focused on job-
shop environments. There are some approaches inmatrix and
modular based production systems as proposed by Hofmann
et al. (2020), that provide agents with immediate rewards
for selected actions and delayed rewards based on the total
global cycle time. This strategy outperformed a rule-based
and non-coordinated strategy by preventing the blocking
of other agents and allocating global rewards. The simu-
lated system comprised 10 workstations and several AGVs
that executed multiple process steps and were fully inter-
connected. May et al. (2021) followed an economic bidding
approach to reduce execution time and increase utilization
efficiency. This involved two system configurations, each
with 15 agents and 10 stations arranged in a matrix structure,
with different buffer sizes. Based on a PPO, the global uti-
lization rate after part completion and non-value added time
aswell as consecutive failed bids could be optimized. Gankin
et al. (2021) implemented a first large-scale plant consisting
of 25 machines arranged in a five-by-five layout, based on
the approach of Mayer et al. (2021). In this approach, an
action masking mechanism was used to reduce the decision
complexity of all 20DQNbased transportation resources that
were being trained in parallel. The agents used the same neu-
ral network and buffer as the decision instance for experience
sharing.

In summary, Table 2 indicates that always one orga-
nizational layer was integrated into previous approaches.
There is no approach, that incorporates multiple layers
and a semi-heterarchical organization within a modular
production system. Furthermore, the presented approaches
predominantly rely on single dedicated algorithms, such as
the DQN. However, there is a need for an approach that
leverages the advantages of deep learning techniques with
conventional methods, as discussed in (Panzer et al. 2022).
Another research gap concerns the predominantly technical
optimization objectives, which are rather limited in scope.
Customer-centric objectives like the processing of urgent
and prioritized orders, which hold particular importance in
today’s economic landscape, were inadequately addressed.
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Fig. 1 Pursued DSRM methodology from Peffers et al. (2007)

Research highlights and key contributions

In this paper, we propose a customizable simulation frame-
work for modular production systems that deploys multiple
dispatching agents to address customer- and process-specific
objectives that can be adapted to individual scenarios. As
indicated in Table 2, our framework uniquely supports struc-
turing across multiple and arbitrary organizational levels and
modules. This allows for the definition and generation of
module-specific control policies, depending on the process
related requirements and optimization parameters within the
differing production modules. The modularity should allow
a specific generation of local process and control knowledge
that still keeps track of multiple local and global objectives.

To control the agents, we utilize a deep learning based
hyper-heuristic, that combines deep learning with heuristics,
which enables a rapid scenario generation and increases key
production indicators in terms of performance, resilience,
and adaptability. For the deep learning based decision-
making, the top-level heuristic does not have to learn intrinsic
constraints but can focus on the optimization task. As evi-
denced in numerous studies, e.g., Liu &Dong (1996), Kashfi
& Javadi (2015), Heger et al. (2015), Shiue et al. (2018), and
Zhang & Roy (2019), the situation-dependent selection of
dispatching rules can significantly reduce computation costs
and provide an efficient tool for process optimization (Grum-
bach et al. 2022). The deep learning framework is the first to
facilitate an automated initialization of neural networks for
the distributed agents within the modular entities. To further
increase learning performance and operational efficiency, we
deploy a module recognition and transfer learning strategy.

Simulation design

To ensure a systematic approach for reaching the defined
research objectives, we adhered to the design science
research methodology as proposed by Peffers et al. (2007,
referring to Fig. 1). As the problem identification and objec-
tive definition were dealt with in the previous section, we
proceed with constructing the research artifact. To accom-
modate dynamic requirements and provide an adaptable

simulation approach, it is essential to select a suitable
and scalable simulation foundation. This should seamlessly
incorporate the hyper-heuristic control approach, and facili-
tate a decentralized and parallel decision-making.

Simulation framework design

The deep learning based DES is built on a python-based sim-
ulation, developed at our chair and the Centre for Industry
4.0. The framework enables the rapid creation of a modular
production layout with corresponding system organizations
and control regulations. Incorporating the production within
the DES enables the emulation of dynamic and stochastic
process parameters, delineated in Table 3. Each parameter
can be retrieved in its respective unit (pertaining to distance
or time) or a discrete/categorical value, such as 0 or 1, i.e.
indicative for the processed order type A/ B, respectively.
Subsequently, these values undergo processing to be confined
within predefined ranges, mitigating potential outliers detri-
mental to neural network efficacy. The simulation is based
on the wide-spread SimPy simulation library, which is fre-
quently applied in the field of DES in production control
research, as it was demonstrated in previous studies (Kuhnle
et al. 2020, 2021; Sakr et al. 2021).

For the control of the agents and the exploitation of deep
learning mechanisms as well as conventional approaches, a
hyper-heuristic is applied. The term hyper-heuristic was first
defined by Cowling et al. (2001), and initially implemented
using amachine learning algorithm tofind anoptimal order of
a sales summit problem. In contrast tometa-heuristics, hyper-
heuristics utilize a predetermined set of low-level heuristics,
rather than searching through problem solution spaces, as
illustrated in Fig. 2. It tries to find an optimal operational
sequence of the low-level heuristics that optimally solves
an optimization task within the given solution space. In
recent research, especially machine and more specifically,
deep learning algorithms were proposed to flexibly adapt
to optimization tasks as top-level heuristics and exploit the
capabilities of underlying heuristics in a case-specific man-
ner. This allows for the automation of the design process and
the utilization of the knowledge of an on- or offline machine
learning algorithm as an optimizer to derive near-optimal
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Table 3 Available state parameters within the simulation framework

Entity Attribute Value Attribute description

Order Time related [min] Order start time, due date, time in cell

Type related [0,1] Order type, complexity, priority

Process chain [0,1,…] Count of remaining tasks, next/ finished tasks, position

Process related [0,1] Processing, locked, picked up, in input/ same cell

Position related [m] Order distance n

Buffer/ storage Type related [n] Count of input / output buffer slots

Process related [n] Count of free slots

Machine Tool related [0,1,…] Machine type, current tool setup (tool change costs time), next setup

Process related [min] Remaining setup time, currently manufacturing, remaining mfg. time

Failure related [0,1] Current failure, failure fixed in

Agent Position related [0,1,…] Current position, next position

Process related [0,1] In movement, remaining moving time, has task, locked item

Fig. 2 Hyper-heuristics and
DQN based optimization,
inspired by Cowling et al.
(2001); Swiercz (2017)

scheduling and dispatching policies based on the established
and comprehensible low-level heuristics (Burke et al. 2010,
2019; Drake et al. 2020).

The simulation framework integrates the hyper-heuristic
control concept through a multi-agent organization, where
the deep learning driven agents communicate with the sim-
ulation through an order and state information exchange.
Unlike a conventional single-agent approach, as illustrated
on the left in Fig. 3, the agents have individual state vectors
and can execute independent actions that dynamically affect
the processes. Within the modules, the agents can receive
information about the other agents, such as their position or
order status. To prevent local optimization tendencies, global
objective variables, such as the global start time, can be
received through the order parameters. Furthermore, addi-
tional variables can be derived from the available data set
from Table 3, e.g., allowing the tracking of WIP (work in

progress) levels for the individual cells, based on storage,
machines, and buffer occupancies. TheWIP level can in turn
be utilized for operational decision-making, particularly at
the upper distribution levels.

Simulation components

The given components of the base simulation are displayed
in Fig. 4, which allow for a wide range of potential optimiza-
tion tasks. In this context, the individual module elements
and module relationships can be flexibly defined. The num-
ber of elements within the cells and intermediate buffers can
be adjusted according to the scenario specifications. Regard-
ing the organization, the distinction between distribution
and manufacturing cells is crucial, as they entail divergent
intrinsic process optimization, especially in the design of the
subsequent reward functions of the deep learning agents.
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Fig. 3 Distributed
decision-making and parallel
processing of the agents, left
side from Sutton & Barto (2017)

Fig. 4 Descriptive manufacturing and distribution modules within the simulation

To clearly delineate the simulation boundaries, we estab-
lished foundational criteria that our approach must adhere
to. To ensure a resilient modular design, each component
functions as a unique entity, equipped with the autonomy
to determine its operations. We also adopt fully observable
states that are fed to the agents, thus facilitating decision-
making via deep learning. This underpins the ongoing
learning and continuous improvement process and allows for
a plug-and-play simulation design. During a run, we assume
that system parameters such as module layout and resource
numbers remain unchanged throughout the simulated sys-
tem.

However, our model does not presuppose a static sys-
tem behavior. Instead, the system considers external factors
such as fluctuations in order volumes, variations in system
parameters due to machine malfunctions, and alterations in
maintenance times. This adaptability is reflected in its capa-
bility to manage a wide array of stochastic parameters across
both process-oriented and product-centric operations.

This also supports to maintain a realistic simulation
design. The intention is to align the behavior of the sim-
ulated agents with real-world conditions and minimize the

transfer gap. The consideration of stochastic parameters and
the comprehensive set of system states, in coherence with the
flexible module and deep learning based agents, contributes
to a sophisticated production control simulation framework.
This primarily supports the analysis of the different system
parameters and can help to eliminate bottlenecks. Further-
more, it evaluates the system’s resilience and its ability to
respond tomachine failures or other unexpected occurrences.

Hyper-heuristics based control framework

The individual modules discussed in the previous section
are operated by distinct dispatching agents that make deci-
sions based on currently received system information. For
this purpose, a set of ten heuristics is provided by the base
simulation that take specific parameters into account for
decision-making and perform rather static and straightfor-
ward operations. Based on the simulation parameters in
Table 3, other (combined) rules can be quickly designed and
implemented. Nonetheless, in dynamic environments, the
operational model must adapt flexibly to external conditions
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Fig. 5 Simulation framework with flexible module recognition

to enable a resilient and indicator-oriented decision-making
and optimization.

Prior to the simulation and optimization process, the dis-
tributed and intelligent agents have to be initiated. Based on
the defined requirements (as shown in Fig. 5, on the left),
a simulation is designed that meets the scenario specifica-
tions. Using the specified manufacturing and distribution
modules, an appropriate neural network is sought for an
agent, using a standardized unique network identifier, which
aligns with the cell’s structural conditions. These identifiers’
properties include the cell type (distribution,manufacturing),
(intermediate) buffer and storage capacities, and the num-
ber of machine resources. When no neural network fulfills
the requirements, a new one is generated and tailored to the
module and its associated state vector, to match the desired
properties.

For initializing the simulation and for the use of the already
trained neural networks, different operating modes are avail-
able. On the one hand, during module detection, if a suitable
neural network is identified, it can be embedded into the
respective agent and serve as the basis for generating an
optimized control policy (see case 1, Fig. 6). In contrast, the
system can be completely re-trained to avoid bias. However,
this increases the computational load and is only necessi-
tated when establishing a new simulation scenario (case 2).
Alternatively, a purely operational application of the neu-
ral network is possible, in which the network is not trained
and adapted (case 3). This case offers a distinct advantage
in rapidly identifying suitable actions, which is particularly
important in real-world applications.

All trained networks are stored within a neural network
stack, and, during training, the best-performing networks are
compared to determine the optimal control policy for each
case (see Fig. 5, bottom). In addition, after each training,
commencing from a pre-determined minimum number of
training steps to avoid initial instability, the moving reward
average is calculated and compared to the previous best per-
formance. This method aims to facilitate continuous tracking
of training progress without encouraging an overestimation
of performance due to statistical anomalies.

Anadditional approach for transferringpre-existingknowl-
edge involves freezing and transferring hidden layers, that
substitute the initial weights of newly generated networks
during initialization. In this case, theweights of a comparable
manufacturing or distribution network are taken to provide
the policy to a network in a new layout with collective knowl-
edge that was gained in past simulations. This systematic
storage and retrieval mechanism, enabled by the standard-
ized neural network stack in the center of Fig. 6, ensures that
we leverage experiences from the past, effectively optimizing
and scaling the simulation process.

Hyper-heuristics control mechanism

In prevailing approaches, varying layouts or problem sce-
narios, resulting in structural changes, are associated with
the creation of a new policy. Furthermore, during the initial
phase of training without action specification, wrong actions
are chosen, which might be avoided through action mask-
ing. Often the actions were either an assignment of position
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Fig. 6 Enhancing simulation
scalability through a
standardized neural network
stack

(Gankin et al. 2021), or a combined instruction of which
action is to be executed on which machine (Overbeck et al.
2021). Especially in large layouts, this quickly results in
a large action space and elevated high task complexities.
Conversely, the deep RL based top-level heuristic selects
a low-level heuristic that is already integrating the process
logic. As a result, the hyper-heuristic facilitates a complexity
reduction by splitting the task into a high-level optimization
and a low-level operational execution.

To implement the deep learning functions and maintain
the accessibility of the SimPy simulation framework, Tensor-
Flowwasused to enable adaptive decision-making.However,
prior to utilizing the TensorFlow framework, the deep RL
control mechanism must be clarified. For this purpose,
the following section quantifies the optimization objectives
through a reward function and subsequently defines states
and action spaces.

Reward function design

The reward function serves to capture the degree of fulfill-
ment of the defined objectives to track the training success
and to refine the neural network accordingly. Initially, the
objectives have to be defined first, which are then con-
solidated into a reward signal. In our approach, we seek
to incorporate customer-related services, particularly con-
sidering order priority and urgency as known from Prime
and other express services. In response to current trends
in prime services and evolving customer expectations, we
include novel customer-centric parameters that differentiate
between priority/standard and rush/non-rush orders. In addi-
tion, we incorporate technical standard variables like WIP
levels, throughput times, and tardiness, consistent with sev-
eral other studies (Hammami et al. 2017; Waschneck et al.
2018; Hofmann et al. 2020; Malus et al. 2020).

To account for the specifications of the individual pro-
duction layers, differing total rewards are designed for the
distribution and manufacturing agents. As listed in Table 4,
the order distance and the global order start time are included
as the individual and process-related reward Ri fraction for
the distribution agents (rewards Dist.1.1/2). Conversely, for

the manufacturing cells, the local processing start times are
included as correspondence for the throughput time to avoid
dissipatingWIP effects (rewardMfg.1). In addition to Ri , the
common rewards Rc aggregate general order metrics of pri-
ority, urgency, and due dates that are considered at all levels
to satisfy customer-related services, in addition to minimiz-
ing overall tardiness through a time related reward Rdue to.
All individual and general rewards are constrained within a
range of −200 to 200.

State and action space design

The selection of a suitable state space design is of great
importance for an efficient production control and should
be in accordance with the previously defined objectives. The
state vector should contain all essential information, which
includes order due dates and urgency, local and global pro-
cessing start time, distance, and job priority. It can further
contain information about the machine’s operating status
or other process information. It further includes buffer or
storage information, such as their availability or occupancy,
including all necessary job informations.

To ensure stable training gradients, faster training, and
correct weight initialization, a min-max-normalization is
applied to the time and distance-related values to scale the
state input to the predefined and limited range between
[−1, 1]. Furthermore, for discrete state spaces such as order
priorities and urgencies, state inputs are normalized to [0, 1],
implying an input of si,prio = 0 for normal/non-rush orders,
and si,prio = 1 for prioritized/rush orders.

In our study, the state vector encompasses information
regarding local and global start times, distances, due dates,
and order priorities for each individual agent.When a change
occurs in the state of a module, the corresponding agent is
triggered to select and execute an optimal action based on
the respective metric values for all possible positions within
its module. In scenarios involving multiple production and
order metrics, the framework constructs the state vector by
concatenating the pre-defined set of metrics.

The action space design refers to the definition of potential
actions that an agent can execute in each state to deter-
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Table 4 Summarized reward elements for individual and common rewards

Reward type Formula

Individual rewards Ri [M f g.1] Rltpt = ( 1 − 2
tltpt, max−tltpt, n
tltpt, max−tltpt, min

)5 ∗ Rltpt

[Dist .1.1] Rgtpt = ( 1 − 2 tgtpt, max−tgtpt, n
tgtpt, max−tgtpt, min

)5 ∗ Rgtpt

[Dist .1.2] Rdist = (2 tdist, max−tdist, n
tdist−tdt, min

− 1)5 ∗ Rdist

Common rewards Rc [3] Rdue to = (2 tdt, max−tdt, n
tdt, max−tdt, min

− 1)5 ∗ Rdt

[4] Rprio =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

200 if status of order i is prioritized

0 non-priority order, no priority order available

−200 non-priority order, priority order available

[5] Rurg =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

200 if order i is urgent

0 if order i is non-urgent, no urgent order available

−200 if order i is non-urgent, urgent order available

mine the processing sequence. In Kanervisto et al. (2020)
generic optimization approach, the action space is discretized
and only necessary actions are selected, with dispatching
rules as control heuristics that are linked to corresponding
deep RL outputs. The selection of low-level dispatching
rules is a crucial step before the training and optimization
procedure and results in a representative rule set derived
from benchmarks and related approaches. One advantage
is, that the action space does not grow even with large lay-
outs, as the logic is mapped intrinsically. This also prevents
adapting the state space for new product types, because it
only affects process-related specifications at the low-level
heuristics level. However, standard and generic variables are
not affected such as processing length or optimization, and
customer-related parameters such as due times or order prior-
ities. Subsequently, the highest priority first (HP), local and
global first-in-first-out (FiFo), earliest due date (EDD), and
lowest-distance-first (LDF) rules are applied as the low-level
rule set. These widely deployed dispatching rules enable a
fast order selection, which reduces the overall processing
time and increases production efficiency.

Demonstration and transfer of results

For the demonstration of the results and to facilitate an iter-
ative optimization approach of the simulation framework
in accordance with the DSRM (Peffers et al. 2007), a case
study for the fabrication of two product groups is presented.
Subsequently, the outcomes from the training processes and
operational application will enable the evaluation of perfor-
mance and other indicators, such as resilience, adaptability,
and explainability.

Simulated case-study

For the analysis, the specification of a case study is cru-
cial to attain a specific benefit and to allow the deduction
of product- and process-related performance indicators. For
this purpose, we defined a three-stage system as presented in
Fig. 7, which consists of two mid-layer distribution modules
D1.1 and D1.2, each comprising two production modules.

A quality control module Q1.3 is provided in an inde-
pendent additional module within the top layer D1. The
modules D1.1 and D1.2 represent specifically defined pro-
duction groups in which two types of goods are produced.
This may include the production of two different kinds of
printed circuit boards (PCBs). At the machines of type 1, the
PCBs undergo exposure and etching processes to establish
circuit patterns and interconnections, followed by drilling
procedures to create apertures for electronic components and
interconnections (machine type 2). Subsequently, electrical
interconnections are developed and electronic components
are soldered to the PCBs at machines of type 3. For descrip-
tive purposes, it is assumed that two distinct PCB product
groups are processed in parallel, with the first one in the
D1.1, and the second one within the D1.2 module. This pro-
cess serves as a demonstration and can be arbitrarily defined
for other processes within the simulation framework. At this
stage, we focus on the preliminary definition of the process
chain to ensure the accurate adoption of fabrication proce-
dures.

The assumed processing times are listed in Table 5.
Although the described components have a seamless flow of
material, the processes for manufacturing the varying PCBs
are considered to be segregated operations. The incoming
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Fig. 7 Simulated 3-staged modular production system for PCB and electric drive fabrication

orders are classified as priority and/or rush orders with a 20%
probability for each indicator. The orders are also subject
to a 20% probability of being run through a quality assur-
ance (QA) in module Q1.3, which takes another 2min. The
orders are released at the system input and transferred to the
lower production levels by the distribution agents. Within
the manufacturing cells, the orders are fed to the appropriate
machines and then forwarded back to the higher levels after
all scheduled operations are completed.

Table 6 outlines the configuration of the neural network
model, detailing the number of neurons in both input and
output layers, as well as the number and size of the hid-
den layers, and other additional parameters. The learning
model is also specified, including the ε values for the begin-
ning of the training phase, and a minimum ε value of 0.01,
which determines the rate of random actions. A batch size of
128 was chosen to achieve a balance between learning speed
and performance. The initial parameters were retrieved from
established research, particularly the contributions of Mnih
et al. (2015), Gankin et al. (2021), and subsequently refined
through iterative optimization.

Exemplary simulation results

All of the following calculations were carried out on an Intel
Core i9-12900k CPU and 64 GB RAM. If not other men-
tioned, three simulations with varying order sequences were

conducted for eachmetric and analysis, to provide a represen-
tative benchmark. For the introduced operational scenarios
and benchmarks, all agents (despite Q1.3) were fitted with
trained neural networks through a unique cell identifier. For
the system described in Figure 7, 30 neural networks (target
and online) were used for a total of 15 agents respectively.

Training process analysis

In order to assess the training outcome, the progress of the
different objectives of handling prioritized and urgent orders
over the course of the training was evaluated with regard to
the through-put times and order tardiness. As illustrated in
Fig 8a and b, all processed orders were considered (dotted
line), but also the combination of the different priorities and
urgencies. Thereby, the considerably decreasing through-put
times and tardiness rates of the higher-priority and more
urgent orders, as well as their combination, becomes partic-
ularly clear. Compared to the later benchmarks, the training
was conducted under a substantially elevated workload, as
the focus was on maximizing learning outcomes rather than
achieving a production equilibrium.

It becomes evident that throughput times and tardiness
rates reach their global minimum at 1600 steps, after which
the throughput times experience an upward trend again.
While this increase correlates with a surge in order quantity
and diversity, the consistent tardiness observed for combined
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Table 5 Summarized processing times of both product groups; in [min.]

Processing step Product group A Product group B Quality check

PCB - type 1 PCB - type 2

Exposure Drilling Assembly Exposure II Drilling II Assembly II

Processing time [min.] 7 4 3 8 4 4 2

Average expected 21.4 (w.o. QA) 22.0 (w.o. QA)

Throughput time [min.] 26.4 (with QA) 28.1 (with QA)

Table 6 Iteratively defined deep
RL and training parameter
settings

Parameter Value Parameter Value

Input layer size Cell dependent (i.e. 162 for D1) Drop out ratio 0.01

Output layer size 5 (dispatch rules) Learning rate α 0.005

# hidden layers 2 Discount factor γ 0.99

# neurons in hidden layers 128, 128 Learning batch size 128

Target update step 5 Minimum ε 0.01

Activation function/ optimizer ReLU/ Adam ε-decay 0.997

prioritized and urgent orders underscores the system’s capac-
ity to handle critical orders, relegating low-priority tasks to
a waiting status.

As a result, after 2000 training steps, both priority and
urgent orders exhibit a tardiness of about 10 s (Fig. 8b, right).
Furthermore, it becomes evident that despite receiving the
same rewards, priority orders are favored over urgent ones.
This preference can be attributed to the implemented policy.
If a prioritized order is selected, it is further sorted based
on the due date if there are multiple orders that share the
same priority. This process leads to an increased reward
signal and, consequently, provokes a higher agent sensiti-
zation. Conversely, for urgent orders, no further sorting is
conducted as there is often a most urgent one, resulting in
no additional reward signal. This interdependence must be
considered when balancing and calibrating the production
objectives, which highlights the relevance of a proper reward
function design and weighted rewards.

In a subsequent step, the decision-making of two agents
in the D1 module was analyzed to trace the action selec-
tion back to the specific order type and to identify behavioral
patterns. This enhances the optimization explainability and
facilitates the comprehension of an agent’s decision-making
process. Figures 9 and 10 depict the chosen actions or dis-
patching rules as a function of the affected order throughout
the first 1000 training steps.While the Fig. 9 indicate a rather
balanced progression, the Fig. 10 exhibit a much more pro-
nounced action tendency. Both have in common that in the
case of prioritized orders (see Fig. 9c, d, 10c, d), the high pri-
ority first rule is noticeably and comprehensible dominant.
For the second agent in Fig. 10c and 10d, it quickly displays
a 100% rate of choosing the HP rule from the 400th training
step onward.

In the case of urgent orders depicted in Figs. 9b and 10b,
the earliest due date rule is employed in approximately 80%
of taken actions. However, in Figure 9b, this is partially
offset by the low distance first rule, resulting in enhanced
routing efficiency, especially at the upper levels. An indiffer-
ent behavior is observed for the standard orders in Figs. 9a
and 10a. In Fig. 9a, standard orders adopt a more dis-
cernible distance and due-to time-based processing,whereas,
in Fig. 10a, no preferred action choice is evident for the distri-
bution agent aside from the due-to date rule. Concurrently, a
clear increase in the reward signal is observed, jumping from
amoving average of 35 at the outset to 160 after 1000 training
steps, suggesting a more likely increase in the achievement
of the combined rewards and objectives, which contributes
to the declining throughput times and tardiness as previously
depicted in Fig. 8.

A further training analysis examined the different training
strategies. In particular, novel modules that were integrated
into a system could initially satisfy a reasonable degree of
optimization requirements and exhibit a sufficient degree of
stability despite the unavailability of a clear control policy.
Since the transfer learning strategy is intended to acceler-
ate the learning process, the parameters of a module similar
to the D1 module were used with an increased size for the
input buffers of D1.1/D1.2 and an extended storage space. In
addition, different εstart valueswere considered for the trans-
fer learning-based training. Noticeably, the learning rates for
the agents with εstart = 0.5 are significantly faster. Although
they still encounter a 50% chance for a random action at the
beginning, they exploit prior knowledge and reach higher
rewards more quickly. Apparently, part of the existing con-
trol policy from the other agent could be used tomake training
decisions more effectively, despite the change in state inputs.
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Fig. 8 Development order throughput times and tardiness during the training process

Analysis of customer related indicator benchmarks

To establish a comparative benchmark against prevalent dis-
patching rules, the consolidated results are listed in Table 7.
For these benchmarks, a cumulative duration of 7200min
with 2700 scheduled orders was simulated. Each time with
varying order sets and the objective to assess the modular
system’s adaptability and efficacy in response to fluctuating
demands. For the analysis, the combined throughput times
and the tardiness are condensed as the central evaluation indi-
cators for the satisfaction of customer-related objectives.

The application of deep RL-based agents demonstrates a
measurable improvement in order tardiness and throughput
times for both prioritized and rush orders relative to stan-
dard orders and conventional dispatching rules. This suggests
a heightened alignment with customer-centric parameters.
Specifically, there was an observed enhancement in the pro-
cessing efficiency of intricate orders. Combined prioritized
and urgent orders had a direct impact on the reduction of tar-
diness by nearly −100% and throughput times of −52%,
in contrast to standard orders. When assessing standard
orders within the benchmark, the hyper-heuristic exhibited
increased throughput time and tardiness. Nonetheless, these
factors were considered of lesser importance due to their rel-
ative insignificance.

The deep learning approach also offers the ability to opti-
mize the allocation of resources effectively. It facilitates the
development of individual control schemes for each order
backlog within a module, ensuring optimal resource uti-
lization. The inherent self-learning mechanisms of the deep
RL offer two primary advantages, they support the ongoing
refinement of production control and objective realization,
and they enhance the performance of production processes
within a dynamic environment. The adaptability of the deep
RL approach underscores its potential to efficiently address
diverse operational scenarios in order processing.

Evaluation of adaptability and resilience

To conduct a thorough evaluation of the framework’s adapt-
ability, we analyzed the learned control policy, first, from
a structural-related perspective, and second, from an order-
related perspective. The former refers to the responsiveness
to a changing production environment through additional
manufacturingmodules, processes, and technologies or prod-
ucts. By adopting the hyper-heuristic approach, the deep
learning component is able to strip down arising changes
such as new products to a straight-forward process level
that does not affect the top-level decision-making logic
and process optimization. Similarly, the response to a mal-
functioning machine was compensated by the rule-based
decision-making processwhile the optimization process con-
tinued within the redefined context. Only the structural
change of a systemor re-scaling systemcomponents in scope,
which goes along with a changed state vector, requires a
re-training of the control policy, but only for the directly
impacted and neighboring/upstream sub-systems. Due to the
decentralized control paradigm, alterations such as the addi-
tion of amachine have a limited impact on other sub-systems.
Only for the initial training, in which all agents are trained
concurrently, the training takes significantly longer compared
to a re-training of individual parts. For our case study, this
resulted in a re-training time span of approximately 16h
against 3h for training the M1.1.1 module. Another strategy
allowed all but one of the agents in a module to be controlled
by a heuristic. As a result, the training time for a single agent
was notably reduced to 1.5h, allowing for an efficient transfer
of acquired knowledge to the remaining agents after complet-
ing the training process.

With respect to the structural modifications, the control
design effectively stabilized the system loads and improved
resilience, as detailed in Table 8. Observations from the
lower section reveal that the control approach consistently
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Fig. 9 Moving average of chosen actions for a D1 module agent throughout the training process

Fig. 10 Moving average of a another agent in D1, emphasizing a clear trend towards explainable action selection
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% enhanced the handling of prioritized orders, even with an

increase in system load from 2400 to 2800 orders.
The WIP numbers in Table 8 should be contextualized

with order quantities since the scheduled order entries lead to
the entry of significantly fewer prioritized and urgent orders
(20% for each order property). Statistically, in the case of
2800 orders with a 45.6 WIP, 1.8 combined prioritized and
urgent orders should be released (4%). Yet, the data indicates
aWIP of only 1.3 orders, indicating a 28% reduction. In com-
parison to the tardiness observed for the 2700 episodes, the
tardiness decreased from 5.5 s to 5.3 s at the 2800-episode
mark. While this decrease could be incidental, it also under-
scores the control design’s efficiency in processing orders of
higher importance. In essence, the analysis underscores that
under conditions of high system load (e.g., with 2700/2800
scheduled orders), the increased scope of operational action
enlarges the optimization range for deep learning agents,
thereby compensating for the elevated WIP and resulting
throughput times.

Framework discussion

In contemporary markets, characterized by fluctuating sales
and supply conditions, it is essential to pursue ongoing pro-
cess adaptation and optimization to maintain a competitive
edge. For this purpose, simulations are increasingly rec-
ognized as instrumental to evaluating the effectiveness of
(intelligent) production control strategies, including those
that leverage system intelligence, and for preemptively eval-
uating potential real-world scenarios. In the present study, we
attempted to synergize the comprehensive flexibility inher-
ent to a simulation framework - suited for diverse production
scenarios - with the resilient performance and adaptability
characteristic of a deep RL-based hyper-heuristic.

Our results demonstrate that by defining a simple reward
function paired with a defined action space, we were able
to optimize pre-defined objectives and outperform widely
applied dispatching rules. The definition of differing distri-
bution and manufacturing levels facilitated the simulation
of large-scale systems, segmenting them into modules, to
decompose and manage the overall system complexity. The
adoption of a decentralized agent control and themodulariza-
tion of the entire production system also offer great potential
for re-using trained agents, since changes in the production
system do not affect the entire system, but only individual
sections.

The developed framework aims to minimize the transfer
gap through the automated initiation of the production system
combined with the integration of various operation modes.
This integration not only supports comprehensive re-training
but also promotes selective and efficient utilization of indi-
vidual policies, potentially resulting in faster and improved
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simulation outcomes. The incorporation of the modulariza-
tion concept from the foundational simulation framework
into the intelligent control strategy suggests enhanced trans-
ferability to diverse practical applications.

Conclusion

In this paper, we introduced a flexible simulation frame-
work for modular production systems that is based on a
novel module and neural network recognition mechanism
and a stack of trained neural networks to increase simulation
efficiency and adaptability. By integrating a deep RL based
top-level heuristic and process constraint mapping through
low-level dispatching rules, the framework enables the opti-
mization of various target parameters within a multi-agent
production system. The hyper-heuristic control mechanism
facilitated the primary utilization of deepRL for optimization
purposes, thereby promoting resilient and stable processes,
even during the initial training. Both, distribution and manu-
facturing/shopfloor levels, were implemented and optimized
regarding key performance indicators by using a concurrent
learning paradigm. By leveraging the synergy between the
flexible simulation framework and the adaptive control con-
cept, requirements of customer-centric production services
and process target indicators can be freely defined.

In a representative evaluation, we demonstrated the multi-
objective optimization performance of the control frame-
work. Prioritized and urgent orders were processed with
reduced throughput times and tardiness than standard orders,
leading to accelerated response times to external disruptions,
such as increased order loads. Particularly in today’s demand-
ing market environments, this contributes to maintaining
a company’s competitiveness. Furthermore, the framework
reached a more balanced optimization, as parameters were
dynamically assessed, allowing a scenario-specific emphasis
on individual objectives and an assessment of explainability
for the chosen action.

The presented framework leverages a structural and
process-related adaptability, thus providing aflexible response
to order fluctuations and facilitating the targeted process-
ing of arbitrary order types and quantities. Further, the
influence of incoming orders and machine bottlenecks on
WIP can be systematically examined. Within the field of
complex manufacturing, our framework employs both, a
structuralmodularization and an algorithmic hyper-heuristic,
for system complexity decomposition. The decentralized
decision-making further helped to reduce optimization com-
plexity and enabled coping with the surging information
volumes and ever-increasing customer requirements. This
not only streamlines operational processes but also ensures
a high data management efficiency. Given its inherent adapt-
ability, the framework remains efficient for a wide range of

potential scenarios and motivates further research of intelli-
gent control strategies in modular production systems.

Such future research endeavors might focus on exam-
ining the quantification of reward components and their
weighted correlation to the attainment of desired objec-
tives. We also foresee a focus on the practical transfer of
thesemethodologies to real-world settings and the integration
of advanced agent collaboration techniques. Additionally,
weaving in a techno-economical analysis will be pivotal to
ensure cost-effectiveness and operational efficiency in mod-
ular production systems
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