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Abstract
In this work, the performance of rapid prototyping (RP) based rapid tool is investigated during electrical discharge machining 
(EDM) of titanium as work piece using EDM 30 oil as dielectric medium. Selective laser sintering, a RP technique, is used 
to produce the tool electrode made of AlSi10Mg. The performance of rapid tool is compared with conventional solid copper 
and graphite tool electrodes. The machining performance measures considered in this study are material removal rate, tool 
wear rate and surface integrity of the machined surface measured in terms of average surface roughness (Ra), white layer 
thickness, surface crack density and micro-hardness on white layer. Since the machining process is a complex one, potentiality 
of application of a predictive tool such as least square support vector machine has been explored to provide guidelines for 
the practitioners to predict various machining performance measures before actual machining. The predictive model is said 
to be robust one as root mean square error in the range of 0.11–0.34 is obtained for various performance measures. A hybrid 
optimization technique known as desirability based grey relational analysis in combination with firefly algorithm is adopted 
for simultaneously optimizing the performance measures. It is observed that peak current and tool type are the significant 
parameters influencing all the performance measures.

Keywords  Electrical discharge machining (EDM) · Selective laser sintering (SLS) · Least square support vector machine 
(LSSVM) · Desirability grey relational analysis (DGRA) · Firefly algorithm (FA)

Introduction

Electrical discharge machining (EDM) is a widely used pre-
cise, flexible and economical non-conventional machining 
process that utilizes thermo-electrical energy to machine 
any conductive material irrespective of their hardness and 
difficult-to-machine chemical and structural properties. Dif-
ficult-to-machine material like titanium and its alloys, nickel 
super alloys, shape memory alloys, metal matrix composites, 
ceramics and tool steels can easily be machined by EDM 
process with greater dimensional accuracy and superior 
surface finish as per requirement in various applications of 
different industries such as bio-medical, chemical, defense, 
automobile, aerospace, tool and die industries. Titanium is 
one of the extensively used materials in these industries due 
to its low density with high mechanical strength, corrosion 

resistance and sustainability at elevated temperature. As tita-
nium is bio-compatible, it can be used for medical implants 
and bio-medical instrumentation (Qudeiri et al. 2018).

During EDM process, a series of discharges are produced 
at inter-electrode gap resulting in removal of tiny amount 
of material from the surface of work piece by melting and 
vaporization. The dielectric flushes out the removed materi-
als from the machined surface and helps in material removal 
process. During continuous sparking and flushing of die-
lectric fluid, some debris of materials get deposited on the 
machined surface forming hard, brittle and uneven surface. 
This surface consists of the material combination of work 
piece, tool and dielectric medium. Due to the deposited 
layer, the characteristic of the machined surface is mostly 
affected with undulations, cracks and hardness (Mohanty 
et al. 2014; Dewangan et al. 2014; Lin and Lin 2005). To 
maintain quality of machined surface, appropriated machin-
ing condition must be explored. However, it is not easy to set 
the appropriate machining conditions since a large number 
of machining parameters act in a complex manner during 
machining. To overcome this difficulty, several past studies 
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have proposed different approaches to obtain best machining 
conditions using various optimization approaches.

In EDM process, multiple performance measures, often 
contradictory in nature, such as material removal, tool wear 
rate and surface irregularities need to be optimized simulta-
neously. Hence, selection of suitable optimized parameters 
meeting the requirements of multiple performance meas-
ures is an important issue during machining. Recently, sev-
eral optimization methods are being used to optimize the 
electrical discharge machining process. A method based on 
grey relational analysis (GRA) has been used to optimize 
the EDM process while machining Inconel 825 (Mohanty 
et al. 2014). Mohanty et al. (2016) have used multi-objective 
particle swarm optimization (MOPSO) during machining of 
Inconel 718 using EDM process. Similarly, utility concept 
combined with quantum behaved particle swarm optimiza-
tion (QPSO) has been used for optimization during machin-
ing of Inconel 718 (Mohanty et al. 2017). Firefly algorithm 
has been recently used by the researchers for optimization 
of EDM and Wire EDM processes (Raja et al. 2015; Varun 
and Venkaiah 2015). Assarzadeh and Ghoreishi (2013) have 
used desirability approach to optimize Al3O3 powder mixed 
EDM while machining CK45 die steel. Maity and Mishra 
(2018) have used elitist teaching learning based optimization 
(TLBO) approach for optimization of process parameters in 
micro-EDM when machining Inconel 718. Majumdar and 
Maity (2018) have used VIKOR (VIseKriterijumska Opti-
mizacija I Kompromisno Resenje) based fuzzy approach to 
obtain optimal setting during the wire electrical discharge 
machining of a shape memory alloy called nitinol (NiTi). 
Similarly, grey-fuzzy approach has been used to optimize the 
process parameters during electrical discharge machining of 
AISI P20 steel (Lin and Lin 2005).

Soft computing techniques have been used for intelligent 
modeling of machining processes because of their flexibility 
with capacity of learning and mapping between the input 
machining parameters and output performance measures 
in any complex nonlinear system. Patowari et al. (2010) 
have adopted artificial neural network (ANN) approach for 
modeling of surface modification achieved using electrical 
discharge machining. Aich and Banerjee (2014) have used 
support vector machine (SVM) regression for the modeling 
of electrical discharge machining process. Maity and Mishra 
(2018) have used ANN model for modeling of micro-EDM 
process. Majumdar and Maity (2018) have used general 
regression neural network (GRNN) model for prediction 
of performance of wire-EDM process. Caydas et al. (2009) 
have used adaptive neuro-fuzzy inference system (ANFIS) 
for modeling of wire-EDM process. Panda and Bhoi (2005) 
have predicted material removal rate during electrical dis-
charge machining using ANN. Pradhan et al. (2009) and 
Rao et al. (2009) have used ANN modeling for prediction of 
surface roughness of the machined surface during electrical 

discharge machining. Similarly, Somashekhar et al. (2010) 
have used ANN modeling for prediction of performance 
measure during electrical discharge machining. Apart from 
machining processes, various intelligent techniques have 
been used for prediction of system performance in the field 
of electrical, electronics, computer science and environmen-
tal engineering in regard to prediction of faults in electrical 
transformer, estimation of pollutants present in air, forecast-
ing of electricity generated through renewable resources and 
improvement of healthcare services (Al-Janabi et al. 2015, 
2020a, b; Al-Janabi and Alkaim 2020; Mahdi and Al-Janabi 
2020; Ali 2014). In recent years, improved prediction tools 
have been proposed taking non-linearity associated with 
the system into consideration. An extended Kalman filter 
is proposed to enhance performance of stochastic nonlinear 
systems by the use of dynamic set-point adjustment con-
sidering minimization of entropy as optimization criterion 
(Tang et al. 2020). For a class of stochastic nonlinear sys-
tems subjected to non-Gaussian noises, minimum entropy 
filter design is proposed based on a radial basis function 
neural network to enhance system performance (Yin et al. 
2020). As the desired tracking performance of the sto-
chastic systems is difficult to achieve due to the random 
noises, an extended Kalman filter based tracking system 
is proposed without changing the basic PI (Proportional 
Integral) controller (Zhou et al. 2018). Zhang et al. (2020) 
have presented a control algorithm for stabilization prob-
lem considering transient optimization for a class of the 
multi–input–multi–output (MIMO) semi-linear stochastic 
systems.

Genetic algorithm (GA) has been widely adopted for 
obtaining optimum parametric setting during electrical 
discharge machining (Rao et al. 2009; Somashekhar et al. 
2010). Recently, improved stochastic optimization meth-
ods have been proposed considering non-linearity associ-
ated with engineering design and manufacturing systems 
for determination of optimal machining conditions. For 
example, moth-flame optimization (MFO) algorithm has 
been successfully employed for solving classical engi-
neering design problems such as welded beam design, 
gear train design, three-bar truss design, pressure vessel 
design, cantilever design, I-beam design, tension/compres-
sion spring design, 15-bar truss and 52-bar truss design 
problems (Mirjalili 2015). Real world complex optimi-
zation problems, specifically design and manufacturing 
optimization problems, can be effectively tackled with 
hybrid algorithm because good features of one algorithm 
can be incorporated into another in hybrid algorithms so 
as to improve the global search capability by providing 
required balance between exploration and exploitation 
(Krasnogor and Smith 2005). To this end, a novel hybrid 
algorithm known as Whale-Nelder-Mead algorithm has 
been employed for optimization of benchmark design 
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problems such as cantilever beam, welded joint and three-
bar truss problem and manufacturing process like grinding 
process (Yıldız 2019). Integration of Nelder-Mead local 
search algorithm with the population-based whale optimi-
zation algorithm improves the exploration and exploitation 
capability of the algorithm to attain faster convergence 
rate. It has been demonstrated that Whale-Nelder-Mead 
algorithm is more effective in providing optimal solutions 
as compared to many popular meta-heuristics algorithms 
such as genetic algorithm, ant colony algorithm, differ-
ential evolution algorithm, particle swarm optimization 
algorithm, harmony search algorithm, simulated annealing 
algorithm, artificial bee colony algorithm, teaching–learn-
ing-based algorithm, cuckoo search algorithm, grasshop-
per optimization algorithm, multi-verse optimizer, whale 
optimization algorithm and the Harris hawks optimization 
algorithm. Recently, equilibrium optimization algorithm 
has been used to solve a design optimization problem of a 
vehicle seat bracket so that weight and cost of the vehicle 
can be reduced (Ozkaya et al. 2020).

These days, rapid tooling (RT) is being used to manu-
facture tool electrode for electrical discharge machining in 
order to reduce tool manufacturing time so that tooling cost 
can be reduced leading to decrease in total manufacturing 
cost. Rapid prototyping (RP) is capable of producing com-
plex shaped tool electrodes easily for direct application in 
the EDM process. As the complexity of the part can eas-
ily be shaped on the tool conforming to the requirement of 
EDM process, rapid prototyping based rapid tooling tech-
nique has been usually adopted (Arthur et al. 1996). In RP 
process, components are generally manufactured based on 
layer-by-layer deposition of material. Selective laser sinter-
ing (SLS) is a RP process used for the manufacturing of 
three dimensional parts by melting and combining of metal 
powders on a build platform through the use of a high power 
laser. In SLS process, complex and intrinsic shaped com-
ponents can be directly produced with reasonable accuracy 
using a variety of metal powders. Therefore, SLS process is 
gradually becoming popular in tooling industries. The mate-
rial is selected in such a manner that the part can be easily 
manufactured by SLS process possessing the properties of 
the EDM tool electrode (Durr et al. 1999; Zhao et al. 2003; 
Czelusniak et al. 2014). Different types of tool electrodes 
produced by RT process for EDM applications are copper-
bronze, bronze-nickel, copper-bronze-nickel, steel alloy, 
copper-nickel with molybdenum, titanium boride, zirconium 
boride and bronze-nickel-copper phosphite. Although RP 
tool electrodes perform successfully during EDM applica-
tions, their performance in terms of material removal rate 
(MRR) is comparatively lower than solid copper tool. How-
ever, RP tools find great potentiality for finishing and semi-
roughing operation (Durr et al. 1999; Czelusniak et al. 2014; 
Amorim et al. 2013; Meena and Nagahanumaiah 2006).

Critical review of literature suggests that a large number 
of studies have been directed towards optimization of EDM 
process with a goal to enhance machining performance. 
However, machining performance of EDM process using 
the tool electrode built through SLS process vis-à-vis dif-
ferent types of conventional tool electrodes is not adequately 
addressed. In the present study, a tool electrode made of 
AlSi10Mg produced through SLS route is compared with 
traditional copper and graphite tool electrodes during elec-
trical discharge machining of titanium using EDM-30 oil 
as dielectric medium. The process parameters considered 
in this study are voltage (V), peak current (Ip), duty cycle 
(τ), pulse duration (Ton) and tool electrode type. Taguchi’s 
L27 experimental layout is used to conduct the experiment 
so that total number of experimental runs can be reduced 
without compromising on gathering process related infor-
mation. Influence of each parameter on the performance 
measures like material removal rate (MRR), tool wear rate 
(TWR), average surface finish (Ra), surface crack density 
(SCD), white layer thickness (WLT) and micro-hardness 
(MH) of the WLT has been studied. Since electrical dis-
charge machining is a complex thermo-electrical machining 
process, application of a predictive tool such as least square 
support vector machine (LSSVM) has been suggested to pro-
vide guidelines for the practitioners for accurate prediction 
of various machining performance measures before actual 
machining. Finally, a hybrid optimization technique known 
as desirability function analysis based grey relational analy-
sis (DGRA) combined with Firefly algorithm (FA) is used 
for simultaneous optimization of all the performance meas-
ures. DGRA technique is used to transform multi-perfor-
mance measures into a single equivalent performance index 
known as desirability grey index. A recent meta-heuristic 
approach like Firefly algorithm is embedded in the proposed 
optimization method to find optimal machining condition.

Methodology

Accurate prediction of the performance measures in a com-
plex machining process like EDM depends on the devel-
opment of suitable relationship between the performance 
measure and machining variables. In the past, a number of 
prediction techniques based on regression analysis, artifi-
cial neural network, fuzzy inference system and adaptive 
neuro-fuzzy inference system have been used for modeling 
of EDM process with relative success (Caydas et al. 2009; 
Panda and Bhoi 2005; Pradhan et al. 2009; Rao et al. 2009; 
Somashekhar et al. 2010). However, support vector machine 
(SVM) is one of the powerful learning systems with effi-
cient prediction (Aich and Banerjee 2014). Therefore, in 
this work, extension of SVM i.e. least square support vector 
machine (LSSVM) is used to develop the predictive model 
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for the performance measures of the EDM process. In addi-
tion, a hybrid optimization technique known as desirability 
based grey relational analysis (DGRA) combined with firefly 
algorithm (FA) is used to obtain optimal parametric setting.

Least square support vector machine (LSSVM)

The support vector machine (SVM) is the most prevalent 
technique in the arena of machine learning established on 
statistical theory. It has the capability of prediction of both 
linear and non-linear data sets through mapping. SVM has 
been used for prediction of machining process, prediction of 
machinery condition and prediction of machining quality for 
different machining processes (Aich and Banerjee 2014; Liu 
et al. 2017, 2018; Bai et al. 2019; Schwenzer et al. 2019). 
SVM is also used in advanced welding processes such as 
high power laser welding and laser-magnetic welding for 
prediction of performances and applied for prediction of 
inherent deformation in fillet‑welded joint (Zhang and Zhou 
2019; Liu et al. 2019; Tian and Luo 2019). Least square 
support vector machine (LSSVM) is the enhancement of 
the SVM. The extension of SVM i.e. the LSSVM is a kernel 
based machine learning with the structural risk minimization 
which uses linear least squares principles to the loss function 
(Jaipuria and Mahapatra 2013; Li et al. 1016). The LSSVM 
is an artificial intelligent tool that has the capacity to develop 
an appropriate predictive model from a given data set.

Let the training data set in a given data set denoted as 
{xi, yi}, i = 1, 2, 3 … N where xi ∈ R are the input data set 
and yi ∈ R are the output data set. The regression model is 
generated using a nonlinear mapping function �(x) and the 
predictive model is expressed as in Eq. (1).

where w = weight vector and b = bias term.
The quadratic loss function is used for the goal optimi-

zation in LSSVM during inequality constraints to equality 
constraints. By utilizing the cost function and constraint 
function, the optimization problem can be solved easily. 
The optimization problem and constraint equation are rep-
resented as in Eqs. (2) and (3).

Subjected to equality constraints

where γ = penalty factor, ei = loss function (regression error)
LSSVM reduces the cost function C having a penal-

ized regression error. The first term of the cost function in 
Eq. (2) known as weight decay that is used for the weight 

(1)y = wT�(x) + b

(2)minC(w,e) =
1

2
wTw +

1

2
γ

N∑
i=1

e2
i

(3)y = wT�(xi) + b + ei i = 1, 2, 3…N

degeneration process, weight size regulation and penaliza-
tion of large weights. This regulation converts weights into 
fixed values. Large weights fail to the generality ability of 
the LSSVM due to the extreme variance. The second term of 
the cost function (Eq. (2)) known as regression error for all 
training data and regularization parameter, γ . The constraint 
equation (Eq. 3) gives the description of the regression error. 
For solving this optimization problem, Lagrange function is 
generated as represented in Eq. (4).

where αi = Lagrange multipliers, γ > 0 , αi and b are calcu-
lated using Karush–Kuhn–Tucker (KKT) conditions. There-
fore, the LSSVM model reduced to Eq. (5) for non-linear 
system.

where k(x,xi) = �(x)T�(xi) is the kernel function
Kernel function shows a significant role in understanding 

of the hyperspace from the training data set. The different 
types of kernel functions in LSSVM are linear kernel, poly-
nomial kernel, radial basis function kernel (RBF kernel) and 
multilayer perception kernel. The kernel function in LSSVM 
analysis maps the training data into the kernel space. How-
ever, RBF_kernel is considered due to the benefit of shorter 
training mechanism and high generalization capability of 
the model (Bai et al. 2019). The RBF_kernel function is 
mathematically expressed as in Eq. (6).

where σ2
sv

 = squared variance of the Gaussian function.
To get support vector, this function must be optimized 

by the user. For better generalization model, it is essential 
to cautiously select the tuning parameters like α and γ . Here, 
radial basis kernel function (RBF_kernel) has been used. 
To get minimum cost value in space of the optimization 
function, ‘grid search’ has been used. Similarly, ‘crossvali-
date function’ has been used for estimation of the model 
parameters.

Desirability based grey relational analysis (DGRA)

The desirability function approach (DFA) and grey relational 
analysis (GRA) are often used for solving multi-objective 
optimization problems with contradictory objectives. The 

(4)

L(w,b,e,α) =
1

2
‖w‖2 + γ

N�
i=1

e2
i
−
�
i=1

αi
�
wT�(xi) + b + ei − yi

�

(5)yi = w ⋅ �(x) + b =

k∑
i=1

αik(xi, x) + b

(6)K(xi, xj) = exp

⎛
⎜⎜⎜⎝
−

���xi − xj
���
2

σ2
sv

⎞⎟⎟⎟⎠
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method helps in successful transformation of multiple objec-
tives into an equivalent single objective. In this work, a com-
bined approach of DGRA is used for the conversion of output 
performance measures into single performance index. The 
desirability function converts the performance measures into 
normalized values laying between 0 and 1 i.e. the desirabil-
ity index ( di ). The desirability of a response increases with 
increase in desirability index that tends to 1. Similarly, the 
desirability index is zero for undesirable response (Assarzadeh 
and Ghoreishi 2013; Adalarasan and Santhanakumar 2015). 
In grey relational analysis (GRA), the output measures are 
converted into a range of 0–1, which is called as grey relational 
generation. In this work, desirability index ( di ) is used for the 
calculation of desirability-grey relational coefficient ( �ij ). The 
desirability grey index (DGI) is the mean grey relational coef-
ficients ( �ij ) of all the performance measures (Deng 1982, 
1989). In desirability based grey relational analysis (DGRA) 
method, the individual desirability index (di) is calculated and 
then used to find out the desirability grey relational coefficient 
( �ij ) and desirability grey index (DGI) by following steps as 
discussed below.

1. Evaluate the distinct desirability index ( di ) for each 
response ( yi).

Nominal-is-best.

Higher-is-better.

Lower-is-better.

where yi = experiential value obtained, ymax = maximum 
experiential value, ymin = minimum experiential value, 
T = Target value

2. Evaluate the desirability grey relational co-efficient ( �ij).

where Δij =
||1 − di

||

(7)di =

⎧
⎪⎪⎨⎪⎪⎩

�
yi−ymin
T−ymin

�s

, ymin ≤ yi ≤ T , s ≥ 0
�

yi−ymax
T−ymax

�s

, T ≤ yi ≤ ymax, s ≥ 0

0, otherwise

(8)di =

⎧
⎪⎨⎪⎩

0, yi ≤ ymin�
yi−ymin

ymax−ymin

�r

, ymin ≤ yi ≤ ymax, r ≥ 0

1, yi ≥ ymin

(9)di =

⎧
⎪⎨⎪⎩

1, yi ≤ ymin�
yi−ymax

ymin−ymax

�r

, ymin ≤ yi ≤ ymax, r ≥ 0

0, yi ≥ ymin

(10)�ij =
(Δmin

j
+ �Δmax

j
)

(Δij + �Δmax
j

)

where Δij = deviation sequence and � = distinguishing coef-
ficient, � ∈ [0, 1], � = 0.5

3. Desirability grey index (DGI)

wj = individual weight of performance measures.
where 

p∑
j=1

wj = 1

Firefly algorithm (FA)

Firefly algorithm (FA) is a metaheuristic optimization algo-
rithm inspired by nature i.e. the behavior of fireflies. The 
rhythmic flashing light of fireflies inspired the FA algorithm. 
The bioluminescence process of the fireflies develops the 
flashing light. Bioluminescence process is a chemical reac-
tion in which light produced in living beings. Fireflies are 
represented by their flashlights and these lights have two 
important features like to fascinate mating partners and to 
attract prospective prey. A firefly attracted towards other 
fireflies with respect to greater intensity of flashlight. The 
light intensity I of a firefly at a distance r drops with increase 
in the distance as I ∝ 1⁄r2. The attraction amongst fireflies 
may be local or global with respect to the absorbing coef-
ficient. Fireflies are divided into subclasses according to 
light intensity of nearby fireflies. Therefore, each subclass 
is flock around a local mode. The objective function of the 
optimization problem is derived from the flashing. Firefly’s 
movement near to a brighter firefly is associated with the 
convergence of the objective function concerning a better 
solution and then to the best solution. This algorithm has 
been used in multi-response optimization problems (Raja 
et al. 2015; Varun and Venkaiah 2015; Yang 2009, 2013; 
Brajevic and Ignjatovic 2019; Liu et al. 2019).

The firefly algorithm follows three basic rules as dis-
cussed below.

1.	 Fireflies are considered to be unisex and each firefly 
attracted towards other brighter firefly irrespective of 
their sex.

2.	 Attractiveness is proportionate to brightness of firefly. 
A low bright firefly will travel near to brighter firefly. 
Brightness and attractiveness drops as the space between 
fireflies increases. They will move arbitrarily when there 
is unavailability of brighter firefly.

3.	 The brightness of fireflies is calculated from the land-
scape of objective function. The intensity of light (I) 
fluctuates with distance (r) as given in Eq. (12).

Δmin
j

= min(Δ1j,Δ2j,… ,Δmj) Δmax
j

= max(Δ1j,Δ2j,… ,Δmj)

(11)DGI =

p∑
j=1

wj�ij
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where I0 = source light intensity, � = coefficient of light 
absorption which affects the reduction in intensity of light.

Attractiveness ( � ) is defined as a monotonically reducing 
function of the distance (r) among any two fireflies expressed 
in Eq. (13).

where �0 = maximum attractiveness at r = 0.

(12)I(r) = I0e
−�r2

(13)�(r) = �0e
−�r2

The distance among two fireflies i and j at location xi and 
xj is expressed in Eq. (14).

where xi,k and xj,k are the k th constituents of the spatial coor-
dinates xi and xj of the i th and j th firefly respectively and d 
is the dimensions in the problem.

Firefly’s movement xi is calculated by using Eq. (15)

(14)rij =
|||xi − xj

||| =

√√√√ d∑
k=1

(xi,k − xj,k)
2

Fig. 1   Flow chart of firefly 
algorithm
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where  xi  = in i t ia l  pos i t ion  of  the  f i ref ly  i  , 
�0e

−�r2(xj − xi) =  a t t rac t iveness  of  the  f i re f l ies , 
�(rand −

1

2
) = free movement of fireflies in unavailability of 

brighter firefly.
Frequently, the randomization � is considered between 0 

and 1 while the light absorption coefficient � is considered 
between 0.1 and 10.

The procedure of FA algorithm is presented in Fig. 1 in 
which t indicates iteration number and tmax indicates maxi-
mum iterations and the pseudo code for FA algorithm is 
shown in Fig. 2.

Materials

A tool electrode is manufactured by SLS machine (model: 
EOSINT M-280, Germany). through selectively sintering of 
metal powders on the building platform by the use of a high 
laser power. In this work, aluminium, silicon and magnesium 
(AlSi10Mg) powders are used for the fabrication of EDM 
tool. The chemical composition of the RP tool electrode in 
weight percentage is Si:10.42%, Mg:0.96%, O:2.27% and 
rest is aluminium. The parameters considered to prepare the 
tool electrode from AlSi10Mg are layer thickness: 30 µm, 
laser power: 400 W, scan speed: 32 mm/s, build chamber 
temperature: 200 °C and build environment: Argon (at pres-
sure 4.1 bar). The 3D EDM tool of AlSi10Mg is of stepped 
cylindrical shape (as shown in Fig. 3) having machining 
diameter of 12 mm. The tool electrode prepared by SLS 
process is denoted as AlSi10Mg. The same size of copper 
and graphite tool electrodes are prepared by conventional 
turning method from circular solid rods. The tools used in 
this study are shown in Fig. 3. Titanium work piece material 
with rectangular size having thickness of 5 mm is taken to 
conduct the experiments on an EDM machine. The property 
of titanium is tabulated in Table 1.

(15)xi = xi + �0e
−�r2(xj − xi) + �

(
rand −

1

2

)

Fig. 2   Pseudo code for firefly algorithm (FA) (Yang 2009)

Fig. 3   Tool electrodes

Table 1   Properties of titanium

Properties Value

Density 4.50 g/cc
Tensile strength 220 MPa
Elastic modulus 116 GPa
Poisson’s ratio 0.34
Hardness 60 HB
Melting point 1650–1670 °C
Thermal conductivity 17 W/mK

Table 2   Process variables and 
their levels

Input variables Unit Levels

Low Medium High

A- Voltage (V) V 20 25 30
B-Peak current (Ip) A 20 25 30
C-Duty cycle (τ) % 65 75 85
D-Pulse duration (Ton) µs 100 200 300
E- Tool material – AlSi10Mg (1) Copper (Cu) (2) Graphite (Gr) (3)
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Experimental details

Experimental setup and layout

Design of experiment (DOE) approach known as Taguchi’s 
L27 orthogonal array (OA) is used to make the experimen-
tal plan so as to obtain adequate process related informa-
tion with less number of experimental runs. Five control-
lable parameters viz. voltage (V), peak current (Ip), duty 
cycle (τ), pulse duration (Ton) and tool type (i.e. AlSi10Mg, 
copper and graphite), each at three levels have been con-
sidered as presented in Table 2. The tool electrodes used 
are AlSi10Mg, copper and graphite during machining of 
titanium work piece using EDM machine (Model: ELEC-
TRONICA-ELECTRAPULS PS 50, India). EDM 30 oil is 
used as the dielectric medium. During the process, straight 
polarity is considered i.e. work piece is taken as anode and 
tool electrode is taken as cathode. Figure 4 shows the EDM 
process while machining.

Experimental data collection

Each experimental run is performed for 5 min as per the 
parametric setting listed in Table 3. The corresponding per-
formance measures consider in this study are (a) material 
removal rate (MRR), (b) tool wear rate (TWR), (c) average 
surface roughness (Ra) of the machined surface, (d) surface 
crack density (SCD) of the machined surface, (e) white layer 
thickness (WLT) and (f) micro-hardness of WLT. The Tagu-
chi’s L27 experimental design and corresponding perfor-
mance measures are presented in Tables 3 and 4 respectively.

The MRR and TWR are calculated as the volumetric 
material removal per specified machining time and calcu-
lated as given in Eqs. (16) and (17).

Fig. 4   EDM process during experiment

Table 3   Experimental layout (Taguchi’s L27 Orthogonal Array)

Expt. No. Voltage (V) Peak 
current 
(A)

Duty 
cycle 
(%)

Pulse 
duration 
(µs)

Tool type

A B C D E

1 20 20 65 100 AlSi10Mg
2 20 20 65 100 Copper
3 20 20 65 100 Graphite
4 20 25 75 200 AlSi10Mg
5 20 25 75 200 Copper
6 20 25 75 200 Graphite
7 20 30 85 300 AlSi10Mg
8 20 30 85 300 Copper
9 20 30 85 300 Graphite
10 25 20 75 300 AlSi10Mg
11 25 20 75 300 Copper
12 25 20 75 300 Graphite
13 25 25 85 100 AlSi10Mg
14 25 25 85 100 Copper
15 25 25 85 100 Graphite
16 25 30 65 200 AlSi10Mg
17 25 30 65 200 Copper
18 25 30 65 200 Graphite
19 30 20 85 200 AlSi10Mg
20 30 20 85 200 Copper
21 30 20 85 200 Graphite
22 30 25 65 300 AlSi10Mg
23 30 25 65 300 Copper
24 30 25 65 300 Graphite
25 30 30 75 100 AlSi10Mg
26 30 30 75 100 Copper
27 30 30 75 100 Graphite
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where Wi = weight of work piece before machining, 
Wf  = weight of work piece after machining, t = Total machin-
ing time, �w = Density of titanium = 4.506 g/cm3

where Wti = weight of tool electrode before machining, 
Wtf  = weight of tool electrode after machining, t = Total 
machining time, �t = Density of tool electrodes. Density of 
AlSi10Mg = 2.664 g/cm3, Density of Copper = 8.96 g/cm3, 
Density of Graphite = 2.267 g/cm3.

The average surface roughness of the EDM machined sur-
face is measured by Taylor-Hobson roughness tester (model: 
PNEUNO-Suetronic 3+). The Ra value of each machined 
surface is taken at three different places and the mean value 
is considered. For measuring of surface crack density (SCD) 
on the machined surface, the SEM images of the machined 
surface are taken at magnification of 500 × by SEM machine 

(16)MRR =
(Wi −Wf )

(t × �w)

(17)TWR =
(Wti −Wtf )

(t × �t)

(model: Jeol JSM-6480LV, Japan) as shown in Fig. 5a. SCD 
is calculated as the ratio of total crack length on the SEM 
image divided by the area of the SEM image.

To measure white layer thickness (WLT), the machined 
surface has been cut into small size in the transverse section 
using the wire-EDM machine. After polishing, the speci-
mens are etched with Kroll’s reagent for 30-second. The 
images for WLT have been taken by the SEM machine at a 
magnification of 1000×. The WLT (Fig. 5b) has been meas-
ured using ImageJ software at ten distinct places for each 
SEM image and average value is found out. The procedure 
is repeated for three SEM images under each experimental 
run. WLT is calculated as average value from three images 
as shown in Table 4.

The micro-hardness on the white layer has been meas-
ured using Vicker’s micro-hardness tester (model: LECO 
LM 248AT, Michigan, USA) with a test load of 50gf and 
indentation dwell time of 10 s. The micro-hardness test at 
three locations is performed and average micro-hardness has 
been calculated as tabulated in Table 4. The SEM image of 
the micro-hardness test indentation is shown in Fig. 5c.

Table 4   Performance measures Expt. No. MRR (mm3/min) TWR (mm3/min) Ra (µm) SCD (µm/µm2) WLT (µm) MH (HV0.05)

1 0.4440 0.3200 6.5 0.011439 15.1050 519.37
2 0.5991 0.3077 6.8 0.021193 21.0250 699.47
3 0.6660 0.2674 8.7 0.027439 28.5025 753.90
4 0.8881 0.4486 7.5 0.026807 20.9507 837.13
5 1.0657 0.4208 7.1 0.022105 24.6558 781.33
6 1.331 0.3801 9.3 0.030035 48.1652 798.17
7 1.7753 0.6880 8 0.021053 33.1299 870.47
8 1.7761 0.3866 8.6 0.019158 47.7155 887.77
9 2.2193 0.3395 10.2 0.023579 70.1109 865.30
10 1.2206 0.4950 7.6 0.011509 18.5628 650.10
11 0.9769 0.2784 7.3 0.016140 39.4544 742.37
12 1.4643 0.2650 9.2 0.024702 56.8979 892.07
13 0.7326 0.5546 7.2 0.017123 20.5223 837.13
14 1.1723 0.3645 7.4 0.023649 24.4556 893.57
15 1.4653 0.2891 11.4 0.027017 27.9408 929.67
16 0.9769 0.5296 7.3 0.018596 21.5165 837.13
17 1.6108 0.5248 8.7 0.029825 25.4049 951.40
18 1.4058 0.4154 10 0.035789 38.3373 1296.43
19 0.7461 0.4462 7.2 0.013965 14.0375 810.70
20 0.6839 0.3342 7.4 0.023509 22.0925 781.03
21 2.0514 0.2915 11 0.025684 29.4975 765.53
22 0.9226 0.6084 7.4 0.022105 21.5338 981.47
23 0.4634 0.4628 7.8 0.023930 26.0815 1142.13
24 1.3677 0.3816 10.2 0.026807 35.2998 1443.13
25 1.2301 0.6692 8.2 0.020421 21.4354 873.97
26 1.6401 0.5369 8.6 0.028070 31.6948 1027.37
27 2.2551 0.4191 10.3 0.028421 33.4805 1246.87
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Result and discussion

Least square support vector machine (LSSVM)

The experimental outputs such as MRR, TWR, Ra, SCD, 
WLT and MH after machining are shown in Table  4. 
LSSVM is used for development of a predictive model. Fig. 5   Measurement of SCD, WLT and MH

Table 5   Training RMSE and 
testing RMSE for performance 
measures obtained by LSSVM

Error MRR TWR​ Ra SCD WLT MH

RMSE (training) 0.087244957 0.101785 0.134879 0.13966 0.031455 0.048052
RMSE (testing) 0.334828023 0.144138 0.174553 0.110659 0.160727 0.163533
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LSSVM algorithm is run on MATLAB platform (version: 
R2015b). The experimental data shown in Table 4 are nor-
malized between 0 and 1 following the Eq. (18).

where Yij = normalized performance measure, yij = perfor-
mance measure, ymax = maximum performance measure, 
ymin = minimum performance measure.

(18)Yij =
yij − ymin

ymax − ymin

The experimental conditions for twenty-seven experiments 
shown in Table 3 are treated as input data for LSSVM algo-
rithm. Since factor E (tool type) is a subjective variable, it 
is not convenient to use the linguistic variables in the algo-
rithm. Therefore, it is converted into continuous categorical 
variable assigning AlSi10Mg tool as 1, copper tool as 2 and 
graphite tool as 3. The corresponding normalized outputs 
(performance measures) are considered as output data for 
LSSVM algorithm. Out of total twenty-seven experimental 
data for each performance measure, twenty experimental data 
are used for training purpose. Seven data are used for testing 

0 5 10 15 20 25 30
6

7

8

9

10

11

12

R
a 

(µ
m

)

Expt. No.

 Expt.
 Pred.

Fig. 8   Prediction of Ra

0 5 10 15 20 25 30

0.010

0.015

0.020

0.025

0.030

0.035

0.040

S
C

D
 (µ

m
/µ

m
2 )

Expt. No.

Expt.
Pred.

Fig. 9   Prediction of SCD

0 5 10 15 20 25 30

10

20

30

40

50

60

70

W
LT

 (µ
m

)

Expt. No.

 Expt.
 Pred.

Fig. 10   Prediction of WLT

0 5 10 15 20 25 30
400

600

800

1000

1200

1400

1600

M
H

 (H
V

0.
05

)

Expt. No.

Expt.
Pred.

Fig. 11   Prediction of MH



2136	 Journal of Intelligent Manufacturing (2021) 32:2125–2145

1 3

purpose. When the training error expressed in terms of root 
mean square error (RMSE) is found to be within acceptable 
limit, training phase is completed and testing phase starts. The 
root mean square error for training and testing are calculated 
according to Eq. (19).

where yt and ŷt are the tth actual output and estimated output 
from the model respectively. N denotes the total number of 
data.

RMSE for all the performance measures obtained from 
the LSSVM are tabulated in Table 5. The RMSE for all the 
performance measures are found to be very small for both 
training and testing data set. Therefore, the results obtained 
by the LSSVM is found to be within the acceptable range and 
prediction accuracy of LSSVM is found to be good.

The predicted normalized output from training and test-
ing phase are de-normalized. The actual experimental data 
and predicted data obtained by the LSSVM are presented in 

(19)RMSE =

√√√√ 1

N

N∑
t=1

(yt − ŷt)
2

graphical form in Figs. 6, 7, 8, 9, 10 and 11 for the perfor-
mance measures.

Desirability based grey relational analysis (DGRA)

In the EDM process, multi-performance measures are usu-
ally conflicting in nature. The parameters influence each 
of the performance measure in different manner. The per-
centage contribution of each process parameter towards the 
output performance measures is different. Generally, MRR 
needs to be maximized whereas TWR, Ra, SCD, WLT and 
MH are to be minimized for obtaining requisite performance 
from electrical discharge machining. Usually, multi-response 
optimization technique is used for the proper selection of 
the various process parameters. In this work, desirability 
function analysis based grey relational analysis (DGRA) 
combined with Firefly algorithm (FA) is used to obtain the 
optimal parametric condition. DGRA method is used for 
the conversion of multi performance measures into a single 
equivalent performance index i.e. desirability grey index 
(DGI) and FA is used to obtained the optimal condition.

Table 6   Individual desirability 
index (di) for each performance 
measure

Expt. No. di (MRR) di (TWR) di (Ra) di (SCD) di (WLT) di (MH)

1 0 0.8700 1 1 0.9810 1
2 0.0856 0.8991 0.9388 0.5994 0.8754 0.8050
3 0.1226 0.9943 0.5510 0.3429 0.7420 0.7461
4 0.2452 0.5660 0.7959 0.3689 0.8767 0.6560
5 0.3433 0.6317 0.8776 0.5620 0.8106 0.7164
6 0.4898 0.7279 0.4286 0.2363 0.3914 0.6982
7 0.7351 0 0.6939 0.6052 0.6595 0.6199
8 0.7355 0.7125 0.571 0.6830 0.3994 0.6012
9 0.9802 0.8239 0.2449 0.50144 0 0.6255
10 0.4288 0.4563 0.7755 0.9971 0.9193 0.8585
11 0.2942 0.9683 0.8367 0.8069 0.5467 0.7586
12 0.5634 1 0.4490 0.4553 0.2356 0.5965
13 0.1594 0.3154 0.8571 0.7666 0.8844 0.6560
14 0.4021 0.7648 0.8163 0.4986 0.8142 0.5949
15 0.5639 0.9430 0 0.3602 0.7521 0.5558
16 0.2942 0.3745 0.8367 0.7061 0.8666 0.6560
17 0.6442 0.3858 0.5510 0.2449 0.7973 0.5323
18 0.5311 0.6444 0.2857 0 0.5666 0.1588
19 0.1668 0.5716 0.8571 0.8963 1 0.6846
20 0.1324 0.8364 0.8163 0.5043 0.856 0.7167
21 0.8875 0.9374 0.0816 0.4150 0.7243 0.7335
22 0.2642 0.1882 0.8163 0.5620 0.8663 0.4998
23 0.0107 0.5324 0.7347 0.4870 0.7852 0.3258
24 0.5100 0.7243 0.2449 0.3689 0.6208 0
25 0.4340 0.0444 0.6531 0.6311 0.8681 0.6161
26 0.6604 0.3572 0.5714 0.3170 0.6851 0.4501
27 1 0.6357 0.2245 0.3026 0.6533 0.2125
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Using the procedure outlined in Sect. 2.2, the individual 
desirability index (di) for each performance measure is calcu-
lated based on “higher-the-better” characteristic for MRR and 
“lower-the-better” characteristic for TWR, Ra, SCD, WLT and 
MH using Eqs. (8) and (9) respectively. Individual desirability 
for each performance measure is tabulated in Table 6.

Deviation sequence (Δij) for each performance measure 
is calculated by subtracting each desirability index from 1 
since 1 is the most desired value for any performance meas-
ure. The deviation sequence is shown in Table 7.

Using Eq. (10), desirability grey relational co-efficient 
(ϒij) for each performance measure is computed as shown in 
Table 8. Finally, desirability grey index (DGI) is calculated 
using Eq. (11) and presented in Table 8. Weightage of 0.167 
for each performance measure is considered while calculat-
ing desirability grey index.

Development of regression equation 
and optimization by Firefly algorithm

Effective execution of experiment is actually important for 
development of a suitable mathematical model (fitness func-
tion) using the experimental data. In this analysis, a math-
ematical model is developed using a nonlinear regression 
model. During development of the model, variable E (tool 
type) which is a subjective variable is converted into cate-
gorical variable considering AlSi10Mg tool as 1, copper tool 
as 2 and graphite tool as 3. Using the SYSTAT 13 statistical 
software, the nonlinear regression equation is generated for 
the desirability grey index (DGI) with R2 value of 99.6% as 
shown in Eq. (20).

The above equation is used as the objective function 
in Firefly algorithm. The optimum parametric setting for 
the EDM process is attained by executing the Firefly algo-
rithm in MATLAB software (version: R2015b). During the 

(20)
f (x) = 0.764 × A−0.070 × B−0.202 × C0.024 × D−0.057 × E−0.125

Table 7   Deviation sequence 
(Δij) for each performance 
measure

Expt. No. Δij (MRR) Δij (TWR) Δij (Ra) Δij (SCD) Δij (WLT) Δij (MH)

1 1 0.1300 0 0 0.0190 0
2 0.9144 0.1009 0.0612 0.4006 0.1246 0.1950
3 0.8774 0.0057 0.4490 0.6571 0.2580 0.2539
4 0.7548 0.4340 0.2041 0.6311 0.1233 0.3440
5 0.6567 0.3683 0.1224 0.4380 0.1894 0.2836
6 0.5102 0.2721 0.5714 0.7637 0.6086 0.3018
7 0.2649 1 0.3061 0.3948 0.3405 0.3801
8 0.2645 0.2875 0.4286 0.3170 0.6006 0.3988
9 0.0198 0.1761 0.7551 0.4986 1 0.3745
10 0.5712 0.5437 0.2245 0.0029 0.0807 0.1415
11 0.7058 0.0317 0.1633 0.1931 0.4533 0.2414
12 0.4366 0 0.5510 0.5447 0.7644 0.4035
13 0.8406 0.6846 0.1423 0.2334 0.1156 0.3440
14 0.5979 0.2352 0.1837 0.5014 0.1858 0.4051
15 0.4361 0.0570 1 0.6398 0.2479 0.4442
16 0.7058 0.6255 0.1633 0.2939 0.1334 0.3440
17 0.3558 0.6142 0.4490 0.7551 0.2027 0.4677
18 0.4689 0.3556 0.7143 1 0.4334 0.8412
19 0.8332 0.4284 0.1429 0.1037 0 0.3154
20 0.8676 0.1636 0.1837 0.4957 0.1437 0.2833
21 0.1125 0.0626 0.9184 0.5850 0.2757 0.2665
22 0.7358 0.8118 0.1837 0.4380 0.1337 0.5002
23 0.9893 0.4676 0.2653 0.5130 0.2148 0.6742
24 0.4900 0.2757 0.7551 0.6311 0.3792 1
25 0.5660 0.9556 0.3469 0.3689 0.1319 0.3839
26 0.3396 0.6428 0.4286 0.6830 0.3149 0.5499
27 0 0.3643 0.7755 0.6974 0.3467 0.7875



2138	 Journal of Intelligent Manufacturing (2021) 32:2125–2145

1 3

execution of the algorithm, the parameters taken are: (a) 
number of firefly (n) = 40, (b) number of iteration (N) = 100, 
(c) randomization ( �) = 0.5, (d) attractiveness ( �) = 0.2 and 
(e) absorption coefficient ( �) = 1. This parametric setting 
gives rise to 25,000 number of function evaluations. Since 
factor E is a subjective variable, the output for E is inter-
preted as follows. If the value of E is obtained near to 1 
(between 0 to 1.49), it is interpreted as AlSi10Mg tool. If 
the value varies from 1.50 to 2.49 (nearly equal to 2), it is 
interpreted as copper tool. If the value lies between 2.50 to 3 
(nearly equal to 3), it is interpreted as graphite tool. A simi-
lar interpretation has been adopted by Mohanty et al. (2016, 
2017) during multi objective optimization of EDM process. 
The algorithm delivered the optimum machining condition 
for the EDM process as presented in Table 9. The conver-
gence curve for the Firefly algorithm is presented in Fig. 12.

Analysis of variance (ANOVA)

The analysis of variance (ANOVA), a statistical test, is 
performed to identify the significance of input parameters 
affecting the output performance measures. The significance 
level for ANOVA is considered as 0.05. In ANOVA, if the 
P value (probability) is found to be less than 0.05 for any 
input parameter, it is treated that the particular parameter 
influences the performance measure in a significant way. 
ANOVA is obtained by the use of MINITAB 16 statisti-
cal software. ANOVA for MRR is tabulated in Table 10 
with co-efficient of determination (R2) value of 92.6%. It is 
found that peak current, tool type and duty cycle are found 
to be significant parameters for MRR with percentage con-
tribution of 36.09%, 25.42% and 16.6% respectively. Other 

Table 8   Desirability grey 
relational co-efficient (ϒij) for 
each performance measure and 
desirability grey relational index 
(DGI)

Expt. No. ϒij (MRR) ϒij (TWR) ϒij (Ra) ϒij (SCD) ϒij (WLT) ϒij (MH) DGI

1 0.33333 0.7936 1.0000 1.0000 0.9633 1.0000 0.8484
2 0.35352 0.8320 0.8909 0.5552 0.8005 0.7195 0.6919
3 0.36300 0.9888 0.5269 0.4321 0.6597 0.6632 0.6056
4 0.39847 0.5353 0.7101 0.4420 0.8022 0.5924 0.5801
5 0.43225 0.5758 0.8033 0.5330 0.7253 0.6381 0.6180
6 0.49493 0.6476 0.4667 0.3957 0.4510 0.6236 0.5132
7 0.65366 0.3333 0.6203 0.5588 0.5949 0.5681 0.5548
8 0.65404 0.6349 0.5385 0.6120 0.4543 0.5563 0.5750
9 0.96197 0.7395 0.3984 0.5007 0.3333 0.5718 0.5843
10 0.46677 0.4790 0.6901 0.9943 0.8610 0.7794 0.7118
11 0.41468 0.9404 0.7538 0.7214 0.5245 0.6744 0.6715
12 0.53382 1.0000 0.4757 0.4786 0.3955 0.5534 0.5728
13 0.37295 0.4221 0.7778 0.6817 0.8122 0.5924 0.6099
14 0.45543 0.6801 0.7313 0.4993 0.7291 0.5524 0.6079
15 0.53414 0.8977 0.3333 0.4387 0.6685 0.5296 0.5670
16 0.41467 0.4442 0.7538 0.6298 0.7894 0.5924 0.6041
17 0.58428 0.4488 0.5269 0.3984 0.7115 0.5167 0.5311
18 0.51603 0.5844 0.4118 0.3333 0.5357 0.3728 0.4590
19 0.37504 0.5386 0.7778 0.8282 1.0000 0.6132 0.6888
20 0.36562 0.7535 0.7313 0.5022 0.7768 0.6384 0.6280
21 0.81635 0.8887 0.3525 0.4608 0.6446 0.6523 0.6359
22 0.40461 0.3811 0.7313 0.5330 0.7890 0.4999 0.5565
23 0.33573 0.5167 0.6533 0.4936 0.6995 0.4258 0.5208
24 0.50506 0.6446 0.3984 0.4420 0.5687 0.3333 0.4820
25 0.46906 0.3435 0.5904 0.5755 0.7912 0.5657 0.5559
26 0.59554 0.4375 0.5385 0.4227 0.6136 0.4762 0.5140
27 1.00000 0.5785 0.3920 0.4176 0.5905 0.3883 0.5612

Table 9   Optimal parametric setting

Parameters Voltage (V) Peak current (A) Duty cycle (%) Pulse duration (µs) Tool Fitness value

Optimum value 20 20 85 100 AlSi10Mg (Obtained value 1) 0.784412
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Fig. 12   Convergence curve for 
Firefly algorithm
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Table 10   ANOVA for MRR

*Significant parameters at 95% confidence interval

Parameters DOF Seq. SS Adj. SS Adj. MS F P % Contribution

A 2 0.01982 0.01982 0.00991 0.16 0.857 0.29
B 2 2.47397 2.47397 1.23699 19.60 0.001* 36.09
C 2 1.13818 1.13818 0.56909 9.02 0.009* 16.60
D 2 0.23221 0.23221 0.11611 1.84 0.220 3.39
E 2 1.74238 1.74238 0.87119 13.80 0.003* 25.42
A × E 4 0.58938 0.58938 0.14735 2.33 0.143 8.60
B × E 4 0.15372 0.15372 0.03843 0.61 0.668 2.24
Error 8 0.50489 0.50489 0.06311 7.37
Total 26 6.85455 100

Table 11   ANOVA for TWR​

*Significant parameters at 95% confidence interval

Parameters DOF Seq. SS Adj. SS Adj. MS F P % Contribution

A 2 0.020826 0.020826 0.010413 1.77 0.230 5.51
B 2 0.127357 0.127357 0.063679 10.85 0.005* 33.72
C 2 0.002677 0.002677 0.001338 0.23 0.801 0.71
D 2 0.001785 0.001785 0.000893 0.15 0.861 0.47
E 2 0.168742 0.168742 0.084371 14.38 0.002* 44.68
A × E 4 0.002732 0.002732 0.000683 0.12 0.973 0.72
B × E 4 0.006581 0.006581 0.001645 0.28 0.883 1.74
Error 8 0.046938 0.046938 0.005867 12.45
Total 26 0.377638 100
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parameters like voltage and pulse duration are insignificant 
as far as MRR is concerned.

ANOVA of TWR is shown in Table 11 having R2 value 
of 87.6%. Type of tool and peak current are found to be 
significant for TWR with percentage contribution of 44.68% 
and 33.72% respectively.

ANOVA for Ra is shown in Table 12 (R2 = 94%). From 
ANOVA, it is observed that tool type and peak current 
are found to be significant with percentage contribution 
of 75.15% and 7.77% respectively. Other parameters like 

voltage, duty cycle and pulse duration are insignificant 
towards the average surface roughness.

The ANOVA result for the white layer thickness (WLT) is 
given in Table 13 with R2 of 91.1%. It is found that tool type, 
pulse duration and peak current are the significant param-
eters with percentage contribution of 41.68%, 22.41% and 
9.54% respectively.

The ANOVA for SCD is given in Table 14 having R2 of 
92.5%. It is found that tool type and peak current are the 
significant constraints that affect SCD with percentage con-
tribution of 47.7% and 18.74% respectively.

Table 12   ANOVA for Ra

*Significant parameters at 95% confidence interval

Parameters DOF Seq. SS Adj. SS Adj. MS F P % Contribution

A 2 1.6563 1.6563 0.8281 2.30 0.163 3.43
B 2 3.7541 3.7541 1.8770 5.20 0.036* 7.77
C 2 1.4363 1.4363 0.7181 1.99 0.199 2.97
D 2 0.0830 0.0830 0.0415 0.12 0.893 0.17
E 2 36.2874 36.2874 18.1437 50.31 0.000* 75.15
A × E 4 0.7059 0.7059 0.1765 0.49 0.744 1.46
B × E 4 1.4815 1.4815 0.3704 1.03 0.449 3.07
Error 8 2.8852 2.8852 0.3606 5.98
Total 26 48.2896 100

Table 13   ANOVA for WLT

*Significant parameters at 95% confidence interval

Parameters DOF Seq. SS Adj. SS Adj. MS F P % Contribution

A 2 305.98 305.98 152.99 3.09 0.101 6.91
B 2 422.61 422.61 211.30 4.27 0.055 9.54
C 2 264.93 264.93 132.47 2.68 0.129 5.98
D 2 992.38 992.38 496.19 10.04 0.007* 22.41
E 2 1845.40 1845.40 922.70 18.67 0.001* 41.68
A × E 4 144.37 144.37 36.09 0.73 0.596 3.26
B × E 4 56.45 56.45 14.11 0.29 0.879 1.27
Error 8 395.47 395.47 49.43 8.95
Total 26 4427.59 100

Table 14   ANOVA for SCD

*Significant parameters at 95% confidence interval

Parameters DOF Seq. SS Adj. SS Adj. MS F P % Contribution

A 2 0.000007 0.000007 0.000003 0.40 0.681 0.80
B 2 0.000163 0.000163 0.000081 9.99 0.007* 18.74
C 2 0.000028 0.000028 0.000014 1.73 0.237 3.22
D 2 0.000078 0.000078 0.000039 4.79 0.043 8.97
E 2 0.000415 0.000415 0.000208 25.48 0.000* 47.70
A × E 4 0.000058 0.000058 0.000014 1.78 0.226 6.67
B × E 4 0.000056 0.000056 0.000008 1.70 0.241 6.44
Error 8 0.000065 0.000065 7.49
Total 26 0.000870 100
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Table 15 represents the ANOVA for MH having R2 of 
88.1%. Peak current, voltage and tool type are found to be 
influential with percentage impact of 33.06%, 22.89% and 
17.26% respectively.

The ANOVA of the desirability grey index (DGI) which 
is an equivalent index for all the performance measures is 
presented in Table 16 having R2 = 90%. ANOVA of DGI 
explains that peak current and tool type are the signifi-
cant parameters with contribution of 49.84% and 17.63% 
respectively. The other parameters like voltage, duty cycle 
and pulse duration are found to be insignificant towards the 
desirability grey index. From the ANOVA of each perfor-
mance measures, tool type is found to be one of the most 
significant factors. The ANOVA of DGI also agrees that 
tool type is a significant parameter after peak current. The 
higher value of coefficient of determination (R2) explains the 
goodness of fit of the model.

The influence of process parameters on DGI is shown in 
the form of factorial plots in Fig. 13. Figure 13 indicates that 
superior machining performance can be attained with lower 
value of voltage, peak current and pulse duration with higher 
value of duty cycle and use of AlSi10Mg tool electrode.

Conclusion

The present study explores the feasibility of the desirability-
grey relational analysis based Firefly algorithm to obtain 
best parametric setting during electrical discharge machining 
of titanium work piece. The study considers tool types such 
as AlSi10Mg tool manufactured by SLS process and copper 
and graphite, the conventional tools, as a variable during 
optimization process. Taguchi’s L27 experimental design is 
used to design the experimental plan considering machining 
parameters such as voltage, peak current, duty cycle, pulse 
duration and tool type. The performance measures consid-
ered are MRR, TWR, Ra, WLT, SCD and MH. Prediction 
of the performance measures using process parameters as 
inputs is made using LSSVM. The predicted values of all the 
six performance measures are comparable with experimental 
data. The predictive model is said to be robust one as root 
mean square error (RMSE) in the range of 0.11 to 0.34 is 
obtained for various performance measures. Since LSSVM 
predicts the performance output with reasonable accuracy, 
the method can be adopted by the tool engineers and prac-
titioners for simulating the machining output before actual 
machining. From the desirability-grey relational analysis, it 
is found that superior machining performance expressed in 

Table 15   ANOVA for MH

*Significant parameters at 95% confidence interval

Parameters DOF Seq. SS Adj. SS Adj. MS F P % Contribution

A 2 235,605 235,605 117,802 7.71 0.014* 22.89
B 2 340,381 340,381 170,191 11.15 0.005* 33.06
C 2 59,661 59,661 29,831 1.95 0.204 5.80
D 2 32,087 32,087 16,043 1.05 0.393 3.12
E 2 177,658 177,658 88,829 5.82 0.028* 17.26
A × E 4 44,431 44,431 11,108 0.73 0.598 4.32
B × E 4 17,488 17,488 4372 0.29 0.879 1.70
Error 8 122,158 122,158 15,270 11.85
Total 26 1,029,469 100

Table 16   ANOVA for 
desirability grey index (DGI)

*Significant parameters at 95% confidence interval

Parameters DOF Seq. SS Adj. SS Adj. MS F P % Contribution

A 2 0.010223 0.010223 0.005111 2.44 0.149 6.10
B 2 0.083554 0.083554 0.041777 19.94 0.001* 49.84
C 2 0.001726 0.001726 0.000863 0.41 0.676 1.03
D 2 0.007534 0.007534 0.003767 1.80 0.227 4.49
E 2 0.029560 0.029560 0.014780 7.05 0.017* 17.63
A × E 4 0.006063 0.006063 0.001516 0.72 0.600 3.62
B × E 4 0.012225 0.012225 0.003056 1.46 0.300 7.29
Error 8 0.016763 0.016763 0.002095 10
Total 26 0.167649 100
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terms of aggregate manner for all the performance meas-
ures can be achieved with lower value of voltage, peak 
current, pulse duration, higher value of duty cycle and use 

of AlSi10Mg tool electrode during the EDM process. The 
optimal EDM parametric setting obtained through desira-
bility-grey relational analysis based Firefly algorithm are 
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voltage = 20 V, peak current = 20A, duty cycle = 85%, pulse 
duration = 100 µs and tool = AlSi10Mg tool for simultane-
ous maximization of MRR and minimization of TWR, Ra, 
WLT, SCD and MH. The results are comparable with best 
parametric combination obtained through study of facto-
rial plots for desirability grey index. The study confirms 
that metaheuristic based optimization approach produces 
similar results as multi-response optimization method like 
desirability-grey relational analysis which is much simpler 
to implement and computationally elegant. Since AlSi10Mg 
tool electrode produces superior surface characteristics in 
terms of surface roughness, surface crack density, white 
layer thickness and micro-hardness, it can be adopted by the 
practitioners when material removal rate is not an important 
issue. It is recommended that AlSi10Mg can be easily used 
in semi-finishing and semi-roughing operations. Die-making 
industries where die-sinking EDM is widely used for making 
complex dies in sheet making, injection moulding, manufac-
turing, automobile, aerospace and defense applications and 
surface integrity is of prime importance regardless of mate-
rial removal rate and tool wear rate, electrodes produced by 
rapid prototyping method can be adopted. It not only reduces 
the tooling time and cost but complex shapes on the tool 
electrode can easily be replicated. However, desirability-
grey relational analysis is used in this work for converting 
multi-objectives into an equivalent single objective optimi-
zation problem. Then, Firefly algorithm is used for obtain-
ing optimal parametric setting. In future, the multi-objective 
optimization in the framework of Firefly algorithm can be 
attempted to obtain non-dominated sets to provide flexibility 
to the practitioners in choosing the best solution for specific 
applications. Further, hybridization of Firefly algorithm can 
be made by incorporating local search algorithms to improve 
the exploration and exploitation capability of the algorithm. 
In this work, performance tool electrodes built by SLS pro-
cess has been demonstrated. In future, performance of tools 
made by other metal RP techniques can be explored.
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