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Abstract
The deterioration effect in flowshop scheduling has gained a growing concern from the community of operational research
in recent years. However, all of existing studies focus on two- or three-machine flow shops. In this paper, a m-machine
(m > 3) flowshop scheduling problem (FSSP) with deteriorating jobs is investigated and a novel metaheuristic algorithm
called multi-verse optimizer (MVO) is employed to solve it. TheMVO algorithm can accomplish the optimization process via
exchanging objects of universes through white/black hole and wormhole tunnels. In the novel MVO algorithm, a new elitist
selection scheme is designed to construct the effective white/black hole tunnels, whereas two different local search operators
are hybridized and embedded to further enhance the exploitation capability. Experimental results indicate that the proposed
algorithm can achieve the satisfactory performance in solving the investigated FSSP with deteriorating jobs.

Keywords Scheduling · Flowshop scheduling · Deterioration · Metaheuristic algorithm · Multi-verse optimizer

Introduction

Over the past decades, scheduling problems in manufactur-
ing systems have gained much attention from academic and
industrial fields (Zhong et al. 2015; Wang et al. 2016a, b;
Costa et al. 2017; Fu et al. 2017;Wang et al. 2017a, b;He et al.
2018). As one of the most well-known scheduling problems,
flowshop scheduling problem (FSSP) is defined as finding
a processing sequence of n jobs that are to be processed on
m machines with the same machine route so that a given
scheduling criterion is optimized (Ventura and Yoon 2013;
Ta et al. 2018). The processing time of a job on a machine is
assumed to be known and fixed in the classical scheduling.
However, this assumption might not be true in many real-
world manufacturing systems (Browne and Yechiali 1990;
Alidaee and Womer 1999; Cheng et al. 2004; Wang et al.
2016a, b). For example, processing a job after long-time
waiting may require an extra reheat time in the ingot indus-
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trial process. Similarly, the process efficiency of jobs may
decrease over time due to the fatigue effect in the clothing
industrial process. In manufacturing systems, it means that
the deterioration occurs.

The deterioration effect is that a job’s processing time
becomes longer if it is delayed to be processed. Gupta and
Gupta (1988) initially examined the deterioration effect in
a single machine scheduling problem, where the actual pro-
cessing time of a job was a linear function of the start time.
Ng et al. (2002) indicated that a single machine schedul-
ing problem with objective of minimizing the total weighted
completion time was NP-hard if the actual processing time
of a job was a linear function. Inmost of the research on dete-
rioration effect (Browne and Yechiali 1990; Mosheiov 1994;
Bachman and Janiak 2000; Gawiejnowicz et al. 2011), the
actual processing time of a job was defined as a linear func-
tion of the start time, that is, pi = ai + bi · si , where pi and
si denoted the actual processing time and start time of job i ,
respectively. Ji and Zun (2005) considered the deteriorating
jobs with pi = bi · si . Cheng and Ding (2001) studied the
single machine scheduling with bi = b or ai = a. If a critical
time of deteriorating di was used, that is, deterioration would
take effect only on the jobs that were processed after di . Kun-
nathu (1990) defined the actual processing time of a job as
a piecewise function, i.e., pi = max {ai , ai + bi · (si − di )}.
In the work of Sundararaghavan and Kunnathur (1994) and
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Jeng and Lin (2005), the actual processing time was defined

as pi =
{

ai , si ≤ di
ai + bi , otherwise

. Cheng et al. (2003) used a

combination mechanism and the actual processing time was
defined as pi = ai − bi · min {si , di }.

Most of the earlier studies on scheduling with deteriora-
tion consideration focused on the single machine problems.
In recent years, there is a growing interest on deterioration
effect in FSSPs (Wu and Lee 2006; Shiau et al. 2007; Fu et al.
2018a). Lee et al. (2010) studied a two-machine FSSP with
deteriorating jobs and blocking, where the objective function
is to minimize the makespan. Wang and Wang (2013) inves-
tigated the makespan problem with a linear deterioration on
a three-machine flow shop and proposed a branch and bound
algorithm and a heuristic algorithm for solving it. Cheng et al.
(2014) considered a two-machine FSSPwith time-dependent
deteriorating jobs. Lee et al. (2014) designed a branch and
bound algorithm for a FSSPwith deterioration effect in order
to minimize the maximal tardiness. It is noted that all of
existing studies focus on two- or three-machine flow shop,
whereas the m-machine (m > 3) flowshop scheduling has
been widely applied in real-world manufacturing systems.

Therefore, this paper studies the FSSP with deteriorating
jobs in a general m-machine (m > 3) flowshop manufactur-
ing system. Since an FSSPwith deteriorating jobs is NP-hard
even for twomachines,multi-verse optimizer (MVO), a novel
metaheuristic algorithm inspired from cosmology, is applied
to solve the investigated problem. Two key features are intro-
duced to the proposed MVO algorithm. The first feature is
a new elitist selection scheme that constructs the effective
white/black hole tunnels. The other feature is a local search
method that hybridizes two different local search operators
to enhance the exploitation capacity.

The reminder of this paper is organized as follows. Sec-
tion 2 gives a definition of the investigated problem with the
relevant assumptions and notations, and presents a mixed
integer programming model. Section 3 introduces the frame-
work of the proposed MVO algorithm in detail. Section 4
carries out a series of simulation experiments and analyzes
the results. The final section concludes this paper with some
discussions on the future work.

Problem formulation

The investigated flowshop scheduling problem (FSSP) with
deterioration jobs can be described as follows. There are n
jobs that require to be processed onmmachines following the
same machine route. For each job that is processed on each
machine, the normal process time is fixed, while the actual
process time varies according to the start time. The follow-
ing assumptions are invoked in modelling the investigated
problem.

1. Each machine can process only one job at any time, and
each job can be processed on only one machine at any
time;

2. No preemption is allowed, i.e., processing of job on one
machine cannot be interrupted;

3. All jobs are ready for processing at the beginning, and
have no precedence constraints;

4. All machines are persistently available.

For convenience of description, the notations are listed as
follows.

Indices

I machine index set, I = {1, 2, . . . ,m}, wherem is the
number of machines;

J job index set, J = {1, 2, . . . , n}, where n is the num-
ber of jobs.

Symbol variables

si j the start time of job j on machine i ;
pi j the normal process time of job j on machine i ;
ai j the deterioration rate of job j on machine i ;
p′
i j the actual process time of job j on machine i , where

p′
i j = pi j + ai j · si j ;

ci j the completion time of job j on machine i , where
ci j = si j + p′

i j ;
c j the completion time of job j , where c j = cmj ;
d j the due time of job j ;
G an infinite number.

Decision variables

xk j 0–1 integer decision variable. If job j is followed by job
k immediately, xk j = 1; otherwise, xk j = 0.

Based on the above-mentioned assumptions and notations,
a mixed integer programming model can be formulated as
follows.

min
n∑
j=1

max{c j − d j , 0} (1)

s.t.

si j + p′
i j ≤ si+1, j , i = 1, . . . ,m − 1, j = 1, . . . , n

(2)

sik + p′
ik ≤ si j + G × (

1 − xk j
)
, i = 1, . . . ,m,

j, k = 1, . . . , n, j �= k (3)

xk j + x jk ≤ 1, i = 1, . . . ,m, j, k = 1, . . . , n,

j �= k (4)
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ci j ≥ 0, si j ≥ 0, i = 1, . . . ,m, j = 1, . . . , n (5)

xk j ∈ {0, 1} , k, j = 1, . . . , n (6)

where formula (1) denotes the objective function is to min-
imize the total tardy time. Constraint (2) and constraint (3)
ensure that each job can be processed on only one machine
at any time and each machine can process only one job at
any time, respectively. Constraint (4) states the order rela-
tion of different jobs. Constraint (5) represents the range of
variables and the final constraint denotes that the decision
variables can only take values of 0 or 1.

Given that the actual process time of a job on a machine
is defined as a linear function of the normal process time and
the start time, the investigated problem can be denoted as

F
∣∣prmu, p′

i j = pi j + ai j × si j
∣∣ n∑
j=1

max{c j − d j , 0} based

on the three-field notation schemas.

Solutions method

It is obvious that the investigated problem in this paper can
be translated into a traditional flowshop scheduling problem
(FSSP) if the deterioration rate of any job on any machine is
zero. Since the traditional FSSP is NP-hard, the investigated
FSSPwith deteriorating jobs is also NP-hard as its extension.
Since the traditional exact methods and approximation or
heuristic approaches cannot solve these large-scale NP-hard
problems very well, a metaheuristic algorithm is employed
to solve the model.

Algorithm framework

Over past decades, metaheuristic algorithms have been
appliedwidely for a lot of complex combination optimization
problems (Gao et al. 2016; Wang et al. 2017a, b; Dao et al.
2018; Fu et al. 2018b). Based on the mechanism of popula-
tion -based stochastic optimization, metaheuristic algorithm
usually starts its optimization process by generating a popu-
lation of random candidate solutions called individuals, and
then recombines these initial individuals over a predefined
number of iterations. The main distinction among different
metaheuristic algorithms lies in the mechanism of recom-
bining individuals, which is often drawn the inspiration from
nature, biology or physics.

Recently, a new metaheuristic algorithm called multi-
verse optimizer (MVO) was proposed based on the theory
of multi-verse in physics (Mirjalili et al. 2016). In MVO,
each candidate solution in the search space is assumed to a
universe and each variable in the solution is analogous to an
object in that universe. Each universe is assigned to an infla-
tion rate that is proportional to the corresponding function

value of solution.MVOcan accomplish the optimization pro-
cess through exchanging objects among different universes
inspired from three concepts, that is, white holes, black holes
and wormholes, in cosmology. More specially, different uni-
verses are able to exchange the objects through white/black
hole or wormhole tunnels. The basic framework ofMVO can
be shown by the pseudo-code in Fig. 1.

From Fig. 1, it can be seen that the search process ofMVO
can be divided into two stages, i.e., exploration and exploita-
tion. In the exploration stage, the source universe can transfer
the objects to the destination universe through white/black
hole tunnels. The universe with the higher inflation rate or
fitness would own a white hole with a higher probability,
whereas the universe with the lower inflation rate is assumed
to have a black hole with a higher probability. In the basic
MVO algorithm, a roulette wheel selection scheme is used to
maintain the exploration capacity. In the exploitation stage,
only the objects in the best obtained universe can be allowed
to move to any universe if there exists a wormhole between
them, which is determined by a coefficient, i.e., wormhole
existence probability. Another coefficient, which is termed
as travelling distance rate, is used to control the exploitation
degree around the best universe found so far.

In the following sections, some detailed algorithmic
designs are given in order to further improve the performance
of theMVOalgorithm in term of exploration and exploitation
when solving the FSSP with deteriorating jobs.

Solution representation

It is a basic work to express a candidate solution using a
proper representation scheme is a basic work in the design
of a metaheuristic algorithm. A good representation can help
the algorithm obtain high quality solutions easily, while an
improper scheme may make it hard for an algorithm to find
even feasible solutions.

In the FSSP, a candidate solution can be regarded as a
processing sequence or permutation of n jobs. However, a
universe in the original MVO algorithm is represented as an
n-dimensional real number vector, which cannot be directly
adopted in solving the investigated problem. To overcome
this obstacle, the following solution representation approach
is applied.

For a given universe in the MVO, the largest value of
objects is picked out and assigned a smallest value 1 of
processing sequence, and then the second largest value of
objects is assigned a sequence value 2. With the same way,
all the object values will be handled to convert a universe to
a job permutation. A simple example is illustrated in Table 1,
where x = {x1, x2, . . . , xn} and π = {π1, π2, . . . , πn}
denote a universe in the MVO and a job permutation in the
FSSP, respectively.
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Fig. 1 Pseudo-code for the basic MVO algorithm

Table 1 An example for representation approach

Dimension 1 2 3 4 5 6 7 8

x 0.14 0.41 0.21 0.54 1.02 1.22 0.92 0.75

π 8 6 7 5 2 1 3 4

Elitist selection

As described in the preceding section, the MVO can start
its search process by exchanging the objects of universes
through white/black hole tunnels. When a universe becomes
the destination universe with a black hole, its correspond-
ing source universes that have white holes can be chosen by
the roulette wheel scheme in the basic MVO algorithm. The
purpose of this selection is to guarantee the quality of the
source universes and then to further maintain the exploration
capacity of the algorithm.

Here, a new selection scheme is proposed based on the
mechanism of elitism that is often used in the genetic

algorithm. More specially, some better universes would be
marked as the elite universes, while the left would be marked
as the common universes. When a common universe has a
black hole, one universe with a white hole can be chosen
from the elite universes randomly or all the universes by the
roulette wheel scheme. The pseudo-code of exchanging the
objects of universes based on this selection scheme can be
described in Fig. 2.

Local search

After exchanging objects of universes via white/black holes,
each newly generated universe will undergo a random tele-
portation in its objects through wormholes towards the best
universe found so far. Obviously, the purpose of this oper-
ation is to execute local refinement for a universe so as to
improve its inflation rate or fitness using wormholes.

Here, two local search operators are hybridized and
embedded into the MVO algorithm in order to enhance the
exploitation capacity.
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Fig. 2 Pseudo-code of
exchanging objects of universes
through white/black hole
tunnels

Fig. 3 Pseudo-code for CBLS
operator

1. Coding based local search: the first local search method
can be termed as coding based local search (CBLS). In
the MVO algorithm, each universe can be coded by a
real number vector. Therefore, CBLS can be designed as
executing local changes upon the real number vector in
a universe, which can be shown in Fig. 3.

2. Solution based local search: the second local search
method can be called as solution based local search
(SBLS), which is designed as swapping two different

jobs in a job permutation. Figure 4 can illustrate how to
execute SBLS operation upon a job permutation π .

Obviously, it is very important to select two jobs from π

in this SBLS operator. There are n jobs to be processed onm
machines in the investigated FSSP with deteriorating jobs.
Let [k] and [l] denote the jobs in the kth and lth processing
sequence on a machine, respectively. Without loss of gener-
ality, set k > l here. Let si[k], pi[k] and ai[k] denote the start
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Fig. 4 Pseudo-code for SBLS operator

time, the normal process time and the deterioration rate of the
job in the kth process sequence onmachine i . Therefore, four
different heuristic rules will be considered when designing
SBLS.

Heuristic rule I Here, we only consider the scheduling of
n jobs on the first machine. Two jobs, that is, k and l, are
selected randomly to execute the swap operation. The cor-
responding jobs are termed as [k] and [l]. Let Pk denote
the initial actual process time of the job in the kth process
sequence and P ′

k denote the actual process time of the job in
the kth process sequence after being swapped.

If job [k] is initially processed in the kth process sequence
on machine 1, we have Pk = p1[k] +a1[k] × s1[k]. If job [l] is
swapped with job [k], we have P ′

k = p1[l] +a1[l] × s1[k]. It is
obvious that Pk > P ′

k means job l has a less completion time
than job k since they have the same start time on machine 1.
Once job l is swapped with job k in the process sequence,
the completion times of all the jobs between job k and job l
would decrease due to the ahead of their start times.

Therefore, a heuristic rule can be adopted that the swap
operation will be executed only if Pk > P ′

k when two jobs k
and l are selected randomly from a job permutation.

Heuristic rule II This rule is very similar to the previous one
except that the last machine in flow shop will be considered.
Here, we have Pk = pm[k] + am[k] × sm[k] and P ′

k = pm[l] +
am[l]× sm[k]. If Pk > P ′

k , the operation of swapping two jobs
k and l can be allowed.

Heuristic rule IIILet Ti j denote the equivalent actual process
time of job j on machine i and Ti denote the total load of
machine i . Here, Ti is defined as the sum of the equivalent
actual process times of all jobs in machine i , which can be
calculated by the following formula.

Ti =
n∑
j=1

Ti j =
n∑
j=1

(
pi j + ai j × si j

)
(7)

Therefore, we can firstly achieve the machine with the max-
imal load value and then the same swap operation with the
preceding two heuristic rules will be applied.

Heuristic rule IV Let P̄k and P̄ ′
k denote the average actual

process time of the job in the kth process sequence on all
machines before and after swapping job k and job l, respec-
tively. Here, P̄k and P̄ ′

k can be calculated by the following
two formulas.

P̄k = 1

m

m∑
i=1

(
pi[k] + ai[k] × si[k]

)
(8)

P̄ ′
k = 1

m

m∑
i=1

(
pi[l] + ai[l] × si[k]

)
(9)

Similarly, the swap operation will be executed if the value
of P̄k is larger than P̄ ′

k , otherwise the jobs k and l are not
swapped.

Based on the above mentioned discussion, the proposed
solution method for the investigated FSSP with deteriorating
jobs can be expressed by the pseudo-code in Fig. 5.

Simulation experiments

Test instances

In this section, a set of random test instances are generated
using the method of Chu (1992), which can be described as
follows.

Here, the test instance that there are n jobs are to be
processed in an m-machine flow shop can be termed as
m × n. The normal process time of a job on a machine
is uniformly distributed in the interval [1, 100]. The due
time of a job is generated using a discrete uniform distribu-
tion in the range [T × (1 − τ − R/2) , T × (1 − τ + R/2)],
where T denotes the sum of the normal process time of all
jobs,τ and R denote two predefined parameters (τ = 0.5
and R = 0.5 in the experiments). The deterioration rate of
a job on a machine is generated randomly in the interval
(0.1, 0.3).

Experimental settings

The experiments are carried out in order to examine the per-
formance of our proposed algorithm on the test instances.
All the algorithms are coded in C and run on Thinkpad T420
with a 2.3GHz. The following parameters are used in the pro-
posed MVO algorithm. The values of pop_si ze, eli te_si ze
and ls_si ze are set to 15, 5 and 3, respectively. The value of
WEB and TDR are both set to 0.5, and the upper bound and
lower bound of each variable, i.e., ub and lb, are set to 4.0
and 0.0, respectively.

To make a fair comparison, the maximal number of
allowable fitness evaluations is set to 250 ∗ n. For each
experiment of an algorithm on a test instance, 30 inde-
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Fig. 5 Pseudo-code for the proposed MVO algorithm

pendent runs are executed with the same initial seeds. For
each run, the percentage relative error (PRE) is calculated as
follows:

PRE (A) = 1

R
×

R∑
i=1

(
CA
i − CB

i

CB
i

)
(10)

where CB
i is the best fitness value found by any of peer algo-

rithms andCA
i is the best fitness value obtained by algorithm

A in i th run. Obviously, the smaller the value of PRE (A)

is, the better performance algorithm A has.

Experimental results and analysis

In the first experiment, we investigate the performance of
MVO algorithms with different selection schemes in order
to examine the effect of the elitist selection scheme proposed
in Sect. 3.3. In detailed, two variants of MVO are compared,
that is, one employs the proposed elitist selection scheme,
while the other uses the traditional roulette wheel selection
scheme. The number of jobs (n) are set from 20, 40, 60, 80
to 100 and the numbers of machines (m) are set to 5 and
10, respectively. Thus, 10 different test instances would be
generated. The experimental results can be shown in Table 2.
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Table 2 Experimental results of MVO algorithms with different selec-
tion schemes

Instance Elitist Roulette
wheel

Instance Elitist Roulette
wheel

5 × 20 0.0256 0.0370 10 × 20 0.0763 0.1717

5 × 40 0.0312 0.0433 10 × 40 0.0982 0.2032

5 × 60 0.0454 0.0535 10 × 60 0.1110 0.2484

5 × 80 0.0570 0.0702 10 × 80 0.1661 0.2819

5 × 100 0.0613 0.0868 10 × 100 0.2053 0.3594

From Table 2, it can be seen that the elitist selection
scheme proposed in Sect. 3.2 make a better effect upon
the performance of MVO than the traditional roulette wheel
selection scheme. The MVO algorithm with elitist selec-
tion can always achieve the better experimental results in
all test instances, which validate our expectation of the pro-
posed selection scheme upon the performance of MVO for
the investigated problem.

In the second experiment, we examine the effect of local
search methods proposed in Sect. 3.3 upon the performance
of MVO algorithms. In detail, six different variants of MVO,
where non local search, only CBLS, CBLS and SBLS with
four different heuristic rules are embedded respectively, are
evaluated and compared on the same test instances as in
the preceding experiment. From the experimental results in
Table 3, several conclusions can be observed as follows.

Firstly, the performance of five MVO algorithms with
local search methods is always better than that of MVO algo-
rithmwithout local searchmethod on all test instances. These
results indicate that the local searchmethods proposed in this
paper can be helpful to improve the performance of MVO
algorithms for the investigated FSSP with deteriorating jobs.

Secondly, four MVO algorithms that employ two local
search methods outperform the MVO algorithm that only
uses one local search method on all test instances. In fact,
CBLS can be regarded as a randomand problem-independent

local search as a result of executing upon the real num-
ber vector in a universe, while SBLS can be regarded as a
problem-dependent local search as a result of executing upon
the jobs permutation in a solution. These results show that it
is beneficial to hybridize two different local search methods
together.

Thirdly, heuristic rules III and IV perform better than
heuristic I and II in improving the performance of MVO
algorithms on the most test instances. This happens because
scheduling of jobs on only one (the first or the final) machine
would be involved in heuristic rule I and heuristic rule II,
whereas the corresponding heuristic information on jobs on
allmachines can be considered in heuristic rule III andheuris-
tic IV.

In the final experiment, we compare our proposed MVO
algorithm with two state-of-the-art algorithms, i.e.,
opposition-based differential evolution (ODDE) (Li and
Yin 2013) and hybrid modified global-best harmony search
(hmGHS) (Wang et al. 2011) in solving the investigated
FSSP with deteriorating jobs. These two peer algorithms are
also proposed for FSSP with the similar solution presenta-
tion scheme. For ODDE and hmGHS, their parameters are
fixed the same as those in the original paper. The same test
instances are also used as those in the preceding experiments.
The experimental results can be shown in Table 4, where the
statistical results in parentheses denotes comparing the pro-
posedMVOalgorithmwith the corresponding peer algorithm
by the one-tailed t-test with 58 degrees of freedom at a 0.05
level of significance. The t-test result is shown as ’s+’, ’s−’
or ’∼’ when our proposed MVO algorithm is significantly
better than, significantly worse than, or statistically equiva-
lent to its peer algorithms, respectively.

From this table, it can be seen that our proposed MVO
algorithm always outperforms two peer algorithms, which
is further verified by the results of t-test of MVO versus
ODDE or hmGHS. As we can see, MVO performs signifi-
cantly better than ODDE on 10 test instances and hmGHS

Table 3 Experimental results of MVO algorithms with different local search methods

Instance nonLS CBLS CBLS+ SBLS-I CBLS+ SBLS-II CBLS+ SBLS-III CBLS+ SBLS-IV

5 × 20 0.0913 0.0433 0.0139 0.0150 0.0148 0.0165

5 × 40 0.1348 0.0625 0.0232 0.0204 0.0160 0.0182

5 × 60 0.1969 0.0729 0.0459 0.0277 0.0203 0.0195

5 × 80 0.2808 0.0890 0.0660 0.0304 0.0264 0.0284

5 × 100 0.3604 0.1309 0.0730 0.0450 0.0537 0.0664

10 × 20 0.1472 0.0741 0.0293 0.0185 0.0145 0.0147

10 × 40 0.1773 0.1077 0.0420 0.0267 0.0152 0.0220

10 × 60 0.2489 0.1505 0.0518 0.0331 0.0294 0.0246

10 × 80 0.3321 0.2322 0.0753 0.0525 0.0376 0.0375

10 × 100 0.5021 0.3797 0.1209 0.0826 0.0607 0.0528
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Table 4 Experimental results of MVO, ODDE and hmGHS

Instance MVO ODDE hmGHS

5 × 20 0.0197 0.0481(s+) 0.0876 (s+)

5 × 40 0.0563 0.0376 (∼) 0.1335 (s+)

5 × 60 0.0534 0.0809 (s+) 0.1822 (s+)

5 × 80 0.0964 0.1661 (s+) 0.0754 (∼)

5 × 100 0.0555 0.0751 (∼) 0.1756 (s+)

10 × 20 0.0062 0.2398 (s+) 0.1012 (s+)

10 × 40 0.0340 0.1050 (s+) 0.2351 (s+)

10 × 60 0.0245 0.0980 (s+) 0.3583 (s+)

10 × 80 0.0502 0.0885 (s+) 0.1102 (s+)

10 × 100 0.0325 0.0840 (s+) 0.3253 (s+)

on 11 test instances. These experimental results can clearly
demonstrate the superiority of the proposed MVO algorithm
in solving the investigated FSSP with deteriorating jobs.

Conclusions

In this paper, a novel multi-verse optimizer (MVO) is exper-
imentally investigated for solving the scheduling problem
with deteriorating jobs in a m-machine (m > 3) flowshop
manufacturing system. To the best of our knowledge, this
is the first reported application of MVO for the flowshop
scheduling problem with deteriorating jobs. The novelty
of the proposed algorithm lies in a new elitist selection
scheme that constructs the effective white/black hole tun-
nels among universes, and two different local searchmethods
that enhance the exploitation capacity of the algorithm. The
results of a series of experiments indicate that the two key
features are helpful to improve the performance of the novel
MVO. We can conclude that the novel MVO algorithm is a
good optimizer in solving the FSSP with deteriorating jobs.

There are some futurework to bedone. First, it is important
to analyze the sensitivity of parameters, such as pop_si ze,
eli te_si ze and ls_si ze, upon the performance of the pro-
posedMVO algorithm. It is noted that these parameters were
determined based on some primary experiments. Second, it
is interesting to develop an adaptive method to set the val-
ues of these parameters. Third, it is desirable to employ the
MVO algorithm to solve other scheduling and combinatorial
optimization problems.
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