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Abstract Recent developments in intelligent manufactur-
ing have validated the use of probabilistic Boolean networks
(PBN) to model failures in manufacturing processes and
as part of a methodology for Design Failure Mode and
Effects Analysis (DFMEA). This paper expands the appli-
cation of PBNs in manufacturing processes by proposing the
use of interventions in PBNs to model an ultrasound welding
process in a preventive maintenance (PM) schedule, guiding
the process to avoid failure and extend its useful work life.
This bio-inspired, stochastic methodology uses PBNs with
interventions to model manufacturing processes under a PM
schedule and guides the evolution of the network, provid-
ing a new mechanism for the study and prediction of the
future behavior of the system at the design phase, assessing
future performance, and identifying areas to improve design
reliability and system resilience. A process engineer design-
ing manufacturing processes may use this methodology to
create new or improve existing manufacturing processes,
assessing risk associated with them, and providing insight
into the possible states, operating modes, and failure modes
that can occur. The engineer can also guide the process
and avoid states that can result in failure, and design an
appropriate PM schedule. The proposed method is applied
to an ultrasound welding process. A PBN with interventions
model was simulated and verified using model checking in
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PRISM, generating data required to conduct inferential sta-
tistical tests to compare the effects of probability of failures
between the PBN and PBN with Interventions models. The
obtained results demonstrate the validity of the proposed
methodology.
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Introduction

Industrial manufacturing environments have a dynamic com-
plexity due to constant changes in product demand, customer
expectations, varied product types, features and suppliers,
and the unplanned disturbances inherent to the manufac-
ture and assembly of products. Industrial machines used
in product manufacturing are also complex; multiple com-
ponents operate at different speeds, often with dissimilar
technologies, and at different levels of reliability. Mathemat-
ical models that permit the analysis of the manufacturing
process operation under a set of specific constraints and
operating modes are desirable, taking into account the com-
plexity inherent of these systems. In this manner, requirement
compliance, alternative design proposals, and the study and
control of operating environmental conditions is facilitated.
Modeling, paired with simulation, allows the assessment of
behaviors and dynamics, among other factors, in a controlled
virtual environment. It is imperative in manufacturing to aid
the discovery of new techniques and systems, to assess future
behaviors of a system, identify areas of improvement, and
also develop mechanisms to assess change in systems that
are in operation (Carlson and Yao 2008; Smith 2003; Hu and
An 2011; Law and McComas 1997; Kumar 2013).
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Probabilistic Boolean networks (PBN) had been proposed
as a simplified representation of a manufacturing process’
dynamics to model and predict process behavior through
the use of simulation and analysis (Rivera Torres et al.
2015a,b). PBNs are mathematical constructs used to model
gene regulatory networks (GRN). GRNs are collections of
DNA segments within a cell that interact indirectly with
other segments and substances in a cell in order to gov-
ern the expression levels of genes (Shmulevich et al. 2002b;
Shmulevich and Dougherty 2010). They can be used to bet-
ter understand the general rules that govern gene regulation
in genomic DNA. In GRNSs, the mechanisms of perturba-
tion and intervention are used to aid these networks to avoid
undesirable states, like those associated with a disease, such
as cancer.

Since the genome is an open system, it receives outside
inputs, and the stimulus received can activate or inhibit genes,
and modify their expression. The inclusion of a perturbation
vector can provide the mechanism to reproduce this behav-
ior. Interventions are those deliberate perturbations meant to
guide the PBN. By introducing a perturbation vector for a
given set of genes, the network can be guided to achieve a
certain state, or move away from an undesired one, through
perturbation of genes that have a greater impact on the net-
work’s global behavior. Perturbing fewer genes, or reaching a
desired state as quickly as possible can also achieve this. The
first efforts in PBN intervention were ad hoc, like resetting
the PBN as needed to a more favorable initial state, permit-
ting the network to evolve from such state (Shmulevich et al.
2002a), and modifying the long-run behavior of the PBN
through minimal alteration of the network’s rule structure
(Shmulevich et al. 2002b). Given that PBNs can be treated
as Markov chains, Markov decision processes (MDP) can
be used to find optimal control intervention strategies (Datta
et al. 2003).

Preventive maintenance (PM) is maintenance that is reg-
ularly performed on a piece of equipment to reduce the
likelihood of unexpected breakdowns or failures, thus maxi-
mizing the time it is working and available. PM is planned and
scheduled based on time or usage thresholds. Its main goal
is to improve equipment efficiency while reducing failures.
PM is appropriate on equipment that has a critical operational
function, when the system or component’s failure modes can
be prevented with regular maintenance, and when the likeli-
hood of failures increases with time or usage.

This paper expands the application of PBNs in industrial
systems by proposing the use of interventions in PBNs to
model a PM schedule. The idea behind this research is that
intervention in the context of an industrial process modeled
as a PBN can be used to guide the network’s evolution. This
strategy will avoid or delay unhealthy states of the system
that correspond to failure and therefore extend the useful
work life of the system or process.
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Then, the main contribution of this paper is the intro-
duction of the mechanism of Intervention in Probabilistic
Boolean Network modeling PM in manufacturing systems.
This bio-inspired, stochastic methodology provides a new
mechanism for the study and prediction of the future behavior
of the system at the design phase, assessing future perfor-
mance, and identifying areas to improve design reliability
and system resilience.

In order to illustrate how the PM can be modeled with this
method, a representation of an industrial assembly process
using the aforementioned methodology is proposed. The sys-
tem chosen is frequently used in manufacturing processes,
where different machines are integrated, to load and unload
parts in assembly lines. The system has three machines with
known reliability; however, it is relevant to assess the reli-
ability and interaction of the machines functioning as an
integrated system.

Using a perturbation vector as a control input in a schedule
defined by the mean time between failures (MTBF) of the
systems’ components, intervention guides the network, and
as a result, delays the failure of the system.

The present article is organized as follows. Section
“Related work and theoretical background” presents the
theoretic fundaments of the proposal. In Sect. “PBN with
interventions models of manufacturing processes” the pro-
posal methodology is applied to an industrial assembly
process. Section “Experimental results ” shows and discusses
the experimental results. Finally, a section covering conclu-
sions and suggestions for future work is presented.

Related work and theoretical background

Biologically-inspired modeling methods in
manufacturing

The use of BNs to model biological systems, particularly
GRNs, has been extensively documented in scientific lit-
erature (Arnosti and Ay 2012; Bane et al. 2012; Chaouiya
etal. 2013; Cheng et al. 2013; Didier and Remy 2012; Ghan-
barnejad 2012; Vahedi 2009). PBNs have also been used
extensively to model GRNs (Chen and Sun 2014; Chen et al.
2012; Ching et al. 2009; Gao et al. 2013; Kobayashi and
Hiraishi 2010; Trairatphisan et al. 2013).

BNs were introduced by Kauffman (1969), and are a finite
set of Boolean variables for which their state (represented as
0 or 1) can be determined by the state of other variables in the
network. Several input genes called regulatory genes/nodes,
through the use of a determined Boolean function, regulate
the value of a target gene/node. If the nodes and the corre-
sponding functions are given, then the BN is defined. Boolean
Networks and Probabilistic Boolean Networks are discussed
in detail in Shmulevich and Dougherty (2010).
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Though it is not uncommon to find several applications of
BNs and PBNs in Computational Biology to model GRNs,
applications or uses outside this realm remain vastly unex-
plored. One of the few studies venturing on the application
of PBNs outside GRNs proposed to model credit defaults
(Gu et al. 2013). A PBN-based model was applied to study
the link between correlated defaults of different industrial
sectors and business cycles, and the impact of these cycles
on modeling and predicting defaults. With PBNs, a transi-
tion probability matrix that describes the correlated defaults
of the business sectors studied was determined and decom-
posed into several BN matrices that house information about
business cycles. Actual default data was used in building the
PBN to explain the default structure, and achieve predictions
of joint defaults in different business sectors. In this same
area of application, Liang et al. (2014) concentrates on the
construction of PBNs from credit default data and presents
a heuristic construction algorithm. These recent studies pro-
vided a baseline from which to expand further the utility of
PBNGs.

Rivera Torres et al. 2015a; 2015b demonstrated the use
of PBNs in manufacturing systems, a realm outside systems
biology and of interest to the engineering scientific com-
munity. Rivera Torres et al. (2015a) demonstrated that PBN
modeling of industrial machines is appropriate because of the
similarities in characteristics between both, and because this
stochastic modeling methodology could aid the development
and validation of bio-inspired models for manufacturing
machines from which statistically valid predictions about
its behavior were obtained. In Rivera Torres et al. (2015b),
the same methodology was used to model a manufactur-
ing system and to generate quantitative data for occurrence
assessment in design failure mode and effects analysis
(DFMEA).

In GRN modeling, the objective is to find adequate tar-
gets for therapeutic intervention (Shmulevich and Dougherty
2007). Intervention in GRNs is a mechanism used to avoid
undesirable states (Choudhary 2006), like those that can
be associated with a particular disease (Pal et al. 2005).
Research includes models for cell regulation that are com-
bined with therapeutic interventions for personalized cancer
therapy (Vahedi 2009). Appropriate alteration of the expres-
sion of a gene, as it may be of therapeutic use, and therefore
an optimal intervention strategy can be found (Bittner et al.
(2000); Datta et al. (2007)). Therapeutic interventions can
be designed, and these are intended to reduce gene expres-
sion profiles that can cause the wrong cellular function, by
manipulating a control gene (Datta and Dougherty 2006;
Shmulevich and Dougherty 2007). Most efforts have con-
centrated in external control variable manipulation (Datta
et al. 2003). This paper proposes that the therapeutic inter-
vention used in GRN modeling has a parallel with preventive
maintenance schedules, and focuses on demonstrating that

a PM schedule modeled with PBNs with interventions
will delay the overall failure of the system, increasing its
reliability.

Preventive maintenance modeled as an intervention in
PBN

PM scheduling and its adequacy under several disparate
conditions has been covered in earlier studies (Baner-
jee and Burton 1990; Burton et al. 1989; Mosley et al.
1998). These tested the adequacy of rather simple PM
practices and policies that use discrete-event simulation
instead of optimizing those with production scheduling deci-
sions. Other studies have addressed integrated preventive
maintenance and job scheduling for single manufactur-
ing machines (Batun and Azizoglu 2009; Cassady and
Kutanoglu 2003; Pan et al. 2010; Sortrakul et al. 2005).
The objective function considered in these is the minimum
total weighted expected completion time. In Verma and
Ramesh (2007), systems and subsystems of a large man-
ufacturing plant were integrated into modular assemblies
with an applied multi-objective PM scheduling approach.
A multi-criteria approach for finding optimal PM intervals
of workstations in production lines in a paper manufactur-
ing facility is discussed in (Chareonsuk et al. (1997)), which
includes the total expected cost and reliability as objective
functions.

Genetic algorithms (GAs) have been used in PM liter-
ature extensively. Yulan et al. (2008) showcases a genetic
algorithm with different objectives that is used to solve
a mathematical model that considers five objective func-
tions that have to be minimized. Cavory et al. (2001) deals
with optimization of scheduling of maintenance tasks of the
machines in a single production line, in the context of a single
machine and one operator, with the goal to increase overall
throughput of this line. Through simulation of the produc-
tion line and an optimizer that uses a genetic algorithm,
they set the parameters of the GA in order to optimize the
throughput.

Guided self-organization (Prokopenko 2009) steers the
self-organizing dynamics of a system to a favored configura-
tion, balancing design and self-organization. PBNs exhibit
self-organizing characteristics (Kauffman 1993). BN and
PBN dynamics self-organize towards attractors (Hopfensitz
et al. 2012), be it attractor cycles or point attractors. They
reduce system complexity; as an example, there are over
30,000 genes (nodes) in the human genome, and only around
300 cell types (attractors, cells that self-organize towards a
limited sub-set of possible states) (Kauffman 1993). When
a system has a group of preferred states, or attractors, the
system will self-organize toward them. When two levels
of representation are present, and there is a relationship or
interaction between these, the system can be self-organizing
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Approach for Modeling Manufacturing Systems
in PM using PBNs with Intervention

Characterization of PBNs for the System

Construct the
Divide the Determine the predictors Determine the transition matrix Build Determine
system into for each machine/node, robability of starting from an constituent attractors
key according to the logical seﬁ)ec tion foZeach initial state | | networks | | based on
components relationships between cedictor for cach and apply the based on the constituent
(genes/nodes/ nodes and their p node predictors to transition networks
machines) functions / failure modes determine the matrix
subsequent states
Model Checking of PBN
. Interventions are
. The beh f th .
System is modeled as a ¢ behavior of the introduced to the
. model is analyzed with
Markov Decision . network to change
. model checking through ..
Process (MDP) using property verification system transitions to
PRISM . ide the network'
S using PCTL guide the network's

evolution

Fig. 1 Intervention on PBNs—Modeling of manufacturing systems

and the interactions of the lower level change the properties
of the higher level (bee-swarm, ant-colony, gene-cell, etc.).
This self-organization can be useful for designers and engi-
neers; in PBNs, the mechanism of intervention can be used
as a guided self-organizing technique that steers the evolu-
tion of the system towards a desired operational or chosen
state. The criticality (balance between ordered and chaotic
behavior) of a system or network depends on many factors,
and these can be advantageous to engineers and designers
to guide the evolution of the system. The evolution of a
manufacturing process can be guided towards a preferred
state (normal operation), and the process’ evolution in time
will oscillate (criticality) between ordered dynamics (the
operating state of the machine) and chaos (states leading
to machine failure). Every time a machine fails and steers
the system into chaotic behavior, the system can eventu-
ally organize and correct its behavior to reach a preferred
state.

In the literature, PM modeling with different optimiza-
tion objectives has been extensively studied, but from that
perspective, characterizing a system using PBNs and inter-
vention is an area of study that presents an interesting
opportunity of development. The proposed approach of
applying PBN modeling to manufacturing systems was
originally introduced in Rivera Torres et al. (2015b). A mod-
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ification to this methodology is presented in Fig. 1, which
incorporates periodic interventions necessary to model a PM
cycle.

According to Zhang and Van Luttervelt (2011), the
resiliency of a system does not imply that the system will
recover in order to perform the same functions, i.e., return
to its original stable state. The system, as a PBN, can have
several stable states and when there is a failure, it can recon-
figure itself and develop other functions, meaning it can
be in another stable state. The objective of this research
is not particularly reconfiguration, but to extend the use-
ful life of a system to achieve a well defined objective, and
that is why this methodology models PM to improve reli-
ability. If instead of modeling PM with an intervention to
extend the useful life of the system and achieve its goal,
the reconfiguration of the system is modeled when a failure
is detected to continue the systems work in another stable
state, the PBN with intervention can be used to model failure
recovery. This is another advantage of PBN with intervention
modeling.

Intervention in PBN models of manufacturing processes

This section discusses the use of intervention in PBNs that
model manufacturing systems. In systems biology, a PBN
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is used to model GRNs and study their evolution in time.
In a PBN, a BN is stochastically selected from a set, and
each BN has an associated transition diagram and a set of
Boolean Functions. Given an initial state, each BN will tran-
sition into a fixed state or set of states within a finite number
of steps, known as attractor. These attractors characterize the
network’s long-run behavior. There are certain states or sets
of states in a BN that equate to unhealthy states, i.e., a cer-
tain form of cancer, etc. Through the use of intervention, the
network’s state can be altered in order to avoid or reduce the
chance of reaching a certain state, or favor the selection of
healthy states.

In the previous sections and in other papers, the authors
have discussed how PBNs can be used to model industrial
machines and systems. In a manufacturing system, an indus-
trial machine will start operation in an initial state, and from
it evolves through time to normal operation, or failures in
the system, due to component reliability and/or manufactur-
ing conditions. In this context, PM is used with the intention
of delaying failure occurrence, or incrementing the system’s
normal operating time and efficiency. Given that a manufac-
turing system can be modeled as a PBN, a PM maintenance
schedule in an industrial machine can be modeled analogous
to an intervention in a PBN. PM alters the normal evolution
of a manufacturing system, as the replacement or mainte-
nance of a component in a machine delays the machine’s
failure occurrence and increases its MTBF, altering the oth-
erwise undisturbed succession of states. If left undisturbed,
the probability of failure of a machine increases through time,
reaching 1. The thesis of this research is that, similar to GRN
modeling, where PBNs with interventions can be used to
guide the network’s evolution to favor or avoid states (as in
a therapeutic intervention), in manufacturing systems mod-
eled using PBNs, and that intervention can be used to guide
the design of a system for reliability and improve maintain-
ability, avoiding states that can lead to system failure, thus
improving OEE.

Different to perturbation, intervention deliberately chan-
ges the state of some components in order to guide the
network to skip undesirable states that may lead to system
failure. Stimulus from outside the system can be applied
to the network, and in order for an intervention to be
effective, control policies are set for different types of
interventions. Since different components can affect the
next state of a target component, a single component that
has the most influence on the network’s state is identi-
fied as the control component. The state transition matrix
is changed thus by an external intervention. In a network

with n components, a vector x = (x1,x2,..., X,) Wwith
x; €{0,1}, Vi € {1, 2,...,n} defined as the control com-
ponent, which means that if x; = 1, then component i is

selected as a control component. An intervention vector is
defined as w = (wy,wz,...,wo), w; € {0,1},V) €

{1,2,..., 2"}, where w; = 1 or w; = O indicates a
change (or remaining) in state of a control component. The
expression level of the control component can be deter-
mined by its current state and the status of the intervention
vector. The intervention vector can be obtained following
different methods, but here a control policy is established
using a PM schedule. The state of the network under inter-
vention is given by the control input, the state of the
network prior to the intervention, and the intervention vec-
tor.

Simulations were performed to assess how the system’s
model evolved, and how its individual components failed.
Starting from an initial state, the probability of failure of
the components was characterized, and it was established
that a PM intervention would occur at the point closest to
when the components reach 50 % probability of failure. The
intervention resets the state of the component, equivalent to
resetting the probability of failure of the component to zero.
The simulation continues in order to determine the effects
of the interventions in the system’s model through time. For
each component, the interventions occur in different time
steps.

In this research the authors propose the establishing the
model of a system through its characterization as a PBN;
identifying relevant genes/nodes, determining of the pre-
dictor functions, and calculating the selection probabilities
of each predictor, constituent networks and cyclic/attractor
states. This way, any manufacturing process/system can be
modeled as a Markov decision process (MDP). The authors
propose the use of a model checker such as PRISM (PRISM
Model Checker, available at http://www.prismmodelchecker.
org), to verify mathematical/formal correctness of the model
through model checking, using probabilistic computational
tree logic (PCTL). The use of PRISM permits identifying
the system’s occurrence of failures and its behavior (the
amount of reachable states, deadlocks, etc.), and can aid
the identification of cyclic states/attractors. Deadlock states
are reachable states that have no outgoing transitions. A
manufacturing process can reach a deadlock state if, for
example, a machine in a parts/goods production process fails
and there is no product output. PCTL is a property ver-
ification language that permits analysis of a probabilistic
model through the identification of one or more proper-
ties that can be evaluated allowing the researcher to see
the time at which the maximum probability of failure of
a machine has been reached. This can aid the designer in
the task of creating a PM plan by intervening with the
system before a failure is imminent. PM will prevent dead-
lock states, thus prolonging the normal operation of the
process. Performing this analysis in the design phase per-
mits obtaining from the conceptualization of the process the
parts or components of the systems that can yield the best
results.
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Fig. 2 Ultrasonic welding
process
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PBN with interventions models of manufacturing
processes

Modeling methodology

To illustrate the proposed approach, an automated manu-
facturing welding process composed of three machines: an
off-the-shelf ultrasonic welding station and two off-the-shelf
“pick and place” machines will be modeled. This process is
taken from Rivera Torres et al. (2015b), and is reproduced
here for reference. The welding station is composed of a
2500W power supply, and an actuator that houses a 3-inch
air cylinder, a 20-micron converter, a 1:2.0 gain booster and
a 20kHz 1:1 gain horn. The welding station joins together
two rigid parts. The “pick and place” is a mechanism that
has movement in the x and y axes, and through a grip
holds, places and removes the parts to and from the weld-
ing station in the assembly line. The pick and place loads
the parts into the welding station. Once welded, a second
pick and place removes the welded parts. Initially, designed
features and requirements for each machine involved in the
process and their components are identified according to their
intended function and operation. A model of the manufactur-
ing process has been developed to capture the dynamics and
interactions of each of its components using PBNs in a high-
level language. PBNs can model the selected manufacturing
process because of its analogies with GRNs that are mod-
eled using BNs and PBNs (state-based stochastic transition
systems, with transitions based on probabilities of occurrence
of certain factors, their components/nodes can assume binary
states, relationships between nodes can be expressed using
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Boolean logic, and relevant nodes can be considered reg-
ulatory nodes, among others). Each node of the system is
treated analogous to the gene abstraction in a GRN using
binary quantization, where an expressed gene is assigned a
value of 1 and an unexpressed gene a value of 0.

Figure 2 shows the finite state machine of the process
modeled in this research, and is taken from Rivera Torres
et al. (2015b).

Construction of the process’ PBN

As per Rivera Torres et al. (2015b), the process is character-
ized as a PBN, and the constituent networks, attractor states
and selection probabilities are determined. The process is
modeled as a PBN in the form of Sys = G(V, F), where V =
{x1, X2, x3}, and F = {fl(l)’ fz(])’ 3(1), 1(2), 2<2), 3(2)}.
The nodes are: x; = pick and place 1, x, = pick and place 2,
and x3 = Welding Station. Predictors are Boolean functions,
estimated through component relationships and connectivity.
Rivera Torres et al. (2015b) details the characterization of
the process as a PBN, the determination of its failure modes,
relevant nodes, constituent network, steady states, predictor
functions and selection probabilities. Data on MTBF for each
of the key components of the modeled process was obtained
from technical data sheets from manufacturers. Based on the
MTBEF, their failure occurrence was calculated in terms of
their annualized failure rate (AFR) using the formula:

8760
) ey

AFR=1—-exp|\———
MTBF
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which is a form of the equation F(¢) = 1 — exp(—At) from
(Ebeling (1997)), where \ is the failure rate of each compo-
nent, and ¢ is time. Table 1 details the Reliability, AFR and
MTBEF of each of the process’ components.

Table 2 details the predictors of the process, along with
the selection probabilities for each.

The Ultrasonic welding process is a three gene PBN,
where /(i) is the number of possible predictors per node.
This means that [ (i), i = 1,...,31is (1) = 2,1(2) =
2, 1 (3) = 2. The total number of realizations D is: D =
H?:l [ (i) =2-2-2 = 8. There are 8 possible BNs, charac-
terized by 8 vector functions, listed in Table 3 below.

Table 1 Reliability, AFR and MTBF of process components

Machine Reliability AFR MTBF
Pick and place 1 0.40446 0.59554 9677.42
Pick and place 2 0.40446 0.59554 9677.42
Welding station 0.58657 0.41343 9917.73
Table 2 Predictors and selection probability
Component Predictor Selection
probability,
W
1
x1, Pick and x1(t+1)=x1 (1) 0.06763
place 1
x1+ D =x1() [x2()]| x3(t) 0.93236
x2,Pickand  xp(t+1) =x2(2) 0.06763
place 2
@+ =@ x@)]x@) 0.93236
x3, Welding x3(4+1)=(x3() &x1(t) &x(t)) 0.06763
station
x3(t+1)=@3@) [ x1 ()| x2(1)) 0.93236

Table 3 Pick and place’s Bn vector functions, selection probabilities
and attractors

BN Vector function Selection Attractors
realization probability

1 =( AP ) 00031 (1,3,5,7.8)
2 2= (A" A2 1Y) 000426 (1,2,4,6.8)
3 :(ff” 2,5 )) 000426 (1,3, 7, 8)
4 =( Oy )) 0.05879 (1, 4, 8)

5 =(f2<” 12, f8 )) 000426 (1, 5,7, 8)
6 =(f<” e, f“) 005879 (1, 6.8)

7 :( @, f“) 005879 (1,7, 8)

8 :(f;” 12, f‘”) 081073 (1, 8)

The probability of selecting the ith realization that has the
vector function is given by u; = Hi:l cl(,i). Table 3 lists the
selection probability for each constituent BN.

Model semantics

In the proposed model, when a particular machine is oper-
ating properly, is analogous to an expressed gene while an
unexpressed gene is analogous to a machine that is expe-
riencing a failure. Understanding this relationship between
the states of the machines and states of the system, a tran-
sition probability matrix is calculated. The transition matrix
describes correlated machine states constructed through the
application of predictor functions that are stochastically
selected. Each realization of the network is a BN that has a set
of transitions that represent the possible states of the system
that can be achieved by applying the selected predictors. The
transitions probability matrices that compose each realization
of the system lead to attractor or cyclic states. These states
are reached though the combined effect of machine failures
and operation. These are then interpreted as states of the sys-
tem. Some of the states of the system that are described in the
transition matrix of each realization are states that equate to
a system failure, and some are healthy states that translate to
normal operation of the system. Figure 3 illustrates the key
concept of a probabilistic Boolean network, a transition from
state to state.

Each circle shows a state of the system at different times.
At t = 0, the state of the system is in normal operation (rep-
resented by a ‘1) as all individual machines or nodes are
functioning (111), these nodes are denoted as x1 ... x3. The
arrow between boxes denote a transition of the system from
an operating state at ¢t = 0 to failure state (O11) at# + 1. This
particular transition occurred based on a predictor function
given by x1(r + 1) = [x1(¢) OR x2(¢) OR x3(#)]. In physi-
cal terms, the predictor function tells that at # 4+ 1 the system
will be in failure because either Pick and Place 1 or Pick and
Place 2 or the Welding Station failed, which can occur with
a probability equal to 0.93236. At time ¢ 4 1, an intervention
is applied changing the state of the Pick and Place 1 from
“false” or failure to operating (true) instead of transitioning
according to predictor function. The probabilistic Boolean
network, then:

e Is a collection Boolean networks that consist of a group-
ing of nodes/genes, such as each components of the
system (welding station, pick and place 1, and pick and
place 2).

e Transitions from state to state in time based on a set that
contains the group of Boolean functions or predictors that
govern the network in that specific time, such as the tran-
sition shown on Fig. 3 on which the system transitioned
from (111) to (011).

@ Springer
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“Operating |
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Fig. 3 Semantic model of PBN: Example of a transition with intervention

e Consists of 8 different constituent BNs for the system,
and each has a specific group of predictors. At every time
step, a stochastic decision is made on whether or not to
continue with the same BN or switch to a new realization.
Contains realizations, each of which has a different tran-
sition probability matrix.

Can be subjected to an intervention, which is a vector
that affects the inputs to the next state. The transition
interrupts the sequence of state transitions to guide the
next state to the expected output or desirable future state.

According to Zhang and Van Luttervelt (2011), a manufac-
turing system has two layers: infrastructure and substance. In
the context of this research, the infrastructure is the manufac-
turing machines that compose the process and the substance
is the parts that compose it. However, the PBN modeling
scope is delimited to the infrastructure of the system.

Experimental results

This section discusses the results of the experiments per-
formed to test the adequacy of the proposed model. In order
to quantitatively validate the proposed model, PRISM model
checker (Kwiatkowska et al. 2011) was used to generate the
data required to conduct inferential statistical tests to deter-
mine the level of correspondence. While the use of PBNs to
model industrial systems, predict failures and serve as a risk
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assessment and reliability analysis tool has been validated
in Rivera Torres et al. 2015a; 2015b, there is a remarkable
opportunity to expand the extent of the model. It will predict
failure, assess risk or analyze the reliability of the system, and
will implement interventions that may adjust the outcome of
the systems based on PBNs, delaying their time to failure
when compared to the PBN model without interventions.

A Control group was established by simulating the sys-
tem’s relevant components with their corresponding MTBFs
obtained from actual technical data sheets. Control group
data was compared against the PBN model of the system.
Starting from a healthy state, such as all nodes operat-
ing correctly (pick_and_placel = true, pick_and_place2 =
true, welding_station = true), the maximum probability of
reaching an unhealthy state, such as all nodes in failure
(pick_and_placel = false, pick_and_place2 = false, weld-
ing_station = false), is determined. Statistically significant
difference between the control group and the PBN group
was tested. The null hypothesis is that there is no difference
between the data from Control and PBN or Ho: | control
= i PBN. The alternative hypothesis is finding a difference
between Control and PBN, or Ho: i control # . PBN. Given
a-level of 0.05 for the test, it is concluded that there are no
significant differences in probabilities of failure between the
groups (p value > 0.05). In practical terms, there is no differ-
ence between control (expected value) and the PBN model
observed values. Results of the two-sample T test are shown
in Fig. 4.
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Two-sample T for Control vs PBN

N Mean StDev SE Mean
Control 201 0.953 0.152 0.011
PBN 201 0.905 0.227 0.016
Difference = mu (Control) - mu (PBN)
Estimate for difference: 0.0478

0.0796
T-Value =

95% upper bound for difference:
T-Test of difference = 0 (vs <):

2.48

P-Value = 0.993 DF = 348

Fig. 4 Two-sample T test: PBN versus PBN + intervention groups

Once it was established that there is no difference between
the PBN model and the expected values from a real manufac-
turing system, interventions were modeled and their effects
on the system were compared against the behavior of the
PBN. For example, interventions for the pick and place
machines are performed every 23 h, and for the welding sta-
tion every 25h, which is the time at which each of these
machines reaches 50 % of failure, per section 3.5. Property
verification in PRISM was used to determine the maximum
probability that at least one of the system’s machine compo-
nents fails through verification of the following property:

Pmax =?[F <= time pick_and_placel
= false |pick_and_place2 = false| welding_station
= false]. @

The element pick _and_placel, pick_and place2, and
welding_station are variables representing the system’s
machine components that assume a value of frue when
the specific machine is operating normally, and false if the
machine is in failure. The property verifies the maximum
probability that in the future, when time reaches a certain
value, either of the machines in the system is in failure. The
results are plotted and shown on Fig. 5.

A 2-sample T test performed using Minitab 16 to ver-
ify if there were statistically significant differences among
the means of the two groups. The null hypothesis for the
test is that population means are the same (for both groups:
PBN and PBN with interventions means) or H, : [Lcontrol =
ILEPBN-+intervention- 1he alternative hypothesis is that pop-
ulation means differ from each other or Hy : Wcontrol 7
LE P BN +intervention- Lhe p value for the T testis 0.001. Given
a-level of 0.05 for the test, it is concluded that there are sig-
nificant differences in probabilities of failure between the
groups. In practical terms, there is a difference between the
probabilities of failure between the Control and the PBN with
intervention groups. This means that the control group (the
process left unaltered) reaches a state of failure faster than
the experimental (PBN with Interventions) group. By using
intervention in this model, the system takes longer to fail.
Results of this test are shown on Fig. 6.

I
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1 20 40 60 80

T
100 120 140 160 180 20
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Fig. 5 Maximum probability PBN and PBN + intervention groups

Model checking was used to determine the time to failure
of in both groups: PBN and PBN with Interventions. Various
experiments were run using the model checker to determine
the time to failure as expressed on the property. For each
group, ten runs were performed on the model checker until
the maximum probability reached 1. Then, for each property,
the time at which the model checker allowed collecting mod-
eling data to determine time to failure were used to determine
the time of failure in both groups for comparison purposes.
Time to failure values per group are depicted on an individual
value plot on Fig. 7.

The individual value plot serves to show that the time to
failure of the PBN with Interventions is larger, therefore,
interventions in a PBN have the same effect as preventive
maintenance in machines in a manufacturing system; they
delay the failures.

Additionally, the statistical differences in time to failure
between the PBN and the PBN with Intervention groups
were determined. A Two-sample t-confidence interval and
test procedure was used to make inferences about the
difference between two population means based on data
from two independent, random samples. The null hypoth-
esis states that there is no difference between the time
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Two-sample T for PBN vs PBN+Int
N Mean StDev SE Mean

PBN 201 0.905 0.227 0.016

PBN+Int 201 0.825 0.263 0.019

Difference = mu (PBN) - mu (PBN+Int)
Estimate for difference: 0.0807

95% CI for difference: (0.0325, 0.1289)
T-Test of difference = 0 (vs not =): T-Value =

3.29 P-value = 0.001 DF = 391

Fig. 6 Two-sample 7T test: PBN versus PBN + intervention groups

to failure in PBN and PBN with Intervention group, or
Ho : [tcontrol = ILPBN with Interventions group- The alter-
native hypothesis states that the difference between time to
failure in the PBN group is less than the time to failure in
Control PBN with Intervention group, or Ho : [control <
M PBN with Interventions group- The p value for the hypOthG-
sis test is 0.000 and given a-level of 0.05, therefore, the
null hypothesis is rejected. This means the time to failure
observed in the PBN group is statistically significantly less
than the time to failure observed in the PBN with Interven-
tions group. The proposed model of PBN with Interventions
provides time to failure values greater than the PBN; conse-

Individual Value Plot of PBN Time to Failure, PBN + Intervention Time
180

160 .

140 4

120

Time

100 4
[]

80 4 ©

60

PBN Time to Failure PBN + Intervention Time to Fail

Fig. 7 Time to failure individual value plot PBN and PBN with inter-
vention groups

quently, interventions modeled increase time to failure in the
system. Results of the two-sample T test are shown in Fig. 8.

This bio-inspired, stochastic methodology uses PBNs with
interventions to a model manufacturing process under Pre-
ventive Maintenance schedule and guides the evolution of the
network. This methodology also provides a new mechanism
for the study and prediction of a process future behavior at the
design phase assessing future performance and identifying
areas to improve design reliability and system resilience. This
research demonstrated that PBNs modeling of the behavior
of an automated assembly process can be performed through
the study of the relationship between the state of the sys-
tem and its main components, i.e. machines; therefore, the
methodology can be applied to a variety of manufacturing
process or systems.

Conclusions

This paper presented how intervention in a bio-inspired, sto-
chastic modeling methodology for a manufacturing process
can be used to guide the system’s evolution. The methodol-
ogy aids the development and validation of a bio-inspired
model from which statistically valid predictions about its
behavior were obtained. The intervention was used to model
an automated assembly process in preventive maintenance
and was coupled with validation and verification. Experi-
ments were conducted to perform empirical predictions of
system behavior. Their results were congruent with expected

Two-sample T for PBN Time to Failure vs PBN + Intervention Time to Fail

N Mean StDev SE Mean
PBN Time to Failure 10 87.90 7.59 2.4
PBN + Intervention Time 10 152.6 11.9 3.8
Difference = mu (PBN Time to Failure) - mu (PBN + Intervention Time to Fail)

Estimate for difference: -64.70
95% upper bound for difference:
T-Test of difference = 0 (vs <):

-56.87

T-Value = -14.49 P-Value = 0.000 DF = 15

Fig. 8 Two-sample T test: time to failure PBN and PBN with intervention groups
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observable events. A two-sample T test was used to validate
statistically significant differences between the probabili-
ties of failure of the PBN and the PBN with intervention,
(p value = 0.001, o = 0.05). An individual box plot shows
that time to failure between PBN and experimental groups
is greater for PBNs with interventions. Another two-sample
T test demonstrates statistical differences in time to failure
between the control and the experimental groups (p value =
0.000, o = 0.05). This shows that PBN models with interven-
tions have a longer time to failure than PBN models without
interventions. Findings from this research suggest that the
proposed approach can be repeated for larger manufacturing
systems with multiple machines, which can afterwards be
characterized as PBNs with interventions. This research also
suggests that this methodology can be applied to different
processes or systems given that the relationship between the
state of the system and its main components is known. The
predictors for the system can be determined in a similar way,
studying the relationship between the nodes to determine rel-
evant nodes, logical equations, among others. The predictor
selection probability is also determined from a probability
analysis. These deliberate perturbations of a network allow it
to achieve a desired response, in order to identify those condi-
tions that can attract “healthy” system states, thus improving
its reliability and efficiency. Future research should concen-
trate in optimizing the control of the network such that the
optimal solution to the PM schedule for the system. Optimiz-
ing the control of the PBN in a manufacturing process may
contribute to designing more resilient systems and processes
(Zhang and Van Luttervelt 2011). In Wang et al. (2014a;
2016), the authors discuss a unified definition of the service
system and its identity, distinguishing it from other systems.
The authors believe that PBNs can be useful to model a gen-
eral service system, and this can be a future research.
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