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Abstract The paper deals with prototyping strategies aimed
at supporting engineers in the design of the multisensory
experience of products. It is widely recognised that the most
effective strategy to design it is to create working prototypes
and analyse user’s reactions when interacting with them.
Starting from this consciousness, we will discuss of how
virtual reality (VR) technologies can support engineers to
build prototypes suitable to this aim. Furthermore we will
demonstrate howVR-based prototypes do not only represent
a valid alternative to physical prototypes, but also a step for-
ward thanks to the possibility of simulating and rendering
multisensory and real-time modifiable interactions between
the user and the prototype. These characteristics ofVR-based
prototypes enable engineers to rapidly test with users dif-
ferent variants and to optimise the multisensory experience
perceived by them during the interaction. The discussion is
supported both by examples available in literature and by
case studies we have developed over the years on this topic.
Specifically, in our research we have concentrated on what
happens in the physical contact between the user and the
product. Such contact strongly influences the user’s impres-
sion about the product.
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Introduction

The termExperience is largely used for advertising purposes:
cars, appliances, coffee machines and many other products,
including services and software, are advertised as experi-
ences (Schmitt 1999; Pine and Gilmore 2011). Companies
are pushed to invest a lot of efforts in putting on the mar-
ket products eliciting worthwhile experiences (as defined
in (Hassenzahl (2010a)). In years, that term has been used
with many different connotations and has assumed multi-
faceted meanings: from referring to pure usability until a
more abstract association, i.e. a story. As stated by Hassen-
zahl (2010a), when looking for a new product we have to first
figure out the story to render through it, and only after put
effort in designing and implementing the technology needed
to create it. The term story is used to synthesise the dynamic
andworthwhile patterns of actions, feelings and emotions the
product should elicit to whom somehow deal with it (alone
or together with other users) (Hassenzahl 2010a). An inter-
esting example and further considerations are provided in
(Hassenzahl et al. 2013).

This interpretation extends what in the Human Computer
Interaction (HCI) field is labelled as theUser Experience (i.e.
the experience focused on the set of actions performed by a
user, interacting physically with the product, in order to suc-
cessfully performa task (DIS2009)). Indeed,whendesigning
the User Experience of products there is something more to
investigate beyond usability or performance indexes: that one
is itself an experience created and shaped through technol-
ogy (Hassenzahl 2005, 2014). During the interaction/usage,
the product features (its sensory properties, behaviours and
functionalities) trigger a complex set of emotional, behav-
ioural and appraisal effects (Hassenzahl 2005; Schifferstein
andHekkert 2011) into the user. These effects shape the over-
all perception of the user about the product and thus her/his
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willingness to get positively involved with it. From a design
perspective, the creation ofworthwhile experiences is a com-
plex task to accomplish: it requires to simultaneously take
into account not only the new features and functionalities to
be implemented on the product, but also the way and how the
user will experience them and the context of use where this
experience will take place. Consequently, several expertise
are needed to deal with this design problem, from human
sciences to engineering (Schifferstein and Hekkert 2011),
while the variables to take into account are the following:
the specific interaction/usage situation and its background
scenario; the products and its features; the user and his/her
experiential attitudes; the presence of other people (Hassen-
zahl 2010a; Forlizzi and Battarbee 2004; Hassenzahl and
Tractinsky 2006).

To deal with this complex design problem, prototypes
are fundamental especially in the early stages of the prod-
uct development process. It is a current practice in industry
to build a number of physical variants of the same product
idea in order to observe and measure differences when per-
forming tests with users. Prototypes must be put in front of
the user and used; engineers must observe how users act,
interact and behave in front of them. Then, engineers must
collect users’ impressions and feedback and, on this basis,
they must rethink the product and the experience it should
be able to elicit. Norman (2004) suggests this approach in
emotional design, which is very much related to experience
design, since emotion is a subset of experience (Desmet and
Hekkert 2007). However, even if this strategy works prop-
erly when designing software, since no physical material is
needed to build variants, it is not always sustainable in case
of consumer goods industries: the building of physical pro-
totypes demands for high time and investment costs to R&D
departments. Not only economical, but also technical limi-
tations are present: having working prototypes in the early
stages of the product development process (behaving as the
final product will do), is not that feasible.

In this paper, we analyse alternative prototyping strate-
gies for product experience design and provide indications
to guide practitioners toward the selection and implementa-
tion of the most effective one. We narrow our discussion on
the technical and implementing requirements that a prototyp-
ing strategy should take into account to enable the building
of an effective testing/design environment where the final
user can play an active role. Among the prototyping strate-
gies currently available, we focus on Virtual Reality (VR)
technologies and on the strong relevance they have gained
in the product development process (Ottosson 2002). Even
if there is a huge amount of literature on the role played by
such technologies in optimising the design and engineering
phases of new products, too little has still been written on
how such technologies can support engineers in the design
of the multisensory experience of products. Thanks to the

big evolutions of visualisation technologies, the attention of
practitioners is still continuing to be too focused on the digital
creation of high quality aesthetic (visual) renderings while
less on the other sensorial cues such as haptic, sound and
olfactory ones.

To address all these issues we start the discussion
analysing the characteristics that a prototype used for multi-
sensory product experience design should have (“Prototypes
for product experience design” section). We concentrated on
that part of the experience, which lasts few seconds, and
occurs at the interaction between the product and the user.
In (Hassenzahl 2010b) such stage is defined as the act of
experiencing the product. Despite of its short life span, this
stage of the interaction has a strong influence on the user’s
perception of the product since, it is the moment in which the
contact between the product and the user is established and
thus, the impression about the product is shaped. In “Pro-
totyping strategies: real, virtual and mixed” section these
multisensory characteristics are used to evaluate the effec-
tiveness of currently available prototyping techniques. Then
we describe a framework to be used as a conceptual map
of the possible prototyping directions to follow according to
the engineering target to pursuit (“A framework to guide the
design of multisensory testing scenarios” section). Finally,
using the framework as reference, we detail indications and
examples to put it into practice (“Put the framework into prac-
tice: examples of testing scenarios for the experience design
of appliances interfaces” section). These examples will be
used to point out the potentials of mixed (a combination of
virtual and real) prototypes in guaranteeing a good balance
between the faithfulness of the experience perceived and the
technical/economic feasibility of the prototyping phase. The
examples and considerations provided in this paper are the
result of years we have spent researching within the field of
Virtual Prototyping and working in collaboration with con-
sumer goods industries.

Prototypes for product experience design

In this Section we discuss the characteristics that proto-
types for multisensory experience design should embody.
Buchenau and Suri (2000) have labelled them as Experience
Prototypes. Merging the insights available in their work and
in the literature cited in “Introduction” section, we extrapo-
lated a set of requirements which are hereby discussed and
summarised in Table 1. This set takes also into account the
testing conditions needed to evaluate the multisensory expe-
rience of new products and the requirements stated by the
engineer so as to use the prototype as a design tool for explor-
ing alternative solutions.

As primary requirement we consider the necessity, during
the test with users, of enabling an active/firsthand apprecia-
tion of the interaction. This implies for the user the possibility
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Table 1 Characteristics of the prototypes and of the testing activities
to run with them, on the basis of the requirements for multisensory
experience design taken from literature

Prototyping and testing requirements for multisensory product
experience design

Prototypes should support designers in observing and acquiring user
behaviours/reactions when they actively interact with them

A number of Prototypes must be available as variants for testing

Prototypes characteristics and behaviour should be varied and variable
in real-time in order to enable designers and engineers implementing
users’ request for change

Prototyping must take into account the product under analysis as well
as the background scenario of the interaction

Prototypes must communicate with users through different sensory
modalities: they must be multisensory

Prototypes must reproduce as much as possible how the experiencing
with the final product will be. It is not necessary that they are exactly
working as the final product, except for how they appear to the
human sensory system

to experience the prototype subjectively and thus to not
consider prototypes only as “do not touch” demonstrators
(Buchenau and Suri 2000). Moreover, the user’s behaviour
and reaction should be observed and acquired.

Secondly, following the motto exploring by doing
(Buchenau and Suri 2000) designers should be allowed to
explore design alternatives as soon as possible, so as to find
the optimum interaction when it is still possible to apply
changes to the initial idea. This implies that prototype vari-
ants are necessary. Since companies are seeking in reducing
costs related to the product development process and also in
shortening it, low cost and fast prototyping strategies would
be preferred for this purpose.

Merging this aspect with the necessity of guaranteeing a
firsthand involvement of the user, the third aspect comes out:
the user should have the possibility to directly change the
prototype behaviour/characteristics or ask for modifica-
tions. In addition, the multisensory perception elicited by
the prototype should be variable over time and in real-
time; that is mandatory also for any modification applied to
the prototype. The reason here is twofold. First, being the act
of experiencing the result of an interaction it is by definition
dynamic. Second, it is only by guaranteeing the controlla-
bility of the experiencing over time that the designer can
explore different interaction modalities and product behav-
iours. This fact implies two related consequences:during the
testing phase prototypes must be modified quite easily in
order to match their behaviour to the user’s requests; an

effective prototyping strategy should guarantee the mod-
ifiability of the prototype.

Widening the perspective of our analysis another criti-
cal aspect rises: how to set the stage for the experiencing
(Buchenau andSuri 2000).Actually, in thework ofBuchenau
and Suri this expression has a broader meaning (not lim-
ited to time and space aspects but including also cognitive
ones). However, what is important to us is how to faithfully
contextualise the interaction not only over time but also in
space, making explicit the relationships established between
the person interacting with the product, the product itself
and the place where the experience takes place. This aspect
tells us that designers must prototype both the product
under analysis and the specific moment and context of
use. Obviously, that is not necessary during field tests, where
real contexts of use are selected as the scenario for the analy-
sis.

Together with these implementing indications we have
also to consider the kind of information flow to be conveyed
between the user, the product and the context. Norman (2004)
describes three levels of information processing involved
in the emotional experience with products: visceral, behav-
ioural and reflective. He advices designers to take care of the
visual appearance of products (see also (Mugge and Schoor-
mans 2012)), in order to stimulate the visceral part and, of
other sensory modalities, including the sense of touch, to
stimulate the behavioural processing. This visceral part of
humans is also the focus of our paper since what we con-
centrate on is the engineering of the aesthetic experience of
products as defined in the Desmet and Hekkert’s framework
(Desmet and Hekkert 2007).

As also pointed out in (Schifferstein and Hekkert 2011;
Spence and Gallace 2011; Gallace and Spence 2013) the
act of experiencing is by nature multisensory, involving not
only visual appearance, but also touch (e.g. see (Gallace
and Spence 2013; Klatzky and Peck 2012)), hearing (e.g.
see (Schifferstein and Hekkert 2011; Spence and Zampini
2006; Langeveld et al. 2013)) and smell (Krishna et al. 2010;
Spence et al. 2014). All these aspects have to be taken into
account and thus included when setting the stage: the infor-
mation flow between the prototype and the user must be
multisensory, involving all the senses that are naturally
part of the interaction as it would be the real product
in a real context. Therefore, the interaction should be as
faithful as possible.

After this discussion, the questions arising are now the fol-
lowing: if the best way to design a successful multisensory
product experience is building (as soon as possible) several
working and easily modifiable prototypes and put them in
front of the user, are lo-fi physical prototypes suitable to
this aim? Are they able to reproduce the right multisensory
experience? In both cases the answer is negative. Different
materials generate different sounds, produce different hap-
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Fig. 1 Multisensory interaction
with a real world. The user
senses the environment through
multiple senses and combine the
inputs to get a unique
perception. The model takes into
account the perceptual and
behavioural aspects of humans,
i.e. the focus of this paper, and
not the emotional ones
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tic feedbacks, and release different odours. Therefore, the
resulting perception is different. Hence, what is the right
prototyping strategy we can apply? The next “Prototyping
strategies: real, virtual and mixed” section poses the concep-
tual basis for answering to this question.

Prototyping strategies: real, virtual and mixed

Currently available prototyping strategies are the following:
physical, virtual and mixed (Zorriassatine et al. 2003; Bor-
degoni and Rizzi 2011). They are briefly introduced in the
following. We also explain how multisensory experiences
could be rendered with these three prototyping modalities.

Real (physical and rapid) prototypes

Physical prototypes usually are built so as to reproduce faith-
fully the aesthetics, or the functional/technical aspects of the
product that are under investigation. If we are not at the end
of the design process, they only reproduce some specific
aspects, because of cost and time reasons (e.g. prototypes
for aesthetic evaluation purposes only reproduce the prod-
uct appearance). They can be made with raw materials by
means of very rough manufacturing techniques (these are lo-
fi prototypes for example made with cardboard), or be very
sophisticated, made through processes and materials simi-
lar to the ones that will be used to manufacture the product.
Their main drawbacks are: the cost, the time required to be
built and the limited modifiability. Sometimes, if many mod-
ifications are required, prototypes must be built again: when
several variants of the same product must be produced, a high
number of prototypes must be built, thus the time increases
and so does the cost (Graziosi et al. 2014).

Rapid prototypes are also physical prototypes but made
with rapid prototyping techniques and rapid prototyping
materials (Chua et al. 2010). Rapid prototyping techniques
are improving quite rapidly, as well as the kind of materials
that can be used. While requiring less time to be built com-
pared to physical prototypes, they still suffer from the same
limits in term of modifiability, flexibility and cost.

Physical and rapid prototypes can reproduce sensory cues
faithfully only if they are very similar to the final product. If
the material used to build the prototype is different, the sen-
sory cues it reproduces are not faithful: its weight, sounds,
and smell might be not as the ones of the product. To explain
this point, in Fig. 1 is displayed a simplifiedmodel of a human
involved in a multisensory interaction with a real environ-
ment through an action-perception loop. The user perceives
the world in order to perform an action, something happens
and thus a new perception occurs in a loop: only if the phys-
ical prototypes is exactly as the final product will (e.g. same
appearance and same materials), the multiple inputs it pro-
vides are faithful and thus adequate for testing the product
experience with users.

Virtual and mixed prototypes

Nowadays the term Virtual Prototypes (VP) is widely used
in the industrial field for any kind of digital simulations. As
a consequence, different definitions of VP exist in litera-
ture (see for example (Zorriassatine et al. 2003; Bordegoni
and Rizzi 2011; Wang 2002)). Our definition of VP is a
’computer-based simulation of a product prototype the user
can interactwith in away that is natural and intuitive’. This is
strictly related toVirtualReality (VR) technology. In (Burdea
and Coiffet 2003) VR is defined as a realtime high end simu-
lation involving different sensory modalities. Indeed, one of
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Fig. 2 Multisensory interaction
with a virtual world. The virtual
environment is a combination of
sensory models. Each model is
rendered through a dedicated
VR interface and sent to the
user, who perceives the virtual
world through her sensory
system. The perception of the
virtual environment will be a
combination of the inputs
coming from each sensory
modality
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the main differences among any kind of digital simulations
and VPs is that they are still digital alternatives to physi-
cal prototypes but, accessed by users by means of multiple
sensory modalities through VR technologies. The real-time
requirement (i.e. they have to react to users’ actions in real-
time) strongly influences the choice of the algorithms used to
simulate a physical phenomenon, which sometimes are very
accurate and therefore not suited to work in realtime.

In Fig. 2 is represented a multisensory interaction with
a virtual world. Simulations generate the information to be
sent to the user through the different sensorymodalities. Each
sensory simulation (e.g. visual, audio, haptic) is sent to a
specific output interface, and finally displayed to the user.
Generally each interface communicates with one sense only.
If the virtual world is sensed through multiple modalities,
an integration occurs and it is finally perceived. When the
user perceives the virtual world she can act on it through
input interfaces (that input interfaces could be the same as the
output ones since, for example, haptic interfaces act both as
input and output). Something happens in the virtual world as
a consequence of the user action (acquired through the input
interface), and a new perception occurs. VPs are thus built
through the combination ofmultiple (input/output) interfaces
and the fidelity of the rendering of the sensory cues is closely
related to their quality (and cost).

Despite the development of the technologies in years, VR
still does not offer the tools for a faithful simulation of a
real world because of both software and hardware limitations
(which determines the quality of the interfaces used) as well
as for the limited knowledge of the human sensory/perceptual
system as it happens for example for the sense of touch.
Actually, considerable effort has been spent by the scientific
community on VR visualisation technologies, both software
and hardware (for an overview of the development of hard-
ware visualisation technologies see Hainich and Bimber
2011), so that high fidelity visual prototypes can be easily
created and in some cases (e.g. in aesthetic design review ses-

sions) they can successfully substitute physical prototypes.
Sound technologies are also sufficiently mature to make
them a valid tool to create virtual prototypes (Farnell 2010).
The haptic technology is the one that is currently receiv-
ing a high interest from the VR community and is growing
rapidly, despite the complexity of the touch sensory system
that makes the development of haptic technologies very chal-
lenging (Hayward et al. 2004;Grunwald 2008). The olfactory
technologies are still at the earliest stages of their develop-
ment but some interesting case studies are already available
in literature (for a recent overview see (Nakamoto 2013)).
Finally, the taste sensory system and its related technologies
are the ones up to now less studied and developed. Examples
of technology for taste are based on a cross-modal illusion
where the gustatory interface is a combination of visual and
olfactory cues (Narumi et al. 2011).

For what concern the applicability of VR with respect
to the range or type of product to be designed, limitations
exist. These limits are a consequence of the current limits
of the technological interfaces used. For example, wearable
products are, up to now, part of this range.

WhenVR technologies are not able to reproduce faithfully
all the sensory cues or the use scenario already exists and,
we are interested only in adding further information on it
(we do not want to reproduce virtually something that is
already available), a good solution is a mix of real and virtual
information. This mix can help in overcoming limitations,
exploiting existing information and finally creating faithful
prototypes. These ones, which are mix of real and virtual
cues, are called Mixed Prototypes (MP) (Bordegoni et al.
2009).

Mixed prototypes are related to Mixed Reality (MR),
which is a coherent combination of virtual and real infor-
mation (Milgram and Kishino 1994). From earliest works on
MR and in particular on Augmented Reality (AR) (which is
a subset of MR) up to now, many applications and exam-
ples have been developed especially for the sense of vision
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Fig. 3 Multisensory interaction with a mixed world. The user acts both on the real and virtual environment (through the use of VR interfaces) and
perceives both. Real and virtual worlds must be synchronised, thus changes on the real world must be reflected in the virtual one and vice versa

(e.g. see (Azuma et al. 2001; Krevelen and Poelman 2010)).
World augmentation can be done not only for the sense of
vision but even for other sensory modalities, such as touch
and hearing, as stated by one of the first surveys on AR
(Azuma 1997). World augmentation requires technologies
for sensing the real environment and technologies to add fur-
ther information. Some examples on audio augmented reality
can be found in (Bederson 1995; Mynatt et al. 1997), where
audio tracks are added to real scenarios. Also for touch some
examples of AR exist. Nojima et al. (2002) describe a sys-
tem including a haptic interface specifically developed for
haptic AR, thus sensing what happens into the real world,
and augmenting human perception through a force. Another
interesting contribution concerning AR for touch can be
found in (Jeon and Choi 2009). Here, given the difficulties to
simulate deformable bodies in realtime with a high render-
ing quality, some forces are added through a haptic interface
while touching a real deformable body.

MPs currently represent the most interesting alternative to
physical ones, despite presenting very complex issues to be
addressed. Figure 3 refers to human multisensory interaction
with a mixed world. The user senses the real world as well
as the virtual one through all her modalities. An integration

of the senses occurs and the user perceives the mixed world.
At this point she can act both on the real and the virtual
world: when a change occurs in one of them this has to be
reflected into the other, and the user starts sensing and per-
ceiving the new mixed world. In this picture real and virtual
worlds are separated but not independent. This is the first
challenge to solve, if something occurs in the real world this
has to be reflected into the virtual one and vice versa. Ishii and
Ullmer (1997) describe this problem in one of the pioneering
works on Tangible User Interfaces (TUI), but this is still an
open issue as described in (Leithinger et al. 2013), especially
when themixedworld is multisensory. Hence, when building
mixed prototypes, how to faithfully combine the virtual and
real components is an aspect that should not be underesti-
mated.

A framework to guide the design of multisensory
testing scenarios

On the basis of the requirements set in “Prototypes for prod-
uct experience design” section, the prototyping modalities
currently available and the modalities though which humans
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Fig. 4 The user experiencing framework: the real human can interact with a real, virtual or mixed prototype in a real, virtual or mixed context of
use. The framework is based on the continuum described in (Milgram and Kishino 1994)

perceive the externalworld (“Prototyping strategies: real, vir-
tual and mixed” section), we have drawn the map reported in
Fig. 4. This map shows the combination of prototypes we can
build for the multisensory product experience design. These
are real, virtual andmixed. The three elements at the basis of
the design/engineering problem are here recalled (see “Intro-
duction” section): the user, the product and the context of use.
According to the way each element is rendered we can thus
build different kinds of multisensory testing scenarios. That
frameworks will be used to suggest when and why a specific
prototyping strategy should be preferred to the others.

A real testing scenario consists of a human interacting
with a physical prototype within a real context. As said in
“Prototyping strategies: real, virtual and mixed” section the
testing scenario built is faithful only if both the context of
use and the prototype itself are as, or very close to, the
real (final) one. If that is the case, we are almost at the
end of the development phase: modifications are no more
feasible with a reasonable effort in terms of cost and time.
If a non satisfactory multisensory experience between the
user and the prototype is measured, there is no more room

for substantial changes. These high fidelity prototypes are
effectively used for running field tests analyses, which are
testing activities driven by purposes which are completely
different by the experience design ones. Hence, the use of
a physical prototype is suggested when: the company can
easily afford the prototyping costs, the high-fidelity requisite
is a must have one, the new product to be designed implies
small changes to an existing one whose prototype is already
available.

In a virtual testing scenario both the product and the con-
text of use, are reproduced within a VR environment. Virtual
simulations can be controlled overtime and parametrised, but
the faithfulness of the experience perceived is strongly influ-
enced by the technical limits of the output/input interfaces
used for building the prototype and the context. Hence, this
testing scenario can be used to roughly explore different solu-
tions at the very beginning of the design process. Even if the
level of faithfulness is low (as it happens for the low-fi phys-
ical prototype) an effective exploration activity is however
possible thanks to the variables that can be controlled within
a simulated environment.
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There are also intermediate testing scenarios. They are
built when one of the following two situations occurs: the
prototype of the product is virtual or it is a mix of virtual
and physical information and the context is a real one; the
prototype of the product is real but the context is virtual or it
is a mix of virtual and real information. In both cases we have
amixed testing scenario. Such scenario can be useful both at
the beginning aswell as inmore advanced stages of the design
process. For example, we can have a mixed prototype built
through both digital and physical parts where the digital ones
are those parts of the product that need to be changed. The
mixed prototype is put within a virtual scenario if we need
also to evaluate the effects given by different contexts of use.
If a unique context exists for the product or the target context
has been already defined, there is no need to prototype it: we
can use a real one.

To conclude this section we point out that the more we
move towards the fully virtual testing scenario the more the
number of design variables we can control increases (from
almost “0” in the real testing scenario to “several” in the fully
virtual one). That statement is further valid ifwe consider also
the following aspect: since in principle each sensory simu-
lation is independent from the others, we can test the single
contribution of each sensory stimulus to the whole product
experience. For example, sounds can be independent from
forces or shapes and so on. This fact enables engineers to
more deeply explore the design space. Indeed, even if a mul-
tisensory experience is by definition holistic, to optimise it
during the design phase we can tune each single contribu-
tion separately as it will be explained in the next section. For
example we can analyse the quality of the experience per-
ceivedwhen closing a door, separating the contribution given
by the force needed to close it (i.e. the kinaesthetic stimulus)
with the one of the sound produced (i.e. the sound stimulus).

Put the framework into practice: examples of
testing scenarios for the experience design of
appliances interfaces

Once realised what kind of testing scenarios we need to build
we can now start the prototyping activity. This one should be
carried out, as already underlined, keeping in mind the fol-
lowing three main aspects: what technology or physical parts
we need to render the multisensory cues (what kind of out-
put/input interfaces); how to control the behaviour of such
interfaces so as to make them adjustable on users’ requests
(we need to test variants); how to transform the users’ pref-
erences into design specifications so that the results of the
testing activity can be used as input for the next engineering
phases.

In the following we make use of case studies available in
literature (some of them are the ones we have developed in

years on the topic) to demonstrate how each aspect could be
put into practice (taking into account the suggestions already
provided in “A framework to guide the design ofmultisensory
testing scenarios” section) and how much they are strictly
correlated. Finally, we will concentrate on VR/MR proto-
types which are the focus of the paper.

Prototyping multisensory concepts: defining the
output/input interfaces

As pointed out in “Prototypes for product experience design”
section, prototypes must be multisensory. All the senses are
usually involved in the product experience, even if in some
cases we are not aware of. Therefore, in which way can the
prototyping activity take into account all the sensory modal-
ities?

In case of a redesign activity the first thing to do is to
observe how the user interacts with the existing product, and
then identify which senses and how they are involved in the
interaction. If the aim is to design a completely new prod-
uct the designer should first state what kind of multisensory
interaction she would need to implement in the product (e.g.
a strongly automatic product would need audio and visual
feedback to inform the user). Then, in both cases, the build-
ing of the simulations can start taking into account all the
senses and thus the input/output interfaces needed. The main
requirements for these simulations are the following: they
must allow the designer vary the sensory feedback indepen-
dently and they should guarantee a faithful experience.

Figures 5, 6 and 7 show three examples of virtual and
mixed prototyping activity that we have developed to design
user experiencing with the door of a refrigerator and a dish-
washer. In all these cases the context is only virtual and
reproduced for the sense of vision. For the fridge case study
reported in Fig. 5 the visual simulation of the context as well
as of the product (i.e. a kitchen and a fridge) has been per-
formed using theUnity3D environment (www.unity3d.com).
Sound is rendered through Unity3D and the haptic interface
is controlled via MiddleVR for Unity (http://www.middlevr.
com). MiddleVR is also used to adapt prototype position and
orientation in realtime according to the user’s point of view
through an optical tracking system.

The examples shown in Figs. 6 and 7 have been developed
using the H3DAPI (www.h3dapi.org) development environ-
ment andmake use of another haptic interface. Sincewewere
interested in optimising the force necessary (i.e. the kinaes-
thetic stimulus) to open and close the door we have used
a 3DOF MOOG-HapticMaster (www.moog.com/products/
haptics-robotics/), instead of the 6DOF Virtuose Haption
interface (www.haption.com) since it is able to render higher
forces. Furthermore, we have created a rapid prototypes of
the handle of the fridge (see Fig. 6). The decision to use
this rapid prototype has been made as a consequence of the
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Fig. 5 The multisensory VP of a refrigerator door. The example is
similar to what described in Ferrise et al. (2010) except for the object
under analysis (here is a refrigerator instead of a washing machine) and
for the simulation of the context of use. The simulation generates three
stimuli: visual, through a rear projected display (1), a tracking system
(2), and a tracked pair of glasses (3); haptic, rendered through a 6DOF
device (4); sound, generated through speakers (5)
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Fig. 6 The multisensoryMP of a refrigerator door as described in Fer-
rise et al. (2013). A rapid prototype of the door handle (6) is attached to
the device in order to improve the overall haptic feedback. The simula-
tion generates three stimuli: visual, through a rear projected display (1),
a tracking system (2), and a tracked pair of glasses (3); haptic, rendered
through a 3DOF device (4) and a rapid prototype (6); sound, generated
through speakers (5)

results gathered from previous research activities we have
described in (Ferrise et al. 2010; Bordegoni and Ferrise 2013;
Ferrise et al. 2013). In these studies it is detailed how to
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Fig. 7 ThemultisensoryMPof a dishwasher door described in Phillips
Furtado et al. (2013), Graziosi et al. (2014). In order to improve the
haptic feedback, a real handle (6) is attached to the haptic device which
reproduces different parametric haptic models. The simulation gener-
ates three stimuli: visual, through a rear projected display (1), a tracking
system (2), and a tracked pair of glasses (3); haptic, rendered through
a 3DOF device (4) and a real handle (6); sound, generated through
speakers (5)

virtualise human interaction with a virtual prototype of a
washing machine. The users, who were asked to compare
the simulation of the washing machine with the real one,
reported the following limitation: the haptic feedback is influ-
enced by the shape of the handle of the haptic device, which
is different from the handle of the real washing machine.
Hence, we decided to replace the haptic handle with a rapid
prototype having the same geometry of the handle of the
product.

In the case study summarised in Fig. 5,wewere focused on
exploring different opening/closing modalities of the fridge
door and its internal drawers. For this reason, since the faith-
fulness of the force feedbackwas not a requirement (as for the
case study in Fig. 6), we have used the 6DOF Haption Virtu-
ose general purpose haptic device. The dishwasher example
in Fig. 7 is similar to the fridge one in Fig. 6. However, in
this case, instead of using a rapid prototype of the handle we
have used the real interface of the product. In this way we
have guaranteed that the tactile feedback perceived by the
user on his hand was realistic.

As a further example, in (Bordegoni 2011) is described
a simulation of, again, a washing machine but, based on a
different approach. Here touch and vision and both haptic
feedback and visual feedback are obtained combining real
and virtual information. A physical mockup of the washing
machine is assembled putting together lo-fi components and
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a rapid prototype of the shape of the physical interface where
usually knobs and buttons are positioned. It is important that
this interface is reproduced faithfully because it is where the
user will touch when interacting with the knob. The knob is
controlled by a haptic interface, so its behaviour can change
in realtime. The visual appearance of the washing machine
is superimposed onto the mockup in mixed reality. The user
sees the virtual washing machine and the real surrounding
environment.

All these examples demonstrate how big is the range of
testing scenarios offered by VR/MR prototypes as well as
the reasoning behind the selection of the interfaces needed
to render a faithful interaction. It is clear that all these aspects
have to be tuned according to the objectives of the testing and
engineering activities.

Exploring design alternatives through parametrisation
of the interfaces behaviour

One of the features of prototypes is to enable the engineer
to explore the design space: the user can test different prod-
uct variants and can ask for real-time modifications. With
VR/MR prototypes this can be done through the parametri-
sation of the simulation.

When simulating a phenomenon in VR for prototyping
purposes there are two approaches that can be used. We will
call them physical and sensory. The idea is similar to what
described in (Gallace et al. 2012) but with some differences.
In Gallace et al. (2012) the authors describe how to design
effective multisensory simulations concentrating on the way
the user perceives the simulation. They analyse how the sim-
ulation can be affected where some senses are not involved
and present some practical examples of how to overcome
limitations throughwhat the authors define neurally-inspired
VR, i.e. creating simulation based on human brains principles
rather than concentrating on reproducing the characteristics
of the physical stimuli.

We are interested in giving the user a faithful represen-
tation of the experiencing but also we are interested on the
prototyping of the sensory features which are responsible
of it (as discussed in “Prototyping multisensory concepts:
defining the output/input interfaces” section). To clarify the
meaning of physical and sensory simulations we will use a
simple example. Let us simulate what the user feels on his
hand when rotating a knob and also the sound produced. This
is amultisensory simulation involving vision, touch and hear-
ing at ease. For simplicity we will concentrate on touch and
hearing. We can simulate the physical phenomenon underly-
ing the knob rotation, which in the simplest case is a friction,
a very well known physical law that can be simulated in
realtime. Simulating friction (stick and slip) we can derive
the kind of torque to be rendered on user’s hand through
a specific haptic interface, and the sound produced. Real-

time simulations of the sound of friction are described in
(Avanzini et al. 2005). As an alternative we can simulate a
generic torque profile and sampled sounds and play them.
As the physical phenomenon increases in complexity (for
example we can add some clicks to the knob) it is easy to
understand how the first approach tends to get more compli-
cated while the second does not. At some point it will get to
a situation where it will be no more suitable to be simulated
in real time. In this case simplifications will be necessary to
run the simulation in realtime. The main difference between
the two approaches is that in the first one we are interested
in simulating the physical phenomenon, while in the second
we are interested in simulating only what the user will feel
of it with his sensory modalities. There is a similar distinc-
tion in the field of sonic interaction design (Rocchesso and
Serafin 2009) where sounds are divided into synthesised and
sampled. The former reproduce physical phenomena while
the latter reproduce sampled sounds interactively. In physi-
cal simulations touch and sound are in someway related: if
we change the materials, the sounds produced and the forces
returned will vary accordingly. In the case of sensory sim-
ulations the feedbacks are independent each other and we
can play with combinations. We can, for example, associate
different sounds to the same force feedback and so on.

When focused in designing product experiencing,
designers might be interested in exploring different alter-
natives without concentrating on the physical phenomena
underlying them. Therefore the second approach might be
preferred to the first one. As an example in (Bordegoni et al.
2011; Ferrise et al. 2013) are described some virtual/mixed
prototypes based on sensory simulations of doors feedback,
while in (Strolz et al. 2011; Shin et al. 2012) two haptic
devices are used to implement the physical approach to sim-
ulate the doors of car and appliances. As said, depending on
the purpose of the simulation the physical might be preferred
to the sensory one and vice versa.

In this view it comes out that in order to create product
variants there are two parameterisation strategies to follow.
One is parameterising the physical phenomena, and the other
one isparameterising the final perception throughparameter-
ising the sensory simulations. In our case the second strategy
is preferred. Programmable interfaces enables the possibility
to modify their characteristics in order to generate different
sensory stimuli. For example, commercially available hap-
tic devices behaviour can be controlled over time and in
real-time (an example will be discussed in the next section).
The same activities can be done for sound stimuli using the
Unity3D environment. For the vision (but not only limited to
this stimulus), as already mentioned, the Unity3D environ-
ment as well as H3DAPI offer a wide range of possibilities
where visual cues can be mixed with sound ones and corre-
lated to haptic stimuli (as done in the case study reported in
Fig. 5).
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From simulations to design specifications

Simulations, especially those based on pure digital informa-
tion, can give as output situations that are not physically
reproducible. Mixing sensory simulations separately a ques-
tion might arise: we can quite easily decouple the sound
produced by a door slamming, and we can record an experi-
encing which the user likes most. Thus, how can we extract
from the simulation design specifications for real products?
This is a reverse engineering problem from simulation to
design specifications.

Examples in literature exist for the sense of hearing (Auw-
eraer et al. 1997). In (Phillips Furtado et al. 2013; Graziosi
et al. 2013, 2014) we described a prototype and a dedicated
approach built to quantify users’ preferences and transform
these ones into design specifications. To reach this objec-
tive a MP of the product to be redesigned is created (in that
case a dishwasher) within a virtual context (see Fig. 7). The
issue here is to investigate the overall experiencing during
the opening/closing of the dishwasher door.

In this example the behaviour of the haptic device (i.e.
the behaviour of the door) is controlled through parame-
ters so as to give to the user the possibility to test different
opening/closing modalities using a unique simulation. The
parameterisation is created using the softwarewhich controls
the dynamics of the device (see “Exploring design alterna-
tives through parametrisation of the interfaces behaviour”
section). In addition, being the simulation parametric, it is
possible to adapt, on user’s request, such behaviour. The
user is able to ask for changes of the haptic feedback of
the door while the other two sensory feedback are fixed. By
means of a dedicated experimental campaignwith users, their
preferences are captured and translated into design specifi-
cations through the use of optimisation algorithms. Indeed,
the values of the parameters retrieved from the experimen-
tal test are used as input for solving the equations of the
physically-based model of the opening/closing system of
the dishwasher that has been previously created and veri-
fied using the LMS-AMESim (www.lmsintl.com) software.
Designers can choose what component or technical parame-
ter (e.g. the spring, the friction) of the door opening system
needs to be optimised (so as the final product will return the
same haptic behaviour of the simulation). In this way, in case
ofmultisensory optimisation (e.g. a specific sound plus a spe-
cific force) different physical components can be selected to
be optimised for generating the desired sensory feedback.

Conclusions

This paper describes the main aspects at the basis of the
design and optimisation of the multisensory experience of
products. It analyses the possibilities offered by VR-based

technologies to support engineers in prototyping, testing and
designing worthwhile experiences (Hassenzahl 2010a). The
discussion starts from the analysis of the main characteris-
tics that a prototype built for such purposes should have: it
should be multisensory and modifiable in real-time. Besides
not only the product under analysis but also its context of
use should be part of the prototyping activity if needed. This
discussion is grounded on the main contributions in the same
field available in literature (Hassenzahl 2010a; Schifferstein
and Hekkert 2011; Forlizzi and Battarbee 2004; Hassenzahl
and Tractinsky 2006; Buchenau and Suri 2000; Spence and
Gallace 2011; Gallace and Spence 2013).

The discussion underlines how virtual and mixed proto-
typing strategies are becoming a valid alternative to physical
prototypes when dealing with this kind of design problems.
Specifically, a mixed prototyping strategy to date seems to be
the most interesting one. It can be used to overcome the limi-
tations of both the virtual and physical prototypes: when VR
technologies are not able to guarantee the faithfulness of the
multisensory experience perceived due to technical limits of
the input/output interfaces used, the real world, adding real
components, is the solution.Vice versa, when the real world
is not able to guarantee any realtime modification of the pro-
totype behaviour and appearance, virtual simulations can be
of great help. The issue here is how to properly combine the
real and virtual representations within a unique prototype.
Actually, that is feasible as demonstrated by the examples
and case studies reported along the discussion.

Anyway a little bit of skepticism in the use of VR-based
technologies is still present in industries due to the technical
limitations which indubitably characterise them, especially
concerning the interfaces of some sensory modalities as
touch, olfaction and taste. However, the scientific community
is investing a lot of efforts trying to overcome them through
different strategies: on the one hand understanding better the
principles at the basis of the human perceptual system and
exploiting it in simulations (Gallace et al. 2012) and, on the
other, improving the integration of the virtual and physical
world in order to limit the number of information thatmust be
virtually simulated so as to guarantee, as much as possible,
the faithfulness of the multisensory interaction. These are
good premises for considering Experience Virtual or Mixed
Prototypes as effective tools for supporting engineers in the
design and optimisation of the multisensory experience of
products.
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