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Abstract Facility layout problemsdealwith layout of facil-
ities or departments in a shop floor. This article studies
unequal-area static facility layout problems in order to min-
imize the sum of the material handling costs and unequal-
area dynamic facility layout problems so as to minimize the
sum of the material handling costs and rearrangement costs.
Unequal-area static and dynamic facility layout problems are
NP-hard. Therefore, a modified particle swarm optimization
was suggested to solve them where the departments have
fixed shapes and areas throughout the time horizon. The
modified particle swarm optimization was tested using the
available problem instances chosen from the literature. The
proposed algorithm applied two local search methods and
the department swapping method to improve the quality of
solutions and to prevent local optima for dynamic and sta-
tic problems. It also utilized the period swapping method
to improve the solutions for dynamic problems. The results
showed that the proposed algorithm has created encouraging
layouts in comparison with other approaches.

Keywords Unequal-area facility layout problems · Static
facility layout problems ·Dynamic facility layout problems ·
Particle swarm optimization

Introduction

Facility layout problems (FLPs) cope with finding the loca-
tions of departments, or facilities in a shop floor in order to
minimize the sum of the material handling costs. Accord-
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ing to Tompkins et al. (2010), facility design will be one
of the most momentous areas in the manufacturing environ-
ment in the future. Approximation shows that 20–50% of the
overall operating cost within manufacturing environments
are allocated to material handling, and an effective facili-
ties arrangement can reduce it by 10–30% (Tompkins et al.
2010). According to Fig. 1, two main categories of FLPs
that can be considered are: static facility layout problems
(SFLPs) and dynamic facility layout problems (DFLPs). In
SFLPs, material flows among facilities are stable through-
out the time horizon, and this type of formulation is suit-
able for industries where the material flows among facilities
do not change for a long duration. Nevertheless, SFLPs are
not appropriate in some industries because companies must
be able to respond quickly to changes in product demand.
Thus, DFLPs have gained attention since 1986. DFLPs are
the extension of SFLPs such that the material flows among
facilities can be changed in different periods but are fixed in
each period. In DFLPs, the time horizon is split into a num-
ber of periods, which could be years, seasons, months, or
weeks. The solution for a DFLP is one layout for each period
but it is a single layout for an SFLP. Broadly, FLPs can be
split into two parts, the first is those with equal areas and
the second is those with unequal areas. In the former, each
of the facilities or departments has the same area. However,
this is not the case in the latter. In accordance with Fig. 1,
SFLPs are divided into two categories, the first is equal-area
SFLPs (EA SFLPs) and the second is unequal-area SFLPs
(UA SFLPs). Similarly, there are two divisions for DFLPs
as follows: equal-area DFLPs (EADFLPs) and unequal-area
DFLPs (UA DFLPs). Specifically, there are three main cat-
egories for UA DFLPs, which are: (1) UA DFLPs where
the areas and shapes of departments or facilities are fixed
throughout the time horizon, (2) UA DFLPs where the areas
of departments or facilities are fixed in all periods but their
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shapes are not constant and can change in consecutive peri-
ods, and (3) UA DFLPs where both the areas and shapes
of departments or facilities are not fixed and can change in
consecutive periods. In a factory, application of any change
in the areas and shapes of departments or facilities is costly,
and the management prefers to reduce the cost in all situa-
tions (Yang and Peters 1998). Therefore, this article focuses
on UA SFLPs and UA DFLPs where the areas and shapes of
departments are constant and cannot change throughout the
time horizon.

Drira et al. (2007) stated that FLPs are complex and NP-
hard. Thus, exact approaches could not solve them within a
reasonable computational time when the number of depart-
ments increases. Their complexity increases when the prob-
lems are dynamic. To find good layouts for problems in
an efficient manner, it is essential to select a strong meta-
heuristic algorithm (Yildiz and Solanki 2012). PSO has few
parameters to set and has an effective global search method.
Furthermore, in comparison with other meta-heuristic algo-
rithms, the implementation of PSO is easy and simple
(Moslemipour et al. 2012). Therefore, this paper utilizes
a modified PSO algorithm for solving UA SFLPs and UA
DFLPs where the areas and shapes of departments are fixed.

The structure of this paper is as follows: a literature review
of UA SFLPs and UA DFLPs is provided in “Literature
review” section. The mathematical models developed for
UA SFLPs and UA DFLPs are presented in “Mathemat-
ical formulation for UA SFLPs and UA DFLPs” section.
In “Modified particle swarm optimization (PSO) for solv-
ing UA SFLPs and UA DFLPs” section, a modified PSO
is proposed for solving them. “Numerical experiments and
parameter settings” section is allocated for numerical exper-
iments and parameter settings. In “Results and discussion”
section, the results of the proposed algorithm are presented
and discussed. Finally, conclusions are provided in “Conclu-
sions” section.

Literature review

FLPs were originally introduced by Koopmans and Beck-
mann (1957). Two industrial problems with equal-size
departments were investigated in order tominimize themate-
rial handling costs. Equal-size departments are rarely practi-
cal in the industry and real-world competitive market; there-
fore, Armour and Buffa (1963) formulated the UA SFLPs.
Imam and Mir (1989) investigated UA SFLPs and solved
two problems with a search algorithm named TOPOPT.
Heragu and Kusiak (1991) introduced two models for UA
SFLPs which were: single row layout and multi-row lay-
out. A heuristic algorithm was then proposed for solving
the problems. Imam and Mir (1993) extended their ear-
lier study and proposed a heuristic method named FLOAT,

which created better solutions in contrast to TOPOPT.
Mir and Imam (2001) developed a newmodified optimization
approach (i.e. modified simulated annealing) named HOT
for solving UA SFLPs. The results of the HOT approach
showed that it created better layouts in comparison with the
FLOATandTOPOPTmethods.Xiao et al. (2013) studiedUA
SFLPs with input/output points and used a two-step heuristic
method for solving the problems. SFLPs are not appropri-
ate in some industries because companies must be able to
respond quickly to changes in product demand and product
price. Thus, researchers have started to focus on DFLPs.

In this respect, EA DFLPs were formulated by Rosenblatt
(1986) to minimize the sum of the rearrangement costs and
the sum of the material handling costs. He solved the prob-
lems using dynamic programming. UA DFLPs were origi-
nally formulated by Montreuil and Venkatadri (1991). The
length and width of departments could change in consecutive
periods but the areas of departments were fixed in all peri-
ods. They applied a heuristic algorithm in order to minimize
the ‘expected flow traveled’. Lacksonen (1994) investigated
UA SFLPs, and UA DFLPs where the shapes and areas of
departments could change throughout the entire time hori-
zon. He used a two-stage method for solving the problems,
where an improved cutting plane heuristic was used in stage
one for solving a quadratic assignment problem and a mixed
integer linear programming model was applied in stage two
for finding the block diagram arrangements. Subsequently,
Lacksonen (1997) proposed a new heuristic method for solv-
ing UA DFLPs and showed that this approach created bet-
ter layouts in comparison with the two-stage method. Yang
and Peters (1998) examined UADFLPs and formulated mul-
tiple scenarios where the shapes and areas of departments
were fixed. Then, they solved the problems with a heuristic
method. Dunker et al. (2005) examinedUADFLPswhere the
shapes and areas of departments were fixed throughout the
time horizon. They joined dynamic programming and genetic
algorithm (GA) for solving the problems. Likewise, McK-
endall and Hakobyan (2010) looked into UA DFLPs where
the shapes and areas of departments were fixed and a two-
stage algorithm was used to solve the problems. However,
they did not report the sum of the rearrangement costs and
only the sum of the material handling costs was announced.
Multi-objective UA DFLPs with input/output points were
formulated by Jolai et al. (2012). They proposed amathemat-
ical model and used a multi-objective PSO to find the solu-
tions. UA DFLPs where the shapes and areas of departments
could change throughout the time horizon were formulated
by Mazinani et al. (2012). The flexible bay structure (FBS)
was used to simplify the problems, and GA was applied to
solve them.

It is clear that there is no research on using PSO in the field
of UA SFLPs and UA DFLPs where the shapes and areas of
departments are fixed. This research aims to solve the prob-
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FLPsFLPs

SFLPsSFLPs

DFLPsDFLPs

UA SFLPsUA SFLPs

EA SFLPsEA SFLPs

UA DFLPsUA DFLPs

EA DFLPsEA DFLPs

Where the areas and shapes of departments are fixed throughout the time horizonWhere the areas and shapes of departments are fixed throughout the time horizon

Where the areas of departments are fixed in all periods but their shapes are not constantWhere the areas of departments are fixed in all periods but their shapes are not constant

Where the areas and shapes of departments are not fixed and can change in consecutive periodsWhere the areas and shapes of departments are not fixed and can change in consecutive periods

Fig. 1 Types of FLPs

lems with a modified PSO under the following constraints:
(1) departments have rectangular or square shapes, (2) shape
and area of each department are constant for the whole time
horizon, (3) departments have free orientation (i.e. the length
and width of a department can be exchanged), (4) all depart-
ments cannot overlap with each other, (5) there are several
periods for material flow when the problem is dynamic, (6)
all departments must be arranged in a given area, (7) rectilin-
ear distance is used for calculating the distance between two
departments, and (8) objective function minimizes the sum
of the material handling costs for static problems, and min-
imizes the sum of the material handling costs and the sum
of the variable and fixed rearrangement costs for dynamic
problems.

Mathematical formulation for UA SFLPs and UA
DFLPs

Twomixed integer nonlinear programming (MINLP) formu-
lations are proposed for UASFLPs andUADFLPswhere the
shapes and areas of departments are fixed throughout the time
horizon, to create a continuous arrangement. The notations
are given as follows:

Indexes

i, j Indexes of department
t Index of period
n Number of departments
T Number of periods

Parameters

fi j Frequency of material flow from department i to
department j

W Length of shop floor
H Width of shop floor
wi Length of department i
hi Width of department i

di j Rectilinear distance or city block distance between
departments i and j

Ait Fixed rearrangement cost for department i in
period t

Rit Variable rearrangement cost for department i in
period t

fi j t Frequency of material flow from department i to
department j in period t

di j t Rectilinear distance or city block distance between
departments i and j in period t

Pit Rectilinear distance or city block distance to move
department i from period t to period t + 1

Variables

(xi , yi ) Center-coordinate of department i

ri =

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

1 if length and width of department i exchange
in comparison with original length and width
of department i (i.e. if orientation of
department i changes in comparison with
original orientation of department i)

0 otherwise

(xit , yit ) Center-coordinate of department i in period t

ri t =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

1 if length and width of department i exchange
in period t in comparison with

original length and width of department i
(i.e. if orientation of department i
changes in period t in comparison with
original orientation of department i)

0 otherwise

uxit =
{
0 if xit = xi(t+1)

1 otherwise

uy
it =

{
0 if yit = yi(t+1)

1 otherwise

zit =
{
0 if ri t = ri(t+1) and uxit = uy

it = 0
1 otherwise
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xvi j Violation along x axis between departments i and
j

yvi j Violation along y axis between departments i and
j

vi j Violation between departments i and j
xvi j t Violation along x axis between departments i and

j in period t
yvi j t Violation along y axis between departments i and

j in period t
vi j t Violation between departments i and j in period t
v Total average violation among departments

In the proposedmathematical model, the coordinate of the
bottom left of the shopfloor is (0, 0). Themathematicalmodel
for UA SFLPs where the shapes and areas of departments are
fixed is proposed as follows:

minimize
n∑

i=1

n∑

j=1

fi j di j

=
n∑

i=1

n∑

j=1

fi j
(∣
∣xi − x j

∣
∣ + ∣

∣yi − y j
∣
∣
)

i �= j (1)

s.t.
wi

2
(1 − ri ) + hi

2
ri ≤ xi

≤ W −
(

wi

2
(1 − ri ) + hi

2
ri

)

i = 1, . . . , n (2)
hi
2

(1 − ri ) + wi

2
ri ≤ yi

≤ H −
(
hi
2

(1 − ri ) + wi

2
ri

)

i = 1, . . . , n (3)
∣
∣xi − x j

∣
∣ + ∣

∣yi − y j
∣
∣

≥
(

wi

2
(1 − ri ) + hi

2
ri + w j

2

(
1 − r j

) + h j

2
r j

)

+
(
hi
2

(1 − ri ) + wi

2
ri + h j

2

(
1 − r j

) + w j

2
r j

)

i, j = 1, . . . , n and i �= j (4)

xi , yi , x j , y j ≥ 0 ri , r j ∈ {0, 1} i, j = 1, . . . , n (5)

In this formulation, Eq. (1) shows the objective function of
UASFLP that is rectilinear distance-based andminimizes the
sum of the material handling costs among the departments. It
is assumed that the cost per unit distance is one. Equations (2)
and (3) confirm that departments must be in the shop floor
along the x axis and y axis, respectively. In other words, each
department is restricted in the shopfloor based onEqs. (2) and
(3). Equation (4) prevents the overlap between each pair of
departments. In otherwords, Eq. (4) ensures that departments
do not overlap.

In this part, the mathematical model is proposed for UA
DFLPs when the shapes and areas of departments cannot
change throughout the time horizon.

minimize

⎛

⎝
T∑

t=1

n∑

i=1

n∑

j=1

fi j t di j t

+
T∑

t=1

n∑

i=1

Ait zit +
T∑

t=1

n∑

i=1

Rit Pit

)

i �= j (6)

s.t.
wi

2
(1 − rit ) + hi

2
rit ≤ xit

≤ W −
(

wi

2
(1 − rit ) + hi

2
rit

)

i = 1, . . . , n t = 1, . . . , T (7)
hi
2

(1 − rit ) + wi

2
rit ≤ yit

≤ H −
(
hi
2

(1 − rit ) + wi

2
rit

)

i = 1, . . . , n t = 1, . . . , T (8)
∣
∣xit − x jt

∣
∣ + ∣

∣yit − y jt
∣
∣

≥
(

wi

2
(1 − rit ) + hi

2
rit + w j

2

(
1 − r jt

) + h j

2
r jt

)

+
(
hi
2

(1 − rit ) + wi

2
rit + h j

2

(
1 − r jt

) + w j

2
r jt

)

i, j = 1, . . . , n and i �= j t = 1, . . . , T (9)

uxit + uy
it + ∣

∣ri(t+1) − rit
∣
∣ ≤ 3zit

i = 1, . . . , n t = 1, . . . , T (10)

xit , yit , x jt , y jt ≥ 0 rit , r jt , u
x
it , u

y
it , zit ∈ {0, 1}

i, j = 1, . . . , n t = 1, . . . , T (11)

It is obvious, that Eqs. (6), (7), (8) and (9) can be inter-
preted similarly like Eqs. (1), (2), (3) and (4), respectively.
Equation (10) shows whether the position of a department
changes or does not change in consecutive periods. In other
words, it shows whether the orientation of a department
(in comparison with its original orientation) and the center-
coordinate of a department are changed or not changed in
consecutive periods.

Modified particle swarm optimization (PSO) for solving
UA SFLPs and UA DFLPs

PSO is a population-based stochastic optimization approach.
It is based on the simulation of social behaviors such
as, animal herding, bird flocking, and fish flocking. Basi-
cally, PSO is a continuous algorithm that is fundamentally
designed to solve continuous problems and it is classified as
a meta-heuristic algorithm. Meta-heuristics can solve prob-
lems with minimum information. PSO was first designed by
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Kennedy and Eberhart (1995). In PSO, there are some parti-
cles that move through the search space to find the optimal
solution. The position of each particle is considered as a solu-
tion for the problem. In PSO, the newposition of each particle
is determined by using its velocity, the best position found
by the particle, and the best position for all existing parti-
cles. Formulas describing a particle behavior are shown in
Eqs. (12) and (13) (Engelbrecht 2007).

vi (t + 1) = wvi (t) + c1r1
(
xi,best (t) − xi (t)

)

+ c2r2
(
xgbest (t) − xi (t)

)
(12)

xi (t + 1) = xi (t) + vi (t + 1) (13)

where, t is the index of time, i is the index of particle, xi (t)
is the position of particle i at time t, vi (t) is the velocity of
particle i at time t, xi,best(t) is the personal best position of
particle i at time t found until this time, xgbest(t) is the global
best position at time t, w is the inertia weight coefficient that
must be between 0.4 and 0.9, r1 and r2 are uniform random
variables between zero andone (i.e. r1 and r2 ∼ U (0, 1)), and
c1 and c2 are acceleration coefficients of the best personal and
global solutions, respectively. c1 and c2 should be between 0
and 2.

Steps of normal PSO

1. Create particles and evaluate them.
2. Determine the best personal solution for each particle and

the best global solution.
3. Update the velocity and position of each particle by using

Eqs. (12) and (13).
4. If the stopping condition is satisfied, then go to step 5;

otherwise, go to step 2.
5. End of the algorithm.

Solution representation for UA SFLPs

To represent a solution for UA SFLPs, we have to determine
the center-coordinates of departments along the x and y axes
in the shop floor and the orientations of departments in com-
parison with the original orientations of departments, that are
named X,Y , and r , respectively. PSO prefers to work with
variables that are between zero and one. Thus, it is hard for
PSO toworkwith X,Y , and r variables because each of these
variables is not between zero and one. Therefore, x̂, ŷ and r̂
are used instead of X,Y , and r such that x̂, ŷ and r̂ are vari-
ables between zero and one. Finally, the proposed method
can determine the values of X,Y , and r by using Eqs. (15),
(16), and (14) respectively. In Eqs. (14), (15), and (16), xi , yi ,
and ri are members i of X,Y , and r , respectively.

We can determine the orientations of departments in com-
parison with their original orientations by using Eq. (14).

ri =
{
0 if r̂i < 0.5
1 if 0.5 ≤ r̂i ≤ 1

i = 1, . . . , n (14)

According to Eqs. (2) and (3), we can write Eqs. (15) and
(16) to find the center-coordinates of departments in a shop
floor.

Xmini = wi

2
(1 − ri ) + hi

2
ri ,

Xmaxi = W −
(

wi

2
(1 − ri ) + hi

2
ri

)

→ xi = Xmini + (Xmaxi − Xmini ) x̂i i = 1, . . . , n (15)

Ymini = hi
2

(1 − ri ) + wi

2
ri ,

Ymaxi = H −
(
hi
2

(1 − ri ) + wi

2
ri

)

→ yi = Ymini + (Ymaxi − Ymini ) ŷi i = 1, . . . , n (16)

where (Xmini ,Ymini ) and (Xmaxi ,Ymaxi ) are the minimum
and maximum values of the center-coordinates of depart-
ment i respectively. A solution for an 11-department prob-
lem is presented in Fig. 2b. Length and width of departments
are shown in Fig. 2a for this problem. Length and width of
the shop floor are 15. Therefore, the center-coordinates of
departments along the x and y axes in the shop floor and the
orientations of departments are calculated using Eqs. (15),
(16), and (14) respectively in Table 1.

Solution representation for UA DFLPs

To represent a solution for UA DFLPs, we must determine
the center-coordinates of departments along the x and y axes
in the shop floor and their orientations in comparison with
their original orientations in all periods; they can be named
X,Y , and r , respectively. It is easy toworkwith variables that
are between zero and one in continuous algorithms. Thus,
the proposed method uses x̂, ŷ and r̂ instead of X, Y , and
r such that x̂, ŷ and r̂ are variables between zero and one.
x̂, ŷ, r̂ , X,Y , and r are matrices with T rows and n columns
such that the first and last rows show the data of period 1
and period T , respectively. For example, the first member in
matrix X is the center-coordinate of department one along the
x axis in period one and the last member in matrix Y shows
the center-coordinate of department n along the y axis in
period T . Equations (14), (15), and (16) are applied for each
period. It means, Eqs. (18), (19), and (17) are used to find
the center-coordinates of departments along the x and y axes
and the orientations of departments for every period.

rit =
{
0 if r̂i t < 0.5
1 if 0.5 ≤ r̂i t ≤ 1

i = 1, . . . , n t = 1, . . . , T (17)

Xminit = wi

2
(1 − rit ) + hi

2
rit ,
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r̂

x̂

44 11 11 22 33 1.41.4 44 2.62.6 44 44

44 22 22 55 22 55 33 22 88 77

55

55

0.53430.5343 0.66880.6688 0.59730.5973 0.52470.5247 0.22690.2269 0.52480.5248 0.93090.9309 0.46470.4647 0.94210.9421 0.12000.1200 0.52300.5230

0.96040.9604 0.50490.5049 0.50500.5050 0.70650.7065 0.21680.2168 0.33630.3363 0.15500.1550 0.50500.5050 0.69550.6955 0.67560.6756 0.01610.0161

0.62170.6217 0.12320.1232 0.43780.4378 0.94210.9421 0.58940.5894 0.86210.8621 0.09430.0943 0.23450.2345 0.46710.4671 0.19540.1954 0.34510.3451

ŷ  ŷ  

Length of departments (wi)Length of departments (wi)

Width of departments (hi)

(a) Length and width for 11-department problem 

(b) Solution representation for 11-department problem

x̂

r̂

Fig. 2 a Length and width for 11 departments problem. b Solution representation for 11 departments problem

Table 1 Center-coordinates and orientations of departments

Department 1 2 3 4 5 6 7 8 9 10 11

Center-coordinates of
departments along x axis
(X)

7.8773 9.8632 8.8622 7.7470 3.9497 7.7480 12.2399 7.0623 12.3631 3.3200 7.73

Center-coordinates of
departments along y axis
(Y )

12.5644 7.5637 7.5650 10.1845 4.1016 5.2737 3.36 7.565 8.8685 8.9048 2.661

Orientations of departments
in comparison with
original orientations of
departments

1 0 0 1 1 1 0 0 0 0 0

Xmaxit = W −
(

wi

2
(1 − rit ) + hi

2
rit

)

→ xit = Xminit + (Xmaxit − Xminit ) x̂i t

i = 1, 2, . . . , n t = 1, 2, . . . , T (18)

Yminit = hi
2

(1 − rit ) + wi

2
rit ,

Ymaxit = H −
(
hi
2

(1 − rit ) + wi

2
rit

)

→ yit = Yminit + (Ymaxit − Yminit ) ŷi t

i = 1, . . . , n t = 1, 2, . . . , T (19)

where (Xminit ,Yminit ) and (Xmaxit ,Ymaxit ) are the min-
imum and maximum values of the center-coordinates of
department i in period t , respectively.

In the proposed method, Eq. (20) is used for calculating
the cost function of UA SFLPs.

minimize

⎛

⎝
n∑

i=1

n∑

j=1

fi j
(∣
∣xi − x j

∣
∣ + ∣

∣yi − y j
∣
∣
)
(1 + βv)

⎞

⎠

i �= j (20)

where β is a coefficient with a value of 120 for UA SFLPs.
The authors have run the proposed method on UA SFLPs for
10 times to set the coefficient.

The total average violation among departments (i.e. over-
lap violation between each pair of departments) for UA
SFLPs can be calculated by using Eq. (21) and the violation

between department i and department j is calculated using
Eq. (22). The violations between department i and depart-
ment j along x axis and y axis are calculated using Eqs. (23)
and (24), respectively.

v = 1

n2 − n

n∑

i=1

n∑

j=1

vi j i �= j (21)

vi j = min
(
xvi j , yvi j

)
i, j = 1, . . . , n (22)

xvi j=max

(

1−
∣
∣xi−x j

∣
∣

wi
2 (1−ri )+ hi

2 ri+w j
2

(
1−r j

) + h j
2 r j

, 0

)

i, j = 1, . . . , n (23)

yvi j=max

(

1−
∣
∣yi−y j

∣
∣

hi
2 (1−ri ) +wi

2 ri+ h j
2

(
1−r j

)+w j
2 r j

, 0

)

i, j = 1, . . . , n (24)

For UA DFLPs, the cost function is calculated using
Eq. (25)

minimize

⎛

⎝

⎛

⎝
T∑

t=1

n∑

i=1

n∑

j=1

fi j t di j t

⎞

⎠ (1 + βv)

+
T∑

t=1

n∑

i=1

Ait zit +
T∑

t=1

n∑

i=1

Rit Pit

)

i �= j (25)
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where β is a coefficient with a value of 150 for UA DFLPs.
The authors have run the proposed method on UADFLPs for
10 times to set the coefficient.

The total average violation among departments in all peri-
ods (i.e. overlap violation between each pair of departments
in all periods) for UA DFLPs is calculated by using Eq. (26)
and the violation between department i and department j is
shown in Eq. (27). The violations between department i and
department j along x axis and y axis in period t are calculated
using Eqs. (28) and (29).

v =
T∑

t=1

⎛

⎝
1

n2 − n

n∑

i=1

n∑

j=1

vi j t

⎞

⎠ i �= j (26)

vi j t=min
(
xvi j t , yvi j t

)
i, j=1, . . . , n t=1, . . . , T (27)

xvi j t=max
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∣xit−x jt

∣
∣

wi
2 (1−rit )+ hi

2 rit+
w j
2

(
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) + h j
2 r j t

, 0

⎞

⎠

i, j = 1, . . . , n t = 1, . . . , T (28)

yvi j t=max

⎛

⎝1−
∣
∣yit−y jt

∣
∣

hi
2 (1−rit )+wi

2 rit+ h j
2

(
1−r j t

) +w j
2 r j t

, 0

⎞

⎠

i, j = 1, . . . , n t = 1, . . . , T (29)

Steps of the proposed modified particle swarm optimization

The flowchart of the proposed modified PSO for solving UA
SFLPs and UA DFLPs is presented in Fig. 3. According to
Fig. 3, in the first step, particles must be created randomly
and then evaluated. The velocity and position of each parti-
cle should be updated using Eqs. (12) and (13) in the sec-
ond step. In the third step, if the number of iterations is
≤100, the proposedmethod applies the department swapping
method; otherwise, it updates the best personal and global
solutions. The department swapping method is explained in
“Department swapping method” section. In the fourth step,
the local search method 1 is applied to the best global solu-
tion, and it is described in “Local search method 1” section.
In the fifth step, if the number of iterations is less than the
maximum iteration minus 20, the proposed algorithm goes
to the second step; otherwise, if the problem is dynamic,
it uses the period swapping method and then applies the
local search method 2 to the best global solution. In this
step, if the problem is static, it uses only the local search
method 2. In the final step, if the number of iterations is
equal to the maximum iteration, the algorithm is stopped;
otherwise, it goes to the second step. The period swapping
method and local search method 2 are explained in “Period
swapping method” and “Local search method 2” sections,
respectively.

Start

Create particles and evaluate them

Update velocity and position of each particle

If iteration<=100  

Yes

Apply department swapping method

Update best personal and global solutions

Apply local search method 1 to the best global solution 

If iteration>=maximum 
iteration minus 20  

Yes

Apply period swapping method

If the problem is dynamic

Yes

Apply local search method 2 to the best global solution

No

No

No

Stopping condition satisfied?

Yes

End

No

Fig. 3 The flowchart of the proposedmodified PSO for UA SFLPs and
UA DFLPs

Department swapping method

In the proposed algorithm, the department swapping method
is applied for each particle when the number of iterations is
≤100. For each particle, the positions of each pair of depart-
ments are exchanged and each department exchanges its
length and width. After all, the best solution must be selected
as a particle. This method is used in each period when the
problem is dynamic. The steps of this method are explained
for a particle on a pair of department i and department j
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1. This method saves the current particle as solution 1.
2. In the current particle, the orientation of department i

changes and the result is saved as solution 2.
3. In the current particle, the orientation of department j

changes and the result is saved as solution 3.
4. In the current particle, the orientations of departments i

and j change and the result is saved as solution 4.
5. In the current particle, the positions of departments i and

j exchange and the result is saved as solution 5.
6. In the current particle, the positions of departments i and

j exchange and the orientation of department i changes,
then the result is saved as solution 6.

7. In the current particle, the positions of departments i and
j exchange and the orientation of department j changes,
then the result is saved as solution 7.

8. In the current particle, the positions of departments i and
j exchange and the orientations of departments i and j
change, then the result is saved as solution 8.

9. The best solution is selected as the current particle

Local search method 1

The local search method 1 is used for the best global solu-
tion. For each department, eight actions on x̂ and ŷ are tested
and in each action, the length and width of a department are
exchanged. Then, the best solution must be selected as the
best global solution. These actions are explained for depart-
ment i . In action 1, a random number between 0 and 0.5 is
created and x̂i is replaced by summing the random number
and x̂i . In other words, department i moves right along the
x axis. In action 2, a random number between 0 and 0.5 is
created and x̂i is replaced by subtracting the random number
from x̂i . In other words, department i moves to the left along
the x axis. In action 3, a random number between 0 and 0.5
is created and then ŷi is changed by subtracting the random
number from ŷi . It means, department i moves downward.
In action 4, a random number between 0 and 0.5 is created
and then ŷi is changed by summing the random number and
ŷi . It means, department i moves upward. In action 5, two
random numbers between 0 and 0.5 are created and then ŷi is
changed by summing ŷi and the first random number and x̂i
is changed by summing the second random number and x̂i . It
means department i moves up and then to the right. In actions
6, 7, and 8, department i moves up and then to the left, down
and then to the right, and down and then to the left, respec-
tively. When the problem is dynamic, one period is selected
randomly and this method is applied on the selected period.
The steps of the local search method 1 are explained for the
best global solution as follows:

1. n, s, b, and i are the number of departments, the counting
of solutions, the counting of actions, and the counting of

departments, respectively such that s, b, and i are equal
to one at first.

2. The best global solution is saved as a solution where s is
equal to one.

3. For the best global solution, action b is used on depart-
ment i and the result is saved as a solution, then s is
replaced by summing s and one (i.e. s = s + 1).

4. For the best global solution, action b is used on depart-
ment i and orientation of department i changes, then the
result is saved as a solution. Finally, s is replaced by sum-
ming s and one and i is replaced by summing i and one
(i.e. s = s + 1 and i = i + 1)

5. If i is ≤n (i ≤ n) go to step 3; otherwise b is replaced by
summing b and one and i is replaced by one (i.e. b = b+1
and i = 1)

6. If b is ≤8 (i.e. b ≤ 8) go to step 3; otherwise go to step 7
7. The best solution is selected as the best global solution.

Period swapping method

The period swapping method is common in dynamic prob-
lems, and it is applied to the best global solution. When the
number of iterations is more than or equal to the maximum
iteration minus 20, this method is used for each pair of peri-
ods. In this method, the center-coordinates of departments
along the x and y axes, and the orientation of departments
are exchanged for each pair of periods. In other words, for
period t and period (t+1) xit , yit , and rit are exchanged with
xi(t+1), yi(t+1), and ri(t+1) for all departments respectively.
After all, the best solution must be selected as the best global
solution.

Local search method 2

The local search method 2 is used for the best global solution
when the number of iterations is more than or equal to the
maximum iteration minus 20. In this method, a permutation
vector of {1, . . ., n} is created randomly, and each number
in the vector cell is the department number. For each two
sequential departments in the permutation, 20 actions on x̂
and ŷ are tested and in each action the length and width of a
department are exchanged. Finally, the best solution must be
selected as the best global solution. It is suggested that depart-
ments i and j are two sequential departments in the permuta-
tion vector and these actions are explained for departments i
and j . In action 1, a randomnumber between 0 and 0.5 should
be created and then ŷi and ŷ j are replaced by summing the
random number and ŷi and ŷ j , respectively. In other words,
departments i and j move up along the y axis. In action 2,
a random number between 0 and 0.5 should be created and
then ŷi and ŷ j are replaced by subtracting the randomnumber
from ŷi and ŷ j , respectively. This means that departments i
and j move down along the y axis. Similarly, departments i
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and j move right and left along the x axis in actions 3 and
4, respectively. In action 5, two random numbers between 0
and 0.5 must be created and then ŷi is replaced by summing
the first random number and ŷi , ŷ j is replaced by summing
the first random number and ŷ j , x̂i is replaced by summing
the second random number and x̂i , and x̂ j is replaced by
summing the second random number and x̂ j . In other words,
departments i and j simultaneouslymove up along the y axis
and then right along the x axis. In action 6, departments i and
j simultaneously move up and then left. In action 7, depart-
ments i and j simultaneously move down and then right. In
action 8, departments i and j simultaneously move down
and then left. In action 9, two random numbers between 0
and 0.5 must be created and then ŷi is replaced by summing
the first random number and ŷi and then x̂ j is replaced by
summing the second random number and x̂ j . In other words,
departments i and j move up and right, respectively. In action
10, department i moves right and department j moves up. In
action 11, department i moves up and department j moves
left. In action 12, department i moves left and department j
moves up. In action 13, department i moves up and depart-
ment j moves down. In action 14, department i moves down
and department j moves up. In action 15, department i moves
down and department j moves left. In action 16, department
i moves left and department j moves down. In action 17,
department i moves down and department j moves right. In
action 18, department i moves right and department j moves
down. In action 19, department i moves right and depart-
ment j moves left. In action 20, department i moves left and
department j moves right. When the problem is dynamic,
one period is selected randomly and this method is applied
on the selected period. The steps of the local search method
2 are explained on the best global solution as follows:

1. It is proposed that the permutation vector be [1, 2, 3,
. . ., n]

2. n, s, b, and i are the number of departments, the counting
of solutions, the counting of actions, and the counting of
departments respectively such that s, b, and i are equal
to one at first.

3. The best global solution is saved as a solution where s is
equal to one.

4. For the best global solution, action b is used on depart-
ment i and department i + 1 and the result is saved as a
solution, then s is replaced by summing s and one (i.e.
s = s + 1).

5. For the best global solution, action b is used on depart-
ment i and department i+1 and orientation of department
i changes, then the result is saved as a solution. Finally,
s is replaced by summing s and one (i.e. s = s + 1)

6. For the best global solution, action b is used on depart-
ment i and department i+1 and orientation of department

i+1 changes, then the result is saved as a solution. Finally,
s is replaced by summing s and one (i.e. s = s + 1)

7. For the best global solution, action b is used on depart-
ment i and department i + 1 and orientations of depart-
ment i and department i + 1 change, then the result is
saved as a solution. Finally, s is replaced by summing
s and one and i is replaced by summing i and one (i.e.
s = s + 1 and i = i + 1)

8. If i is <n (i < n) go to step 4; otherwise b is replaced by
summing b and one and i is replaced by one (i.e. b = b+1
and i = 1)

9. If b is≤20 (i.e. b ≤ 20) go to step 4; otherwise go to step
10

10. The best solution is selected as the best global solution.

Numerical experiments and parameter settings

Two types of problems were chosen from the literature to test
the proposed method. The first set is problem instances con-
cerning UA SFLPs and the second set is problem instances
about UA DFLPs, when the shapes and areas of departments
are fixed for thewhole time horizon. These problem instances
were chosen because there is no other problem instance in the
literature that meets our case requirements. The first set com-
prises three problem instances as follows: 8 departments, 11
departments, and 20 departments which were named SFLP-
1, SFLP-2 and SFLP-3, respectively. The problems with 8
departments and 11 departments were taken from Imam and
Mir (1989) and the one with 20 departments was taken from
Mir and Imam (2001). The second set consists of two prob-
lem instances as follows: (1) one with 6 departments and 6
periods that was named P6, and (2) another with 12 depart-
ments and 4 periods that was named P12. These two problem
instances were taken fromDunker et al. (2005). According to
the information of P6, the departments must be arranged in a
30 × 30 plant floor. The corner-coordinates of some depart-
mentswere negative for the initial layout of P6. Therefore, for
the initial layout, the center-coordinate of each department
is summed with 15 and 10.5 in the x and y axes respectively
for this problem. With respect to problem P12, the depart-
ment must be located in a 50 × 50 plant floor. Likewise,
the corner-coordinates of some departments were negative
for the initial layout of P12. Thus, for the initial layout, the
center-coordinate of each department is summed with 6 and
14 in the x and y axes respectively for this problem. Informa-
tion about these problem instances is provided in “Summary
of UA SFLPs and UA DFLPs (i.e. first set and second set)”
and “Center-coordinates of departments in the initial layouts
for problems P6 and P12” sections in “Appendix 1”.

Values of parameters were determined by using manual
parameter tuning (i.e. trial and error method). The parameter
settings for the proposed method are provided in “Appen-
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Table 2 Results of the proposed method for solving static problems

Problem instance Results of modified PSO

Best solution Meana Worst solution Run timeb Run timec

SFLP-1 193.7488 208.74165 220.3437 220.693298 205.672547

SFLP-2 1286.1069 1335.63845 1371.3264 888.315646 919.736577

SFLP-3 1206.6489 1264.21306 1315.2316 2352.12272 2250.8654

a Mean of material handling cost for 10 replications
b Run time for the best solution (s)
c Run time for the worst solution (s)

Table 3 Results of the proposed method for solving dynamic problems

Problem
instance

Results of modified PSO

Best solution Worst solution Meanb Run timec

Material handling
cost

Rearrangement
cost

Total costa Material han-
dling cost

Rearrangement
cost

Total costa

P6 6668.7574 95 6763.7574 6732.8853 266 6998.8853 6883.18839 2354.58

P12 27,626.6714 1200 28,826.6714 29,452.928 1150 30,602.928 29,752.83368 11,105.56

a Total cost=material handling cost+ rearrangement cost
b Mean of total cost for 10 replications
c Run time for the best solution (s)

dix 2”. The authors used different numerical experiments to
find the suitable values of parameters. The proposed method
has five parameters and to set them, the following notations:
(nPop,maxIt, w, c1, c2) were used, where nPop is the num-
ber of particles, maxIt is the maximum number of iterations,
w is the inertia weight coefficient, c1 is the acceleration coef-
ficient of the best personal solution, and c2 is the acceleration
coefficient of the best global solution. The authors have run
SFLP-1 and SFLP-2 20 times with different parametric val-
ues and it was concluded that nPop, maxIt, w, c1, and c2
should be 20 or 50, 300 or 400, 0.4 or 0.5, 0.5 or 0.6, and
1.0 or 1.2, respectively. There were 25 situations (i.e. 32 sit-
uations) for the parameters, such as (20, 300, 0.4, 0.5, 1.0),
(20, 300, 0.5, 0.5, 1.2), (50, 400, 0.4, 0.6, 1.0), and (50, 400,
0.5, 0.6, 1.2) for SFLP-1 and SFLP-2. Subsequently, 20 situ-
ations were selected randomly and the proposedmethodwith
these parametric values was tested. Finally, the best results
for the parameters were presented in “Appendix 2” for prob-
lems SFLP-1 and SFLP-2. Similarly, SFLP-3 was run twenty
times with different parametric values, and it was concluded
that nPop, maxIt, w, c1, and c2 should be 50 or 80, 400 or
450, 0.4 or 0.5, 0.5 or 0.6, and 1.0 or 1.2, respectively. In this
case, the authors selected 20 situations randomly for evalua-
tion and the best results for the parameters were reported in
“Appendix 2”. The same method was used and it was con-
cluded that nPop, maxIt, w, c1, and c2 should be 50 or 100,
500 or 600, 0.4 or 0.5, 0.5 or 0.6, and 1.0 or 1.2, respectively
for problems P6 and P12. The best results for the parameters

were presented in “Appendix 2” for P6 and P12. MATLAB
R2013a was used to code the proposed algorithm, and it was
executed in a computer with the following specifications:
an Intel Core i3-2320M CPU of 2.10GHz, and 4.00GB of
RAM. The proposedmethodwas run ten times for each prob-
lem and the results are reported in “Results and discussion”
section.

Results and discussion

Tables 2 and 3 show the results of the modified PSO method
for solving UA SFLPs and UADFLPs. The problem’s name,
best solution, mean solution of 10 replications, worst solu-
tion, run time for the best solution, and run time for the
worst solution are presented in Table 2 for static problems.
With respect to dynamic problems, Table 3 lists the prob-
lem’s name, sum of the material handling costs for the best
solution, sum of the rearrangement costs for the best solu-
tion, total cost for the best solution, sum of the material han-
dling costs for the worst solution, sum of the rearrangement
costs for the worst solution, total cost for the worst solu-
tion, mean total cost of 10 replications, and run time for the
best solution.Theproblemdata, center-coordinates of depart-
ments and orientations of departments for the best solution,
and the best layout for problems SFLP-1, SFLP-2, SFLP-
3, P6, and P12 are shown in Appendixes 3, 4, 5, 6 and 7,
respectively.
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Table 4 Comparison of results of our algorithm with other methods for static problems

Problem Our method-modified
PSO

Imam and Mir (1989)—
TOPOPT method

Imam and Mir (1993)—FLOAT
method

Mir and Imam (2001)—HOT
method

Best Meana Best Meanb Dev (%) Best Meanc Dev (%) Best Meand Dev (%)

SFLP-1 193.7488 208.74165 – – – – – – – – –

SFLP-2 1286.1069 1335.63845 – – – – – – – – –

SFLP-3 1206.6489 1264.21306 1320.72 1395.64 +8.637 1264.94 1333.81 +4.608 1225.40 1287.29 +1.53

a Mean of the material handling cost using the modified PSO for 10 replications
bMean of the material handling cost using the TOPOPT method for 10 replications
cMean of the material handling cost using the FLOAT method for 10 replications
d Mean of the material handling cost using the HOT method for 10 replications

Table 5 Comparison of results of our algorithm with other methods for dynamic problems

Problem Our method-modified PSO Yang and Peters (1998)—
Heuristic method

Dunker et al. (2005)—Combined dynamic pro-
gramming and genetic algorithm (GA)

MHCa RCb TCc MHCa RCb TCc Dev (%)d MHCa RCb TCc Dev (%)d

P6 6668.757 95 6763.757 6757 171 6928 +2.3707 6507.5 399 6906.5 +2.06679

P12 27,626.67 1200 28,826.67 28,044 1150 29,194 +1.258 27,098.5 2000 29,098.5 +0.934

Total improvement +3.6287 +3.00079

a Material handling cost
b Rearrangement cost
c Total cost=material handling cost+ rearrangement cost
d Comparison of total cost

Equations (30) and (31) were applied to compare the
results of the modified PSO with other methods, which
are TOPOPT, FLOAT, and HOT for static problems, and
heuristic, and combined dynamic programming and GA for
dynamic problems.

dev = (MHCcom − MHCMPSO)

MHCcom
× 100 (30)

dev = (TCcom − TCMPSO)

TCcom
× 100 (31)

Specifically, dev is the relative deviation, and MHCcom

and MHCMPSO are the sum of the material handling costs
using the compared method and our method, respectively.
TCcom is the total cost obtained by the compared method and
TCMPSO is the total cost generated by the modified PSO.

Tables 4 and 5 show the comparative results for static
and dynamic problems, correspondingly. Table 4 consists of
the problem’s name, the best material handling cost and its
mean value for the modified PSO, TOPOPT, FLOAT, and
HOT (i.e. modified simulated annealing) methods. Table 5
lists the problem’s name, the best material handling cost, the
best rearrangement cost, and the total cost for the modified
PSO, heuristic, and combined dynamic programming and
GA methods.

According to Table 4, for the problem SFLP-3, the objec-
tive function value of the best solution obtained by the mod-

ified PSO is 1206.6489 and it is 1320.72, 1264.94, and
1225.40 using TOPOPT, FLOAT, and HOT, respectively.
Furthermore, for the problem SFLP-3, the mean objective
function value for 10 replications is 1264.21306 using the
proposed algorithm, and it is 1395.64, 1333.81, and 1287.29
using TOPOPT, FLOAT, and HOT, correspondingly. There-
fore, our algorithm has improved the best objective func-
tion values in comparison with other methods. According to
Table 4 and Eq. (30), the improvement obtained by the pro-
posed algorithm is+8.637,+4.608 and+1.53%, in contrast
to TOPOPT, FLOAT, and HOT, respectively.

InTable 5, the total cost of the best solution for the problem
P6 is 6763.757 using the proposed algorithm, and it is 6928
and 6906.5 using the heuristic and dynamic programming-
GA methods, correspondingly. According to Eq. (31), the
modified PSO has improved the problem P6 by+2.3707 and
+2.06679% in comparison with the heuristic and dynamic
programming-GAmethods, respectively. Moreover, the total
cost of the best solution obtained by the proposed algorithm
is 28,826.67 for the problem P12. However, it is 29,194 and
29,098.5 using the heuristic and dynamic programming-GA
methods, correspondingly. Hence, the improvement attained
is +1.258 and +0.934%. It can be seen that, in dynamic
problems, the total improvement of the proposed algorithm
as compared to the other two methods is +3.6287 and
+3.00079%, respectively.
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The results of the proposed method for UA SFLPs could
not be comparedwith the results ofArmour andBuffa (1963),
Heragu and Kusiak (1991) and Xiao et al. (2013) because
Armour and Buffa (1963) investigated UA SFLPs where
the shapes of departments were not fixed during the itera-
tion of their algorithm, Heragu and Kusiak (1991) studied
UA SFLPs such that the departments should be arranged in
a single row or multi rows, and Xiao et al. (2013) studied
UA SFLPs where the departments have input/output points.
According to Table 4, the results of SFLP-1 and SFLP-
2 were not compared with those of Imam and Mir (1989,
1993); Mir and Imam (2001)) because they designed these
problems and did not solve them. With respect to dynamic
problems, the authors could not compare their results with
those ofMontreuil andVenkatadri (1991), Lacksonen (1994),
Lacksonen (1997), Mazinani et al. (2012), McKendall and
Hakobyan (2010) and Jolai et al. (2012) because Montreuil
andVenkatadri (1991), Lacksonen (1994), Lacksonen (1997)
and Mazinani et al. (2012) studied UA DFLPs where the
shapes or/and areas of departments could change throughout
the time horizon, McKendall and Hakobyan (2010) reported
only thematerial handling cost, and Jolai et al. (2012) studied
UA DFLPs with input/output points.

In accordance with Tables 4 and 5, the modified PSO has
created better layouts in contrast to other methods in the lit-
erature. This is because, PSO is classified as a swarm intelli-
gence technique, while other meta-heuristic algorithms, such
as GA and simulated annealing are not. In swarm intelli-
gence, there is cooperation among particles. In other words,
information and data among particles can be exchanged,
and this advantage creates good solutions. Nevertheless,
Moslemipour et al. (2012) showed that PSO has a weak local
search ability. To address this disadvantage, the authors used
local search methods 1 and 2 for both static and dynamic
problems. These two methods were applied to improve the
local search ability and quality of solutions. The depart-
ment swapping method was utilized to avoid local optima
for both static and dynamic problems, and the period swap-
pingmethodwas used only for dynamic problems to increase
the quality of layouts.

Conclusions

A modified PSO was suggested for solving UA SFLPs and
UA DFLPs such that the shapes and areas of departments

cannot change throughout thewhole time horizon. This paper
is the first effort which has studied the use of modified PSO
to solve UA SFLPs and UA DFLPs in order to minimize
the sum of the material handling costs for static problems
and minimize the sum of the material handling costs and
sum of the rearrangement costs for dynamic problems. It has
applied four methods to find better layouts. They are the: (1)
department swapping method, (2) local search method 1 for
the best global solution, (3) period swapping method, and (4)
local searchmethod 2 for the best global solution.Methods 1,
2, and 4 were used for solving static and dynamic problems;
however, method 3 was applied only for solving dynamic
problems. According to the results, the proposed method has
created better layouts in comparison with other algorithms.

For futurework, this study can be expanded inmanyways.
It can be extended to add the input/output points for depart-
ments. It is also suggested that other meta-heuristic algo-
rithms can be utilized to solve the same problems. Further-
more, the proposed method will be beneficial for UA SFLPs
andUADFLPswith variable shapes and areas of departments
throughout the time horizon.

Appendix 1

Summary of UA SFLPs and UA DFLPs (i.e. first set and
second set)

Problem No. of
departments

No. of
periods

Shop floor size

Length Width

SFLP-1 8 1 12 12

SFLP-2 11 1 15 15

SFLP-3 20 1 14 14

DFLP-1 (P6) 6 6 30 30

DFLP-2 (P12) 12 4 50 50

Center-coordinates of departments in the initial layouts for
problems P6 and P12
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Department 1 2 3 4 5 6 7 8 9 10 11 12

P6 Center-coordinate of department
along x axis for initial layout

27 15 19.5 21.5 15 23.5 – – – – – –

Center-coordinate of department
along y axis for initial layout

16.5 10.5 17.5 11 16.5 16.5 – – – – – –

Orientation of department in
comparison with original
orientation of department

1 0 1 1 0 1 – – – – – –

P12 Center-coordinate of department
along x axis for initial layout

6 11.5 17.5 22 11.5 22 11.5 23 17 17.5 17.5 6.5

Center-coordinate of department
along y axis for initial layout

16.5 27.5 16 18 22 27.5 14 22.5 22 32.5 27.5 22

Orientation of department in
comparison with original
orientation of department

1 0 1 0 0 1 1 0 1 0 0 1

Appendix 2: Settings of parameters

Parameter Static problems Dynamic problems

SFLP-1 SFLP-2 SFLP-3 P6 P12

Number of particles (nPop) 20 20 50 50 100

Maximum iteration (maxIt) 300 300 400 500 600

Inertia weight coefficient (w) 0.4 0.4 0.4 0.4 0.4

Acceleration coefficient of the best personal solution (c1) 0.5 0.5 0.5 0.5 0.5

Acceleration coefficient of the best global solution (c2) 1.2 1.2 1.2 1.2 1.2

Appendix 3: Information of SFLP-1, center-coordinates
of departments, orientations of departments and best
layout

Department 1 2 3 4 5 6 7 8 Original
length (wi )

Original
width (hi )

1 0 1 2 0 0 0 2 0 2 3

2 0 0 4 3 6 0 0 2 4 5

3 0 0 0 2 0 3 1 0 2 2

4 0 0 0 0 5 2 0 2 3 3

5 0 0 0 0 0 0 0 4 2 4

6 0 0 0 0 0 0 4 0 4 4

7 0 0 0 0 0 0 0 1 4 4

8 0 0 0 0 0 0 0 0 3 4
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Department 1 2 3 4 5 6 7 8

Center-coordinate of department
along x axis

5.8198 2.3152 5.8197 5.8161 2.3160 9.3163 9.3199 2.3160

Center-coordinate of department
along y axis

9.5878 7.7533 7.5874 4.3512 4.2532 5.5626 9.5628 1.7529

Orientation of department in
comparison with original
orientation of department

1 0 0 0 1 1 0 1

Appendix 4: Information of SFLP-2, center-coordinates
of departments, orientations of departments and best
layout

Department 1 2 3 4 5 6 7 8 9 10 11 Length
(wi )

Width
(hi )

1 0 2 1 1 2 6 2 6 6 3 6 4 4

2 0 0 1 1 2 6 4 6 6 3 6 1 2

3 0 0 0 2 2 6 1 6 6 6 6 1 2

4 0 0 0 0 1 5 1 6 6 3 6 2 5

5 0 0 0 0 0 4 3 6 4 5 6 3 2

6 0 0 0 0 0 0 3 6 4 5 6 1.4 5

7 0 0 0 0 0 0 0 4 4 1 1 4 3

8 0 0 0 0 0 0 0 0 6 3 3 2.6 2

9 0 0 0 0 0 0 0 0 0 5 5 4 2.8

10 0 0 0 0 0 0 0 0 0 0 2 4 7

11 0 0 0 0 0 0 0 0 0 0 0 5 5

Department Center-
coordinate of
department
along x axis

Center-
coordinate of
department along
y axis

Orientation of
department in
comparison with
original
orientation of
department

1 2 4.4854 0

2 6.4471 9.9205 1

3 6.4120 6.9105 1

4 8.4866 10.9241 0

5 8.9485 7.4161 0

6 6.5145 5.7050 1

7 5.4867 11.9881 0

8 6.1482 8.4138 0

9 3.4405 8.4859 1

10 12.4596 7.3573 0

11 6.5007 2.5000 1
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Appendix 5: Information of SFLP-3, center-coordinates
of departments, orientations of departments and best
layout

Department 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

1 0 3 0 0 4 2 0 0 4 0 0 5 3 0 5 0 0 1 0 0

2 3 0 1 0 1 2 5 0 3 0 0 0 2 0 3 0 3 1 2 3

3 0 1 0 4 0 0 3 0 0 0 1 0 0 0 0 0 5 0 2 3

4 0 0 4 0 4 0 0 1 5 3 0 2 0 0 4 5 0 1 0 0

5 4 1 0 4 0 0 0 0 1 4 1 5 0 0 3 2 0 5 0 4

6 2 2 0 0 0 0 3 0 0 5 0 0 3 0 0 0 2 0 0 0

7 0 5 3 0 0 3 0 0 0 0 0 0 4 0 2 0 3 2 0 1

8 0 0 0 1 0 0 0 0 0 0 2 0 0 5 0 4 0 1 0 0

9 4 3 0 5 1 0 0 0 0 3 0 5 0 0 0 2 0 0 0 0

10 0 0 0 3 4 5 0 0 3 0 0 5 0 1 2 4 0 3 4 0

11 0 0 1 0 1 0 0 2 0 0 0 0 0 5 5 4 0 4 3 1

12 5 0 0 2 5 0 0 0 5 5 0 0 5 0 2 0 0 1 0 0

13 3 2 0 0 0 3 4 0 0 0 0 5 0 0 3 0 2 0 0 0

14 0 0 0 0 0 0 0 5 0 1 5 0 0 0 0 5 0 5 1 0

15 5 3 0 4 3 0 2 0 0 2 5 2 3 0 0 0 1 4 3 3

16 0 0 0 5 2 0 0 4 2 4 4 0 0 5 0 0 4 5 0 0

17 0 3 5 0 0 2 3 0 0 0 0 0 2 0 1 4 0 0 1 5

18 1 1 0 1 5 0 2 1 0 3 4 1 0 5 4 5 0 0 4 1

19 0 2 2 0 0 0 0 0 0 4 3 0 0 1 3 0 1 4 0 5

20 0 3 3 0 4 0 1 0 0 0 1 0 0 0 3 0 5 1 5 0

Original length (wi ) 1 2 1 2 3 2 2 2 3 3 2 1 3 3 3 2 3 2 2 2

Original width (hi ) 2 2 1 3 3 2 1 3 2 3 3 2 2 3 3 2 2 2 2 1

Department Center-coordinate of department
along x axis

Center-coordinate of department
along y axis

Orientation of department in com-
parison with original orientation of
department

1 1.9661 4.4769 1

2 4.6302 3.0316 0

3 7.0362 4.7325 0

4 4.5034 11.0619 1

5 1.5000 7.5005 1

6 4.5857 1.0194 0

7 6.6620 3.4321 0

8 9.6217 11.4880 1

9 1.9739 10.5105 1

10 4.5696 8.5409 0

11 9.0814 8.9167 0

12 1.9536 5.4776 1

13 1.9719 2.8327 0

14 11.5973 8.9554 1

15 4.5028 5.5377 0

16 7.0718 11.2524 0

17 7.1405 1.9257 0

18 7.0724 9.2405 1
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Department Center-coordinate of department
along x axis

Center-coordinate of department
along y axis

Orientation of department in com-
parison with original orientation of
department

19 7.0719 7.2349 0

20 7.0308 5.7337 0

Appendix 6: Information of P6, center-coordinates of
departments, orientations of departments and best
layouts

Period Department 1 2 3 4 5 6 Period Department 1 2 3 4 5 6

1 1 0 6 10 2 10 16 2 1 0 0 12 1 3 7

2 0 0 17 15 15 8 2 0 0 19 1 10 5

3 0 0 0 6 4 18 3 0 0 0 14 9 12

4 0 0 0 0 11 19 4 0 0 0 0 11 19

5 0 0 0 0 0 12 5 0 0 0 0 0 16

6 0 0 0 0 0 0 6 0 0 0 0 0 0

3 1 0 1 11 15 13 14 4 1 0 3 6 4 19 11

2 0 0 10 19 15 1 2 0 0 7 0 15 12

3 0 0 0 12 9 8 3 0 0 0 8 6 7

4 0 0 0 0 6 4 4 0 0 0 0 2 14

5 0 0 0 0 0 12 5 0 0 0 0 0 9

6 0 0 0 0 0 0 6 0 0 0 0 0 0

5 1 0 3 9 3 17 6 6 1 0 4 5 14 2 11

2 0 0 6 18 15 11 2 0 0 7 14 13 1

3 0 0 0 7 14 11 3 0 0 0 16 8 8

4 0 0 0 0 5 2 4 0 0 0 0 5 3

5 0 0 0 0 0 6 5 0 0 0 0 0 7

6 0 0 0 0 0 0 6 0 0 0 0 0 0

Original length (wi ) 5 9 6 6 4 5 Original width (hi ) 4 8 5 4 4 3

Fixed rearrangement cost for each department 19 19 19 19 19 19 Variable rearrangement cost for each departmen t=0
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Period Department 1 2 3 4 5 6

1 Center-coordinate of department along x axis 17.9655 8.4636 19.5000 14.9968 10.9614 14.4650

Center-coordinate of department along y axis 23.0056 17.0523 17.5000 17.4785 23.0547 23.0037

Orientation of department in comparisonwith original
orientation of department

1 0 1 1 0 1

2 Center-coordinate of department along x axis 17.9655 8.4636 19.5000 14.9968 10.9614 14.4650

Center-coordinate of department along y axis 23.0056 17.0523 17.5000 17.4785 23.0547 23.0037

Orientation of department in comparisonwith original
orientation of department

1 0 1 1 0 1

3 Center-coordinate of department along x axis 17.9655 8.4636 19.5000 14.9968 10.9614 14.4650

Center-coordinate of department along y axis 23.0056 17.0523 17.5000 17.4785 23.0547 23.0037

Orientation of department in comparisonwith original
orientation of department

1 0 1 1 0 1

4 Center-coordinate of department along x axis 17.9655 8.4636 19.5000 14.9968 10.9614 14.4650

Center-coordinate of department along y axis 23.0056 17.0523 17.5000 17.4785 23.0547 23.0037

Orientation of department in comparisonwith original
orientation of department

1 0 1 1 0 1

5 Center-coordinate of department along x axis 17.9655 8.4636 19.5000 14.9968 10.9614 14.4650

Center-coordinate of department along y axis 23.0056 17.0523 17.5000 17.4785 23.0547 23.0037

Orientation of department in comparisonwith original
orientation of department

1 0 1 1 0 1

6 Center-coordinate of department along x axis 17.9655 8.4636 19.5000 14.9968 10.9614 14.4650

Center-coordinate of department along y axis 23.0056 17.0523 17.5000 17.4785 23.0547 23.0037

Orientation of department in comparisonwith original
orientation of department

1 0 1 1 0 1

Appendix 7: Information of P12, center-coordinates of
departments, orientations of departments and best
layouts

Period Department 1 2 3 4 5 6 7 8 9 10 11 12

1 1 0 9 3 6 1 10 18 5 19 10 13 13

2 0 0 9 5 2 13 17 16 8 0 18 16

3 0 0 0 0 2 2 7 15 16 18 16 19

4 0 0 0 0 8 19 1 17 15 1 15 0

5 0 0 0 0 0 10 1 17 15 3 7 12

6 0 0 0 0 0 0 11 13 13 14 13 6

7 0 0 0 0 0 0 0 18 6 10 4 14

8 0 0 0 0 0 0 0 0 11 19 6 10

9 0 0 0 0 0 0 0 0 0 4 11 12
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Period Department 1 2 3 4 5 6 7 8 9 10 11 12

10 0 0 0 0 0 0 0 0 0 0 15 3

11 0 0 0 0 0 0 0 0 0 0 0 6

12 0 0 0 0 0 0 0 0 0 0 0 0

2 1 0 4 0 8 4 19 8 5 6 15 0 3

2 0 0 0 18 16 7 4 8 0 13 5 9

3 0 0 0 3 0 12 5 11 19 2 4 11

4 0 0 0 0 0 10 1 16 3 5 2 12

5 0 0 0 0 0 13 18 12 1 1 1 12

6 0 0 0 0 0 0 2 2 14 18 5 9

7 0 0 0 0 0 0 0 3 12 16 5 5

8 0 0 0 0 0 0 0 0 19 3 2 6

9 0 0 0 0 0 0 0 0 0 9 13 19

10 0 0 0 0 0 0 0 0 0 0 7 10

11 0 0 0 0 0 0 0 0 0 0 0 6

12 0 0 0 0 0 0 0 0 0 0 0 0

3 1 0 3 12 8 17 13 6 15 7 14 5 18

2 0 0 3 3 14 19 11 11 1 19 11 3

3 0 0 0 18 14 4 16 13 7 7 12 12

4 0 0 0 0 6 2 5 13 5 8 10 7

5 0 0 0 0 0 4 16 18 4 6 16 14

6 0 0 0 0 0 0 1 9 3 6 2 0

7 0 0 0 0 0 0 0 15 0 8 15 12

8 0 0 0 0 0 0 0 0 17 11 6 4

9 0 0 0 0 0 0 0 0 0 8 11 18

10 0 0 0 0 0 0 0 0 0 0 1 11

11 0 0 0 0 0 0 0 0 0 0 0 3

12 0 0 0 0 0 0 0 0 0 0 0 0

4 1 0 16 11 2 9 15 18 10 15 2 15 16

2 0 0 2 6 14 15 19 16 16 3 3 9

3 0 0 0 9 2 9 1 0 5 9 10 1

4 0 0 0 0 11 6 3 11 0 3 0 4

5 0 0 0 0 0 10 18 7 1 16 6 19

6 0 0 0 0 0 0 6 5 19 11 5 1

7 0 0 0 0 0 0 0 2 6 14 13 18

8 0 0 0 0 0 0 0 0 5 19 14 1

9 0 0 0 0 0 0 0 0 0 2 12 5

10 0 0 0 0 0 0 0 0 0 0 8 0

11 0 0 0 0 0 0 0 0 0 0 0 13

12 0 0 0 0 0 0 0 0 0 0 0 0

Original length (wi ) 5 7 6 4 6 5 10 7 6 5 5 6

Original width (hi ) 4 5 5 4 6 4 7 5 5 5 5 4

Fixed rearrangement cost for each department 50 50 50 50 50 50 50 50 50 50 50 50

Variable rearrangement cost for each department = 0
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Period Department Center-coordinate of depart-
ment along x axis

Center-coordinate of depart-
ment along y axis

Orientation of department in
comparison with original orien-
tation of department

1 1 28.4278 21.5387 1

2 31.1236 26.5554 0

3 17.5000 16.0000 1

4 24.4188 21.5053 0

5 31.1165 9.9852 1

6 32.4302 21.5342 1

7 38.1521 21.5261 1

8 24.6144 10.4288 0

9 27.5716 15.9901 1

10 19.5852 21.5369 1

11 22.5423 15.9855 0

12 32.0869 15.9854 1

2 1 26.2574 15.9925 1

2 28.9532 21.0212 0

3 17.5000 16.0000 1

4 22.2483 15.9710 0

5 28.9461 4.4509 1

6 30.2598 16.0000 1

7 35.4480 8.4972 1

8 22.4440 4.8946 0

9 25.4011 10.4558 1

10 34.7679 16.0026 1

11 20.3718 10.4513 0

12 29.9165 10.4512 1

3 1 26.2574 15.9925 1

2 28.9532 21.0212 0

3 17.5000 16.0000 1

4 22.2483 15.9710 1

5 28.9461 4.4509 1

6 30.2598 16.0000 1

7 35.4480 8.4972 1

8 22.4440 4.8946 0

9 25.4011 10.4558 1

10 34.7679 16.0026 0

11 20.3718 10.4513 1

12 29.9165 10.4512 1

4 1 26.2574 15.9925 1

2 29.1864 21.0212 0

3 17.5000 16.0000 1

4 22.2483 15.9710 1

5 28.9461 4.4509 0

6 30.2598 16.0000 1

7 35.4480 8.4972 1

8 22.1197 21.5839 0

9 25.4011 10.4558 1
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Period Department Center-coordinate of depart-
ment along x axis

Center-coordinate of depart-
ment along y axis

Orientation of department in
comparison with original orien-
tation of department

10 34.7679 16.0026 0

11 20.3718 10.4513 0

12 29.9165 10.4512 1
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