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Abstract Road accidents cause a great loss to human lives
and assets. Most of the accidents occur due to human errors,
such as bad awareness, distraction, drowsiness, low train-
ing, and fatigue. Advanced driver assistance system (ADAS)
can reduce the human errors by keeping an eye on the driv-
ing environment and warning a driver to the upcoming dan-
ger. However, these systems come only with modern luxury
cars because of their high cost and complexity due to sev-
eral sensors employed. Therefore, camera-based ADAS are
becoming an option due to their lower cost, higher availabil-
ity, numerous applications and ability to combine with other
systems. Targeting at designing a camera-based ADAS, we
have conducted an ethnographic study of drivers to know
what information about the driving environment would be
useful in preventing accidents. It turned out that information
on speed, distance, relative position, direction, and size and
type of the nearby objects would be useful and enough for
implementing most of the ADAS functions. Several cam-
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era-based techniques are available for capturing the required
information. We propose a novel design of an integrated cam-
era-based ADAS that puts technologies—such as five ordi-
nary CMOS image sensors, a digital image processor, and a
thin display—into a smart system to offer a dozen advanced
driver assistance functions. A basic prototype is also imple-
mented using MATLAB. Our design and the prototype tes-
tify that all the required technologies are now available for
implementing a full-fledged camera-based ADAS.
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Introduction

Annually, road accidents cause about 1.2 million deaths, over
50 million injuries, and global economic cost of over US$
518 billion (Peden et al. 2004). About 90% of the accidents
happen due to the driver behavior (Treat et al. 1977), such
as bad awareness of driving environment, low training, dis-
traction, work over-load or under-load, and low physical or
physiological conditions. An advanced driver assistance sys-
tem (ADAS) can play role in improving driver awareness and
hence performance by providing relevant information as and
when needed. ADAS augment safe and smooth driving by
actively monitoring the driving environment and producing
a warning or taking over the control in highly dangerous sit-
uations. Most of the existing systems focus on only single
useful service, such as parking assistance, forward collision
warning, lane departure warning, adaptive cruise control, and
driver drowsiness detection. Recently, many researchers have
proposed integrated ADAS that combines multiple services
into a single system in an efficient and cost effective way.
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Vision-based ADAS use cameras to provide multiple
services for driver assistance. They are becoming popular
because of their low-cost and independence from infrastruc-
ture outside the vehicle. For example, an intelligent and
integrated ADAS (Kim et al. 2008) uses only two cam-
eras and eight sonars, and others make use of only cam-
eras (Fletcher et al. 2003; Trivedi et al. 2007; Nedevschi
et al. 2007; Andrade et al. 2004; Finnefrock et al. 2005;
Handmann et al. 2000). They present information through
an in-vehicle display. For better situation awareness for driv-
ers, different systems have been introduced to display the
surrounding environment of the vehicle (Ehlgen et al. 2007,
Cheng et al. 2007; Rakotonirainy et al. 2008; Pugh 2008; Liu
etal. 2008b). These recent developments show that the future
lies in vision-based integrated ADAS. Advantages of vision
based integrated systems include lower cost; improved per-
formance; innovative features support; integrated with new
as well as old vehicles having no support for infrastruc-
ture; and easy to develop, install and maintain. That is why
they are getting much attention from researchers in academia
and automotive industry. Current research mainly focuses on
introducing traditional driver assistance systems based on
camera, and then combining these individual systems into
an integrated ADAS.

However, despite much advancement in ADAS, the issues
of information-overload for drivers have been ignored, and a
little attention is given to the interface and interaction design
for vision-based ADAS. It is important to note that a driver
can pay only a little attention to the displayed information
while driving. Therefore, the system should provide only rel-
evant information, in a distraction-free way, as and when
needed. Aiming at development of vision-based ADAS, we
carried out an ethnographic study of how people drove their
vehicles, observed their activities while they drove, engaged
them in discussions, and used questionnaires to get feedback.
We were particularly interested in finding answers to the fol-
lowing questions:

1. What information about the surroundings should be pro-
vided to drivers for better situation awareness?

2. How should this information be presented to drivers in a
distraction-free way?

3. How should drivers interact with the proposed system?

The results of this ethnographic study, which are reported
in (Akhlaq 2010), have guided us towards the development
of a novel design of camera-based ADAS. However, cam-
era-based automotive applications are still in development
phase and will take another few years to gain reliability. A
timeline provided by Mobileye (Mobileye Future Launches
2010), one of the vision industry leaders, says that all vision-
based ADAS will be available only in 2013. However, we

@ Springer

suggest that all the required technology is now available for
implementing a full-fledged vision-based ADAS.

The paper is organized as follows. In section ‘“Related
work”, we present a survey of different camera-based ADAS
projects. In section “Technologies”, we summarize the avail-
able camera-based technologies for measuring speed, dis-
tance, relative position, direction of movement, and size and
type of on-road objects. In section “The system design”, we
provide an architecture and design of the proposed ADAS
system along with a basic prototype. In section “Strengths
and weaknesses”, we identify the strong points and possible
flaws associated with the proposed design. Finally, we con-
clude our work and suggest some future research in the last
section.

Related work

Road safety is an important and well-researched issue. This
area is so vital that many governmental bodies in devel-
oped countries have issued a set of requirements for sys-
tems regarding road-safety. For the last many decades, a large
number of projects or studies have been undertaken under the
flag of road-safety, intelligent transportation, IVIS (in-vehi-
cle information system) and DSS (driver support systems).
There are hundreds of active projects in industry, universi-
ties, and research centers. Most of these projects concentrate
on single aspect of the system, such as LDW (lane departure
warning), while others consider only a few aspects. In this
section, we classify and describe some representative studies
or projects.

Advanced driver assistance systems (ADAS)

ADAS, also known as driver support systems (DSS), support
drivers in driving a vehicle safely and smoothly. They provide
drivers with an extra ease, decreased workload, and more
focus on the road, and hence reduce the risk of accidents.
Examples of such systems include adaptive cruise control
(ACC), forward collision warning (FCW), lane departure
warning (LDW), adaptive light control (ALC), traffic Sign
recognition (TSR), blind spot detection (BSD), driver drows-
iness detection (DDD), in-vehicle navigation system, intelli-
gent speed adaptation (ISA), vehicle-to-vehicle (V2V) com-
munication, on-road object recognition, and night vision etc.
(Kim et al. 2008).

Intelligent vehicle initiative—IVI (Nookala and Estochen
2002) and intelligent car initiative project—i2010 (Reding
2006) are the two famous examples of large projects cov-
ering many of these features. US Department of Transpor-
tation (1997-2005) funded the intelligent vehicle initiative
(IVI), which aimed at preventing driver distraction, intro-
duction of crash avoidance systems, and studying the effects
of in-vehicle technologies on driver performance. European
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Commission is funding the intelligent car initiative (i2010)
project, which aims to encourage smart, safe and green sys-
tem for transportation. It also promotes cooperative research
in intelligent vehicle systems and assists in adopting research
results. Under this initiative, many sub-projects are also
funded such as AWAKE, AIDE, PReVENT and eSafety.

V2V communication in vehicular ad hoc network
(VANET) has emerged as an important research area where
on-road vehicles establish an ad-hoc wireless network to
communicate with each other. These vehicles can automat-
ically exchange anonymous information on traffic, route,
safety etc with nearby vehicles at Euclidian distance of up to
1km. A vehicle can act as a router in order to forward this
information to other vehicles at a greater distance. To facili-
tate V2V communication, we need either to search objects of
interest on a road within a certain distance or range (known
as range search) or to discover K nearest neighbors (KNN)
on the route. Several protocols have been proposed for
VANETS, including the protocols for range search (Xuan
et al. 2008a, 2011a,b), algorithms for KNN (Xuan et al.
2008b; Zhao et al. 2010), techniques for event sharing in
VANET using geographic vectors and maps (Delot et al.
2011), methods for robust video communication in an urban
emergency (Qadri et al. 2010), and simulators in order to
evaluate the performance of routing protocols for VANET
(Spaho et al. 2010).

Using V2V communication, we can implement several
ADAS functions including ACC, BSD, and FCW etc. How-
ever, the main problem with V2V communication is that it
heavily depends on infrastructure in and out of the vehicle
that is very costly and not yet widely available. Therefore,
most of the current implementations of ADAS functions use
common technologies such as radar, sonar, lidar, GPS, or
video-based analysis.

In-vehicle information systems (IVIS)

IVIS, also known as driver information systems (DIS), com-
bine many systems, such as communication, navigation,
entertainment, and climate control, into a single integrated
system. They use LCD panel mounted on dashboard, a con-
troller knob, and optionally voice recognition. IVIS are avail-
able in almost all the latest luxury vehicles.

US Department of Transportation, Federal Highway
Administration in 1997, sponsored one of the earliest
researches in this area. The goal of their in-vehicle informa-
tion systems (IVIS) project (Spelt et al. 1997) was to develop
a fully integrated IVIS that would safely manage highway
and vehicle information, and provide integrated interface
to the devices in the driving environment. The implemen-
tation was done on personal computers connected via Ether-
net LAN. However, it came up with useful results. Similarly,
HASTE (Santos et al. 2005) is a recent EU funded project

that provides guidelines and tests the fitness of three possi-
ble environments (lab, simulator and vehicle) for studying
the effects of IVIS on driving performance.

An IVIS can also make use of guidance and traffic
information produced by the systems that are managed by
city administration in the developed countries, for example,
California Advanced Driver Information System—CADIS
(Raghavan et al. 1992).

Warning systems

Recently, a number of in-vehicle systems have been devel-
oped that either alert the driver of the forthcoming danger or
try to improve his behavior. Such systems are a sub-set of
IVIS/ADAS because they handle only one or few features.
In this section, we will briefly survey some of the prominent
warning systems.

Night vision systems (Bergmeier 2008) use head-up dis-
play (HUD) to mark an object which is outside the field of
vision of a driver. The mark on HUD follows the object until
the point of danger is passed. A driver can easily know about
the speed, direction and distance of the object. The next gen-
eration systems will also be able to recognize objects actively.

Dynamic speedometer (Kumar and Kim 2005) addresses
the problem of over-speeding. It actively considers current
speed limit information and redraws a dynamic speedometer
on dashboard display in red. Other similar projects include
speed monitoring awareness and radar traile—SMART
(Perrillo 1997), which displays the vehicle speed and
the current speed limit, and Behavior-based safety—BBS
(Knipling 2000) which displays the driver performance
regarding speed.

The road-surface monitoring systems detect and display
the surface condition of the road ahead. This is relatively new
area of research in ADAS. A recent project, Pothole Patrol—
P? (Eriksson et al. 2008) uses GPS and other sources to report
path-holes on the route. Other examples include CarTel (Hull
et al. 2006) and TrafficSense (Mohan et al. 2008) by Micro-
soft Research.

Safe speed and safe distance—SASPENCE (Adell et al.
2008) aims at avoiding accidents due to speed and distance
problems. This project was carried out in Sweden and Spain
in the year 2004. It suggests visual, auditory and haptic
feedbacks, and provides alternatives to develop a DSS for
safe speed and safe distance. Similarly, Green Light for Life
(Lotan and Toledo 2005) uses an in-vehicle data recorder
(IVDR) system to promote safe driving in young drivers. It
uses messages, reports and an in-vehicle display unit to pro-
vide feedback to the young drivers.

Monitoring the driver vigilance or alertness is another
important thing for road safety. A recent prototype system for
monitoring driver vigilance (Bergasa et al. 2006) uses com-
puter vision (IR illuminator and software implementations)
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to find level of vigilance. Automotive industry uses some
other methods for monitoring driver vigilance. For exam-
ple, Toyota uses steering wheel sensors and a pulse sensor
(Kircher et al. 2002), Mitsubishi uses steering wheel sen-
sors and measures of vehicle behavior (Kircher et al. 2002),
Daimler Chrysler uses vehicle speed, steering angle, and
vehicle position using a camera (Wilcox 1999), and IBM’s
smart dashboard analyzes speech for signs of drowsiness
(Kanevsky 2008).

In-vehicle signing systems (IVSS) may read the road signs
and display them inside the vehicle for driver attention. A
recent example of such systems is the one prototyped by
National Information and Communications Technology Aus-
tralia (NICTA) and Australian National University (Wang
et al. 2006). The IVSS may possibly use one of the follow-
ing three techniques: image-processing or computer-vision
(Wang et al. 2006), digital road-data (Sato and Makanae
2006), and DSRC—dedicated short range communications
(OKi et al. 2003).

Safe Tunnel project (Vashitz et al. 2008) simulates tunnel
driving and recommends the uses highly informative dis-
play to inform drivers of the incidents. A highly informative
display might increase the threat of distraction but it might
significantly improve safety.

Some recent warning systems use existing infrastructure,
such as GSM, GPS, and sensors deployed in the road, cars
or the networks. Examples include NOTICE (Abuelela et al.
2008) that proposes architecture for the warning on traffic
incidents, co-driver alert (Ross et al. 2008) that provides haz-
ard information, and driving guidance system—DGS (Yoo
et al. 2008) that provides information about weather, speed,
etc.

Navigation and guidance systems

Route guidance and navigation systems are perhaps the oldest
and most commonly provided features in luxury cars. They
use interactive displays and speech technologies. There exist
several such systems in US, for example, TravTek, UMTRI,
OmniTRACS, Navmate, TravelPilot, etc. (US Department of
Transportation 1996).

GPS-based route guidance and navigation systems are
very common nowadays. Low-cost GPS navigation devices
are available which can be installed as an add-on. Further-
more, software and maps are available for GPS-enabled
devices, such as mobile phones and PDAs.

The parking guidance or automatic parking, on the other
hand, is very new area of research. However, such systems are
now available in latest luxury cars due to their importance.
For example, Toyota, BMW, Audi and Lexus are already
using APGS in their luxury cars, and others are expecting
to use it soon. Advanced parking guidance system (APGS)
on Lexus LS (2007 model), for example, lets a vehicle steer
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itself into a parking space using in-dash screen, button con-
trols, camera and multiple sensors, requiring very little input
from the driver.

Mountable devices and displays

Users with ordinary vehicles, not older than 1996, may
apply mountable devices and displays to supplement IVIS.
These devices can be connected to the diagnostic port located
under the dashboard. They can collect useful data about the
vehicle and display it for the driver, such as speed, engine
RPM, oxygen sensors, fuel economy, air-fuel ratio, battery
voltage, error codes and so on. Examples of such devices
include DashDyno SPD by Auterra, DriveRight by Micro-
DAQ, ScanGauge by Linear Logic, PDA-Dyno by Nology
Engineering, etc.

Virtual dashboard (David 2006) is an important device
developed by Toshiba. It is perhaps the most promising solu-
tion for information needs and infotainment. It consists of
a real-time display controller (TX4961) and a dashboard
display. Virtual Dashboard can handle all the information
according to the current context. It can change the display to
show a speedometer, tachometer, rear-view, navigation maps,
speed or fuel-level.

Because of the limited functionality and high cost (US$
300-400), mountable devices are not very much popular.
However, mountable displays, being adaptive and multipur-
pose, are a major subject of research in HCI and interaction
design.

Vision-based integration of ADAS

As mentioned before, vision-based integrated ADAS use
cameras to provide multiple services for driver assistance.
They are becoming very popular because of their low-cost
and independence from infrastructure outside the vehicle.
For example, an intelligent and integrated ADAS (Kim et al.
2008) uses only 2 cameras and 8 sonars, and others make
use of only cameras (Fletcher et al. 2003; Trivedi et al.
2007; Nedevschi et al. 2007; Andrade et al. 2004; Finnefrock
etal. 2005; Handmann et al. 2000). They present information
through an in-vehicle display.

Specialized devices are also being introduced which can
efficiently process visual data. For better situation aware-
ness for drivers, different systems have been introduced to
display the surrounding environment of the vehicle (Ehlgen
et al. 2007; Cheng et al. 2007; Rakotonirainy et al. 2008;
Pugh 2008; Liu et al. 2008b).

These recent developments show that the future lies
in vision-based integrated ADAS. Current research mainly
focuses on introducing traditional driver assistance systems
based on camera, and then combining these individual sys-
tems into an integrated ADAS. After a careful analysis of
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the related projects, we find that the vision-based integrated
ADAS (Ehlgen et al. 2007; Cheng et al. 2007; Rakotonirainy
et al. 2008; Pugh 2008; Liu et al. 2008b), AIDE (Reding
2006) and Virtual Dashboard (David 2006) are very close
to our proposed system. However, they leave many critical
questions unanswered (Akhlaq 2010), for example, the prob-
lems of information-overloading and interaction design for
vision-based ADAS etc, which is the main concern of our
proposed system.

Technologies

For implementation of many ADAS functions, we need to
capture information on speed, distance, relative position,
direction of movement, and size and type of the neighboring
vehicles or other objects on the road (Akhlaq 2010). For this
purpose, several technologies are available, including Radar
(radio detection and ranging), Lidar (light detection and rang-
ing), Sonar (sound navigation and ranging), GPS (global
positioning system), and video-based analysis. Table 1 pro-
vides a quick comparison of these technologies. However,
we will explain video-based analysis in more details as our
proposed system uses it.

Video-based analysis uses digital cameras to get a digi-
tal image of the surroundings of a vehicle. A digital cam-
era uses an image sensor device—either charge-coupled
device (CCD) or complementary metal-oxide semiconduc-
tor—CMOS (JISC Digital Media 2011)—that changes an
optical image to an electrical signal. The captured video is
processed in real-time to calculate speed, direction, distance,
and size and type of objects appearing in any image or frame.
This information is sufficient to implement most of the func-
tions of an advanced driver assistance system (ADAS). Fig-
ure 1 shows some examples of tiny image sensors available
in the market.

Camera-based systems are generally considered inaccu-
rate and inappropriate in poor visibility conditions such as
fog, dust, rain, and particularly snow. However, many effi-
cient techniques are now available for bad weather condi-
tions. Moreover, infrared or radar enabled CMOS cameras
are now available which can better solve these issues. They
are more expensive than ordinary cameras at present, but
will become cheaper very soon. The performance of CCD
and CMOS image sensors is compared in Table 2.

We can conclude from Table 2 that CCD has better quality,
resolution and light sensitivity, but CMOS is also improving
in these terms. CMOS is already a faster, smaller, cheaper,
simpler and power efficient technology. CCD cameras are
usually used as rear-view because they perform better in
dark environment, whereas CMOS cameras are used for
advanced driver assistance systems because of their higher
image rate. The overall trends in the automotive industry

show that CMOS cameras will dominate the market in future
(JISC Digital Media 2011).

Now we briefly explain video-based analysis to show how
monocular vision (i.e., single camera mounted on a vehi-
cle) can capture the required information for implementing
ADAS functions, particularly speed, distance, relative posi-
tion, direction of movement, and size and type of the neigh-
boring vehicles or other objects on the road.

For on-road object recognition, such as obstacles, pedes-
trians, vehicles, road signs and lane markings, a two-step
method is used. First, a hypothesis is generated—hypothe-
sis generation (HG), and then this hypothesis is verified—
hypothesis verification (HV). That is, a supposition is made
about the location of some object in the picture first and then
the presence of that object is verified. A large number of
methods exist for HG and HV, which use different kind of
knowledge about the object under consideration, and are clas-
sified in Table 3 accordingly. Although object detection and
tracking has improved a lot, the roadside structures, such as
buildings, tunnels, overhead-bridges and billboards still offer
enhanced difficulty for recognition of vehicles, pedestrians
and road-signs. Because many fatal accidents occur due to
unnoticed objects in the blind spot, BSD is even more impor-
tant. We can further improve object detection by adding some
kind of tracking mechanism in it.

The traffic sign recognition also goes through two steps:
sign detection, and classification. A sign detection technique
identifies all the areas in a picture where some road-sign is
expected or present, and then inputs these identified areas to
the classification module in order to recognize the type of
road signs. A very good recognition rate had been achieved
a decade ago and now its accuracy is improved to “almost”
100% (Piccioli et al. 1996).

The lane detection and tracking is another important func-
tionin automotive applications such as LDW and environment
reconstruction. Lane-boundaries are indicated by painted-
lines, reflectors or magnetic markers embedded into the cen-
ter of road. However, painted-lanes are more common because
they are economical to make, and are easy to detect and track
using camera because of their higher intensity. A video cam-
erais installed in the front of a vehicle, which can see the road
for more than 25 m depending on the range of camera.

It is relatively new idea to measure the distance of objects
from a vehicle using digital camera, which has lower cost
and several applications. It is very common to use optical
flow (i.e., change of object position between two pictures)
to measure distance and direction of an object using single
camera. However, we can also use several cues such as size
and position of objects, lane width, and point of contact of
a vehicle and the road. The last cue is more useful because
other cues have a very large variation, for example, width
of a vehicle may vary from 1.5 to 3m. Liu et al. (2008a)
suggest to use Sobel edge-enhancement filter combined with
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Table 1 Commonly used technologies for implementing ADAS functions

Radar

Sonar

Lidar

GPS

Video-based
analysis

Technology

Measures

Range (approximate)

Methods/principles

Example systems

Pros

Cons

Radio waves
(300 MHZz-30
GHz)

Speed, distance,
direction

150m

Doppler shift
analysis, Time
of flight (ToF)

VORAD—vehi-
cle on-board
radar (Woll
1995)

Reliability,
accuracy, and
ability to work
in any weather
conditions

High cost,
absorbents,
ghost objects,
inability to
distinguish
objects, limited
field-of-view
(<16°), and
low lateral-res-
olution may

Sound waves
(infrasonic to
ultrasonic)

Speed, distance,
direction, size

7 feet

Doppler shift
analysis, Time
of flight (ToF)

Dolphin
SonarStep by
Echomaster

Ability to work
under water
and on the
surface as well

Sound
absorbents, and
inaccurate
distance
measurements
during wind
gusts, SNow,
rain, etc.

Laser or infrared
light

Speed, distance,
shape

25km

Doppler Effect,
Time of flight
(ToF), etc.

A system
produced by
Sick AG

Accuracy, low
cost, object
recognition and
night-vision

Interference by
light in the
surroundings,
infeasibility for
bad weather
conditions,
limited
field-of-view,
and
degradation in

24-32 satellites
transmit
location as
radio signals

Speed, direction,
relative
position
(distance from
a specific point)

Global availability

Trilateration

Pothole
Patrol—P?
(Bergasa et al.
2006) for
path-holes, and
Co-Driver
Alert (Bertozzi
et al. 1998) for
hazard
information

Global availability

Bad performance
in urban areas
with high
buildings etc.,
low accuracy
(1-5m in open
areas), selective
availability due
to US military
control over

Image sensors
(CCD or
CMOS)

Speed, distance,
relative
position,
direction, size
& type

25m (depends on
camera)

Image
Processing,
Pattern
matching, etc.

Wraparound
View by Fujitsu
and EyeQ2™
by Mobileye

Low cost, high
availability,
several
applications,
usable as an
add-on, can be
combined with
other systems,
infrastruc-
ture—indepen-
dent, and easy
to manage

Weather-depen-
dency, lower
accuracy, and
immature
technology

find incorrect performance by GPS, and
target snow receivers have
(Nashashibi reflections high cost and
et al. 2008) fairly long
start-up time,
i.e., <45s
(Porcino 2001)
the optical flow to detect the vehicle in front and find the dy = H x fe d

distance by using headway distance estimation model. The
distance between the host and preceding vehicle can be cal-

culated as:
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(@) (b) (0
Fig. 1 Some examples of tiny image sensors and cameras. a 1/3-inch

CCD image sensor by Kodak, b a small 2-mp CCD camera by Sharp, ¢
1/4-inch CMOS image sensor by Sony, d a small 8-mp CMOS camera

Table 2 Performance

(d) (e)

by Samsung, e an infrared-enabled CMOS camera by Yanlab, f 7 x 7
pixel CMOS camera with ultra-wideband Radar

comparison of CCD and CMOS Performance parameters CCD CMOS
image sensors used for
video-based analysis Dynamic range ngh Moderate
(luminance
range it can
capture)
Noise Low Noisier (but getting better)
Light sensitivity High Lower
(ability to work
in darkness)
Uniformity Better Worse (but getting better)
Windowing (sub-regions) Limited support Fully supported
Image rate (speed) Lower Higher
Image quality High Lower (but comparable now)
Age of technology Mature Newer
Power consumption High (100 times) Low
Reliability Moderate High
Pixel size Smaller (better) Larger
System size Larger Smaller
Architecture External circuitry required All circuitry on one chip
(“‘camera-on-a-chip”)
Flexibility High Low
Signal type Analog Digital
Manufacturing Complex Simple
Cost / price Expensive (little bit) Inexpensive
Example applications Digital photography, Cameras for mobile devices,

broadcast-tv, indus-
trial/scientific/medical
imaging, etc.

computers, scanners,
fax-machines, bar-code readers,
toys, biometrics, vehicles, etc.

where d, is the distance to be measured, H is the camera
height from ground, f, is its focal-length, d; is its distance
to the front-tip of the vehicle that is hosting camera, P, is
pixel-width in the monitor or display device, AR is image
width, and Ypv is the coordinate of image in row direction of
the preceding vehicle’s bottom end-point as shown in Fig. 2.

As the accuracy of distance measured by digital camera is
not enough for crash avoidance systems, there have been
some efforts to incorporate radar capabilities into CMOS
camera for 3D imaging. For example, Canesta’s CMOS
image chip automatically finds the distance to every object in
a sight at once using time-of-flight calculations on each pixel

(Johnson 2006). The main advantages of this technology are
that it is highly accurate and works in all weather conditions.

The speed and direction (i.e., velocity) of moving objects
in a scene can be calculated by optical flow and tracking
of objects for a while. However, this method is not accu-
rate when compared to radar-enabled CMOS camera (John-
son 2006). Another innovative approach is based on motion
blur or smearing effect, which occurs because of the relative
motion between the camera and the objects. Li et al. (2008)
have proposed a method to calculate direction and speed of
the moving object using a single motion-blurred image. The
relative speed is calculated using this formula:
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Table 3 Summary of methods/techniques for obtaining required information for implementation of camera-based ADAS functions

S# Function

Methods/techniques

Brief description

Comments

1 On-road object recognition
(hypothesis generation
methods)

On-road object recognition
(hypothesis verification

methods)
2 Traffic sign recognition
3 Lane detection and tracking

Model-based or
knowledge-based methods
(Hoffmann et al. 2004)

Stereo-based methods
(Franke and Kutzbach
1996; Bertozzi et al. 1998)

Motion-based methods
(Giachetti et al. 1998)

Context-based methods (Torralba 2003)

Feature fusion-based
methods (Zhu et al. 2005)

Adaptive frameworks (Kim
et al. 2008)

Template-based methods
(Handmann et al. 2000)

Appearance methods (Torralba 2003)

Hybrid techniques (Cao
et al. 2008)

Sign detection methods
(Piccioli et al. 1996; Zin
et al. 2007)

Sign classification methods
(Piccioli et al. 1996; Zin
et al. 2007)

Feature-based methods
(McCall and Trivedi
2006)

Model-based methods (Lim
et al. 2009; Wang et al.
2006)

Hybrid methods (Su and Fan 2008)

Use shadow, corners,
texture, color, light,
symmetry, and
geometrical features etc.

Use dual camera based
techniques such as
disparity-map (Franke and
Kutzbach 1996) and
inverse perspective
transform

Use optical-flow or some
other method combined
with it

Use the relationship
between the objects and
the scene

Combine two or more
methods mentioned before

Adapt and select feature
according to the situation

Exploit correlation with
existing patterns such as
color, edges, shapes,
corners etc.

Use feature extraction by
principal component
analysis (PCA) etc, and
classification by neural
network etc.

Mix two or more techniques

Use color-segmentation,
perspective view, 3D
modeling and scene
understanding etc.

Use region of interest (ROI)
for detection and pattern
recognition for
classification

Detect a particular
characteristic of lane
boundary such as color,
contrast, edge, or texture
etc.

Detect a lane boundary
using some model that is
based on, for example,
Kalman filter, neural
network, inverse
perspective transform
(IPT), template matching
and Gaussian filter etc.

Combine two or more
techniques such as Hough
Transformation, road
model, gray scale
statistics, dynamic range
of interesting (ROI), and
lane features etc.

Popular approach due to
simplicity and high
performance

High computation cost and
low processing speed

Difficulty in detecting still
or slow-moving objects

Require scene analysis
which makes it slow

Improved accuracy
Generic and better approach

An effective method

Better performance

Better performance than
other two methods
Almost 100% accurate

Almost 100% accurate

Moderate accuracy

Moderate accuracy

ROI-based hybrid
approaches perform better
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Table 3 continued

S# Function Methods/techniques Brief description Comments
4 Distance Cue-based approaches Use size and position of Better to use PoC of a
(Stein et al. 2003) on-road objects, lane vehicle and the road for an
width, gray intensity, and accuracy of 95% at 45m
point of contact (PoC) of
a vehicle and the road
Optical-flow (Shibata et al. Considers the change of Low accuracy
2008) objects’ position between
two pictures
Model-based estimation Headway distance Fast but moderately
(Liu et al. 2008a; Fritsch estimation model uses accurate
et al. 2008) Sobel edge-enhancement
filter along with the
optical flow, while others
use EKF-based fusion
(Extended Kalman Filter)
or perspective model
Radar-enabled CMOS Use time-of-flight method Highly accurate and
cameras (Johnson 2006) on each pixel weather-independent
5 Speed & direction Optical-flow (Martinez Measures and/or tracks the Low accuracy
et al. 2008; Li et al. 2008) change of objects’
position in two frames
Smearing effect (Li et al. 2008) Uses a single Low accuracy
motion-blurred picture
Radar-enabled CMOS Use time-of-flight method Highly accurate and
cameras (Johnson 2006) on each pixel weather-independent
6 Drowsiness detection Eye-and-head tracking Tracks the driver’s eye and About 90% accurate
(Smith et al. 2003; Devi head to find her visual
and Bajaj 2008) attention
Event-detection (Albu et al. 2008) Observes the eye-state About 85% accurate
using a template-matching
algorithm
7 Environment reconstruction Integrated video (Zoratti Combines live-video from Very low usability in
2011) many cameras to provide road-safety applications
a broader view of the
surrounding areas
Bird’s-eye view (Kim et al. Provides a quick overview Innovative and highly
2008; Trivedi et al. 2007; of the surrounding areas effective
Ehlgen et al. 2007; Cheng by reconstructing it on a
et al. 2007; Liu et al. display
2008b; Ehlgen and Pajdla
2007; Brauckmann et al.
1994; Toyota et al. 2000;
Ichihara and Ohta 2000)
v = 2K sy fully awake. A single camera mounted on the dashboard, for
Tf cos6 example, can help detect both drowsiness and vigilance. Cur-

where z is the distance from camera to the object, K is the
blur-length in pixels, s, is the width of a camera-pixel, T is
the shutter speed, fis the focal length of camera, and 0 is the
angle when object is not moving parallel to the image plane
as shown in Fig. 3.

Drivers’ fatigue or drowsiness is easily identifiable from
their head position and eye closure. However, vigilance or
attention is different from fatigue; driver may be looking
off the road or involved in some other activity while being

rently, drowsiness detection methods are about 90% accurate.
More research in this area will produce some highly accurate
methods in near future.

For environment reconstruction, we can process images
from all the cameras around a vehicle and provide a bird’s-
eye view that is a quick overview of the surroundings. This is
essentially not a simple integrated video, which is of no use
for drivers. Many systems have been introduced which pro-
vide an overview of the surrounding area of a vehicle (Kim
etal. 2008; Trivedi et al. 2007; Ehlgen et al. 2007; Cheng et al.
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Image Plane

Preceding vehicle

Fig. 3 Distance estimation using smearing effect (Li et al. 2008)

2007; Liu et al. 2008b; Ehlgen and Pajdla 2007; Brauckmann
et al. 1994; Toyota et al. 2000; Ichihara and Ohta 2000). Our
proposed system also provides the bird’s-eye view in addition
to other functions of ADAS using digital cameras.

In the following section, we provide an architecture and
design of the proposed ADAS system along with a basic
prototype.

The system design

Equipped with digital camera technology, our proposed sys-
tem monitors its surroundings and processes video frames in
order to find distance, velocity, position, and size and type of
all the neighboring objects. This information is then used by
different ADAS modules to assist the drivers and to generate
bird’s-eye view of the surroundings. Our design puts tech-
nologies—such as cameras, digital image processor, and a
thin display—into a smart system in order to offer ADAS
functions.

Our proposed system would help drivers in maintaining
a safe speed and safe distance, avoiding any collision, keep-
ing them alert, recognizing road signs, detecting blind-spots,
keeping their lane, identifying pedestrians, enhancing their
vision at night, and warning them of the dangerous situations
in a distraction-free way.

@ Springer

Design considerations

Although ADAS are combination of hardware and software,
they are essentially different in nature and use. They are life
critical systems whose failure may result in death or injury
to people, damage to the system itself, and harm to the envi-
ronment. Therefore, while designing our proposed system,
we have considered a number of issues as follows.

Driving environment

A system for drivers should have a design that is easy to use,
require very less user attention and take minimum time to
complete a task (Nakamura 2008). These requirements give
rise to special issues that must be resolved while designing
an ADAS.

First, a distraction of only a few seconds may result in a
vital road-accident. For example, a large text message on a
display would require much attention from user, and hence
be avoided. Therefore, the system should convey informa-
tion to drivers using standard symbols (such as standard
road signs, and common symbols for objects or events etc.)
or other methods requiring minimal user attention. Further-
more, the system should display any information within
the visual approach of drivers because they cannot keep
their attention away from road for more than a few sec-
onds.

Second, not all the drivers are well educated and com-
puter literate. Therefore, the system should require little or
no training, troubleshooting and administration.

Third, the system should not have a major effect on driving
activity itself, i.e., it should let drivers drive their cars as they
have always done unless there is a major problem. The system
should fit into the driver environment rather than enforcing
it like an office system. It should not only accommodate the
wide range of driver’s activities but also support them.
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Fourth, such a system should have low cost especially
when it is being introduced as an add-on; an expensive sys-
tem may not be bought and used by drivers.

Fifth, being a life-critical system, the system must be safe
and reliable. As the system does not employ redundancy,
any hardware failure should safely shut down the system and
inform the user. Similarly, the complexity of software and
unexpected conditions may cause software failure leading
to a dangerous situation. Therefore, the system should use
exception handling to avoid any software failure.

Finally and the most importantly, the system must follow
the guidelines set by different governmental bodies issuing
a set of requirements for systems regarding road-safety (US
Department of Transportation 2004; Nakamura 2008).

Camera positions

Selecting a proper location for mounting a camera is an
important issue in camera-based automotive applications.
These cameras should be able to see the environment without
any obstruction.

Accordingly, a camera in front is required to capture the
road curvature, lane boundaries, road-signs, vehicles and
other objects. A camera in the rear is required to detect lane-
boundaries and objects in the blind-spots and behind the vehi-
cle. The cameras on two sides of the vehicle are required to
detect objects in the blind-spots and on both sides of the vehi-
cle. In this way, a blind-spot on each side of the vehicle is
covered by two cameras with some overlapped view.

For security and performance, the front and the rear cam-
eras are mounted on the windscreens inside the vehicle. The
cameras on two sides are embedded into the side-view mir-
rors or at some upper location so that they can see the road
directly below them. The fifth camera is installed on the dash-
board inside the vehicle that will look at the driver for drows-
iness and vigilance.

Issuing an alert or warning

On detecting some dangerous situation, the system should
issue an alert. There are four kinds of alerts issued by dif-
ferent automotive applications: auditory, visual, haptic, and
automatic (i.e. takeover the control from driver). However, it
is important to choose wisely from different types of alerts
or warnings.

We have considered visual and auditory alerts only
because our system employs only image sensors. A display
should issue any visual alerts while pre-installed speaker or
beeper should play auditory alerts.

By default, the system should blink symbols for vehicles
and other nearby objects on the display. However, in danger-
ous situations, it should also issue auditory alerts using beeps
of low or high volume depending on the level of danger.

User interface and interaction

While installing a display, it must be a prime concern that
the display is viewable and within the reach of driver. There
are two main issues regarding user interface here: placement
(i.e. where to put it) and the mode of interaction (i.e. to use
either buttons or touch-screen).

There are four possible locations for mounting the display
as for as placement is concerned (Jonefjill 2009): Head-Up
Display (HUD) on the windscreen, Driver Information Mod-
ule (DIM) inside the dashboard behind steering, Rear View
Mirror (RVM), and Infotainment Control Module (ICM).
However, in our case we can opt from two locations only,
i.e., HUD or DIM. As we do not use any kind of projection
device, DIM is the best suitable place for display.

Touch screen is an appropriate mode of interaction where
user can touch the screen to make selections. The user inter-
face screen provides the following options on startup:

1. Change my settings—(it has 3 sub-options)

a. Change level of expertise — learner, beginner, expe-
rienced, or expert.

b. Type of warnings to be issued—none, auditory,
visual, or both audio-visual

c.  Volume of the sound for auditory alerts—anywhere
from silent to loud

2. Remove my settings—(users are known by face-recog-
nition and have different settings)

3. Start camera calibration—(required at the time of instal-
lation or after a damage)

These options appear for a few seconds on the startup and then
disappear in favor of default settings. However, on touch-
ing the screen, these options appear again. The default set-
tings are as follows: level of expertise =experienced, type of
warning =both audio-visual, volume of the sound =medium.
The system manages and remembers settings for each user
by identifying their faces through the fifth camera installed
on the dashboard.

The proposed system uses single display that is multipur-
pose and adaptive. It shows the highest priority information
at any instance of time. For example, at startup, it shows
options’ screen; on recognizing some traffic signs, it displays
the signs; and for most of the time, it displays reconstructed
environment along with speedometer as shown in Fig. 4.

A user can initiate interaction by touching the screen.
However, five cameras make the system aware of its users
and context. This awareness makes it possible to adapt the
system according to the situation and minimize the annoy-
ance by lowering the level of input required of the user. For
these reasons, the system should continuously learn from
the interactions and use this learning in future decisions. For
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Select an option:

1. Change my settings
2. Remove my settings
3. Start camera calibration

(a) (b)

(c)

Fig. 4 Anintegrated and adaptive interface of the proposed system. a Options displayed at startup, b traffic signs and speedometer, ¢ reconstructed

environment and speedometer

Fig. 5 Camera positions shown as dots (5th camera is inside)

example, the system should automatically update the exper-
tise level of the driver with the passage of time.

Components of the system

The proposed system has three components: Hardware, Mid-
dleware, and Applications. We have used five-layered archi-
tecture (Baldauf et al. 2007) of context-aware systems, which
consists of Physical, Data, Semantic and Inference, Manage-
ment, and Application layers. All the layers between Physical
and Application layer are jointly called as middleware.
Hardware components of the system are five CMOS cam-
eras or image sensors, a digital processor, and a TFT-LCD
display (thin film transistor liquid crystal display). The sys-
tem is equipped with four cameras installed on all the four
sides of vehicle (as shown in Fig. 5) to provide 360° or
all-around coverage of the surrounding areas, and the fifth
camera is installed inside the vehicle to look at driver for
drowsiness and attention. The system uses a digital proces-
sor (ordinary computer or a digital signal processor chip)
for applying image-processing techniques on video frames
to get the required information for ADAS modules. The 360°
or all-around view is then processed for environment recon-
struction and is displayed on TFT-LCD display mounted on
the dashboard at driver information module (DIM) location
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that is just behind the steering. However, it could also be pro-
jected on head up display (HUD) location if some projection
device was available. We propose an adaptive display that
can be used for speedometer, odometer, temperature, time,
fuel-gauge, and other vehicle data according to the context.

Middleware is the software part of system that provides a
variety of functionality such as supporting different types of
sensors, retrieving the raw sensor data, pre-processing of the
sensor data, and then storing, sharing, distributing or pub-
lishing the processed data. In our proposed system, real-time
video frames captured by the five cameras are instantly sent
to the middleware for noise removal, enhancement, transfor-
mation, fusion, etc. These frames are then processed for cal-
culating the distance, speed, direction, position, and size and
type of all the objects appearing in a scene. This processed
information is then pushed up to the application layer.

Application layer hosts a number of application mod-
ules for driver assistance. These application modules provide
twelve commonly used ADAS functions. The implementa-
tion detail of these modules is provided in the following sec-
tion.

System design

The proposed system implements a number of ADAS func-
tions. This section explains how different components of the
system work together. Figure 6 provides an overview of the
proposed system.

At physical layer of the system, image sensors capture
real-time video of the surroundings. This video or image
sequence is then sent to the middleware that performs a
number of pre-processing operations, such as noise removal,
image enhancement, transformations, image fusion, etc. In
addition to pre-processing, middleware also measures the
distance, speed, direction, position, size and type of all
objects appearing in a scene. These measurements are then
made available to application layer that hosts a number of
application modules such as ACC, ISA, FCW, LDW, TSR,
BSD, etc. These application modules provide ADAS func-
tions using camera-based methods for object recognition
(i.e. vehicle, pedestrian, and obstacle), road sign recognition,
lane detection and tracking, distance measurement, speed
and direction measurement, driver drowsiness detection, and
environment reconstruction.
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Fig. 6 Overview of the

proposed system
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In the following sections, we present system design for
individual ADAS functions.

Adaptive cruise control (ACC)

Adaptive cruise control system automatically slows down the
vehicle when it approaches another vehicle in front and accel-
erates again to achieve the preset speed when traffic allows.
Traditional ACC systems use laser or radar technologies to
measure the distance and speed of the vehicle in front. How-
ever, we have proposed a camera-based implementation of
ACC as shown in Fig. 7.

After finding the speed of vehicle in front, it finds the local
speed and the headway distance. It issues a warning and/or
reduces the local speed in order to avoid forthcoming colli-
sion if Time to Contact (ToC) is too small. Here, we imple-
ment vehicle detection using only camera-based methods as
shown in Fig. 8.

The vehicle detection module extracts some candidates,
validates them, and then tracks those candidates for some
time by getting help from lane detection module. At the end,
it classifies objects as, for example, bicycle, motorcycle, car,
bus or truck.
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Image Sequence Input ‘1—

l Preceding Vehicle Detection ‘

’ Find Vehicle Speed ‘

’ Find Local Speed ‘

!
’ Find Headway ‘
Distance

Find Braking Time or
Time to Contact (ToC)

Reduce Speed
/ Issue Warning

Fig. 7 Adaptive cruise control system

Intelligent speed adaptation (ISA)

Intelligent speed adaptation system continuously observes
the vehicle speed and the local speed limit on a highway and
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’ Image Sequence Input ‘

Pre-processing

Candidate
Lo Extraction
Detection | | Candidate
Validation

Vehicle Tracking

(or other objects)

Vehicle Classification
(or other objects)

Fig. 8 Vehicle detection (or other objects)

—ﬁ Image Sequence Input “—
|

’ Detect Speed-limit Sign ‘

es

| Find Local Speed-imit |

|

’ Find Vehicle Speed ‘

~Too Fastl_——

Yes

’ Find Following Distance ‘

|

Reduce Speed to the Limit
& Issue Warning

Fig. 9 Intelligent speed adaptation system

then advises or takes an action when the vehicle exceeds the
speed limit. Traditionally, a GPS is used to determine the
local speed limit on a road, but we have proposed a camera-
based implementation of ISA as shown in Fig. 9.

The ISA system looks for any speed-limit sign on the road,
and compares the speed limit with the speed of vehicle. If the
vehicle is too fast, it issues a warning and reduces the vehicle
speed while keeping an eye on the vehicles behind to avoid
rear-collision.
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’ Image Sequence Input

Preceding Object
Detection

|

Lane Detection

Lane Info

’ Identify Object Type ‘

Object Tracking

’ Distance Estimation ‘

—Too Close?

Yes

’ Issue Collision Warning ‘

Fig. 10 Forward collision warning system

Forward collision warning (FCW) or collision avoidance

Forward collision warning or avoidance system detects
objects on the road that would otherwise go un-noticed and
warns its driver of any possible collision with them. Tradi-
tional FCW systems use infrared and radar technologies to
detect objects on the road, but we have proposed a camera-
based implementation of FCW as shown in Fig. 10.

The FCW system detects any objects in the same lane,
calculates distance between the object and the vehicle, and
issues a collision warning in order to avoid accident if the
distance is quickly becoming shorter than a threshold value.
In this way, FCW will issue collision warning only when
it finds that the vehicle will collide with another vehicle or
object if it continues to move with the current speed.

Lane departure warning (LDW)

Lane departure warning system constantly observes the lane
markings and warns a driver when the vehicle begins to move
out of its lane without turning on its indicator. A similar sys-
tem, Lane keeping assistance (LKA), helps driver in keeping
the vehicle inside a proper lane. Traditional LDW systems use
light or magnetic sensors to detect reflections from reflectors
or magnetic field produced by the embedded magnetic mark-
ers respectively. However, we have proposed a camera-based
implementation of LDW as shown in Fig. 11.

The LDW system detects and tracks lane markings, pre-
dicts lane geometry, finds any deviation from path, and issues
lane departure warning or lane keeping action while keeping
an eye on the vehicles behind to avoid rear-collision. This
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’ Image Sequence Input F—
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Assume Virtual Lanes Yes
of About 3m Width

I Lane Tracking

l Predict Path or Geometry ‘

’ Find Corrections Required ‘

Yes

[ Find Following Distance |

Issue Lane Departure Warning
or Lane Keeping Actions

Fig. 11 Lane departure warning system

system works even in the absence of lane markings. In this
case, it assumes virtual lanes of about 3 m width.

Adaptive light control (ALC)

Adaptive light control system moves or optimizes the head-
light beam in response to a number of external factors, such
as vehicular steering, suspension dynamics, ambient weather,
visibility conditions, vehicle speed, road curvature, contour,
etc. Traditional ALC uses a large number of electronic sen-
sors, transducers and actuators. However, we have proposed
acamera-based solution for finding environmental factors for
ALC as shown in Fig. 12.

The ALC system determines driving context, such as any
approaching vehicle, environmental lighting, local speed of

Fig. 12 Adaptive light control
system

the vehicle, and path turnings in order to adapt headlights
accordingly. It then sends appropriate signal to the light con-
troller for turning the lights dim, bright or bend depending
on the context.

Parking assistance (PA)

Parking assistance system helps drivers avoid any collision
while parking their vehicles. Some systems takeover the
steering and actively park the vehicle, while others provide a
live view of the surroundings and issue a warning in case of
forthcoming collision. Such systems are new to automobiles
and usually use cameras. We also propose a camera-based
PA system as shown in Fig. 13.

The PA system identifies any objects in the very close
proximity of vehicle, tracks them to find their distance, and
issues a collision warning if the vehicle comes very close to
the objects.

Traffic sign recognition (TSR)

Traffic sign recognition system identifies any road traffic
signs and warns the driver to act accordingly. Traditional
TSR systems use GPS or radio technologies to determine the
traffic signs. However, we propose a camera-based TSR as
shown in Fig. 14.

The TSR system selects a region of interest (Rol), finds
and tracks any candidates, extracts features, and classifies the
sign. It then shows this sign on the display, if valid.

Blind spot detection (BSD)
Blind spot detection system helps avoid accidents when

changing lane in presence of other vehicles in the blind spot.
It actively detects any vehicles in the blind spot and informs
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[

|

I I

Detect

Approaching
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Dim Lights

Lane Detection

Detect Find Local
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Lighting I Path Prediction

Bend Lights

Bright Lights

Light Controller
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j Fi ?
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|

’ Object Tracking ‘

l
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Yes
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Fig. 13 Parking assistance system
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!

’ Candidate Detection ‘

’ Track Candidate ‘

l

’ Feature Extraction ‘

}

’ Sign Classification ‘

Valid Sign?

Yes

’ Show Sign on Display ‘

Fig. 14 Traffic sign recognition system

the driver before taking a turn. Traditional systems use sonar,
radar, or laser, whereas we propose a camera-based imple-
mentation of BSD as shown in Fig. 15.

The BSD system first finds the lane markings, detects any
vehicles in the blind spots, finds their speed, distance, direc-
tion, size and type, and issues warning if required and updates
the display according to the reconstructed environment.
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< Lane Found?
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direction, size & type

Update Display &
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Fig. 15 Blind spot detection system

—+ Image Sequence Input ‘

Face Detection
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Eye State
Tracking

Eye Closed
for n Frames?

Issue Warning

Fig. 16 Driver drowsiness detection system

Driver drowsiness detection (DDD)

Driver drowsiness detection system detects a drowsy or
sleeping driver and awakes her to avoid any accident. Tra-
ditional systems use a number of sensors such as stress sen-
sor for finding grip on steering, and other sensors to find
physiological state, such as heart-beet, blood pressure, and
temperature of the driver. However, we propose a very sim-
ple camera-based implementation of DDD that detects eye
closure as shown in Fig. 16.

The DDD system first detects human face, then eyes, and
then tracks eye state. It issues a warning if it finds closed eyes
in more than n consecutive frames (n is usually near 10).
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Fig. 17 Pedestrian detection system

Pedestrian detection (PD)

A pedestrian detection system identifies any human walking
on or near the road and alerts the driver to avoid any colli-
sion. Traditional systems use sonar, radar, or laser technol-
ogy. However, we propose a camera-based implementation
of PD as shown in Fig. 17.

Our proposed PD system works like a TSR system. It
detects human by symmetry or motion. However, it also
issues warning and highlights pedestrian symbol on the dis-
play if someone is very close to the vehicle. Humans are the
most valuable assets on the road and the governments in near
future will enforce pedestrian detection systems. Therefore,
future cars will have PD as compulsory module.

Night vision (NV)

Night vision system helps a driver in seeing objects on the
road during night or poor weather. Traditional systems use
infrared or radar technology to detect objects on the road
and use a projector for head-up-display (HUD). However,
we propose a camera-based implementation of NV as shown
in Fig. 18.

We use ordinary CMOS camera for object detection and
a TFT-LCD display for showing these objects. Its perfor-
mance can be improved by using cameras with wide dynamic
range—WDR (Hertel et al. 2008) of more than 120dB that
can handle both bright and dark environments.

’ Image Sequence Input ‘

! I

. Vehicle Detection
—>
Lane Detection (& other objects)

Find distance,
speed, direction
and size & type of
each object

I
Highlight the Objects
on Display

Fig. 18 Night vision system

Environment reconstruction (ER)

Environment reconstruction system identifies all the neigh-
boring objects on the road, including lane markings and vehi-
cles, and finds their speed, distance, direction, and size and
type. It then reconstructs the environment and draws it on the
display. The idea of environment-reconstruction is very new.
It fuses camera and some other type of sensors such as infra-
red, radar and laser. However, we propose a camera-based
implementation of ER in the Fig. 19a.

The ER system identifies lanes and other objects around
the user (encircled vehicle) and reconstructs the environment
on a display as shown in Fig. 19b. A very close object is dis-
played in red and blinked fast in order to alert the driver.

Implementation of prototype

A full-fledged implementation of the proposed system is not
yet done. The implementation, testing and performance eval-
uation shall be done in the next phase of project. However,
we have developed a basic prototype using ordinary CMOS
cameras (8 mega-pixels) and a laptop (P-4, 2.0 GHZ, dual-
core). We use video and image processing tools available
in MATLAB R2007a or newer versions (Computer Vision
System Toolbox 2011).

We demonstrate only the most important functions, such
as detection of pedestrians, vehicles and lane markings, mea-
surement of speed and distance, and recognition of traffic
signs, which make the basic elements of all ADAS systems.
For example, LDW system can be implemented by continu-
ously observing the distance of vehicle from the center of a
lane and issuing a warning when a departure on left or right
lane markings is detected.

The image frame shown in Fig. 20 is used as an input to
the system. It contains a number of relevant objects such as
vehicles, traffic signs, pedestrian and lane-markings etc. A
separate copy of the input frame is provided to the different
modules simultaneously.
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Fig. 19 Environment
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Fig. 20 Input frame for the prototype

We use two-step method for on-road object recognition. In
the first step, i.e., hypothesis generation (HG), we use model-
based or knowledge-based method (Hoffmann et al. 2004)
that exploits the symmetry and motion properties of objects
in order to find candidate objects in the input frame. In the
second step, i.e., hypothesis verification (HV), we validate
the presence of any objects using template-based method
(Handmann et al. 2000) that exploits the correlation with
existing patterns such as color, edges, shapes, and corners etc.

Accordingly, the Pedestrian Detection module success-
fully detects the presence of a human on footpath using
shape properties such as head, body, and legs etc (Fig. 21a),
Vehicle Detection module detects the presence of all four
vehicles in the frame using shape property of vehicles
(Fig. 21b), Road Sign Detection module detects two “No
Parking” signs using color and shape properties of traf-
fic signs (Fig. 21c), and Lane-marking Detection module
detects the painted lanes on both sides of the vehicle car-
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rying the camera using color, edge and intensity properties
(Fig. 21d).

The output of different functions is then merged together
into a single image (Fig. 22) by repeatedly using the wfusimg
function available in Wavelet Toolbox of MATLAB.

In addition to these visible outputs, we also perform some
calculations regarding distance and speed of objects in the
input frame using model-based estimation (Liu et al. 2008a;
Fritsch et al. 2008) that employs Sobel edge-enhancement
filter and optical-flow. However, this method has moderate
accuracy but it is much better than using optical-flow alone.

The objective of this prototype is to demonstrate that a
full-fledged camera-based ADAS can be implemented using
MATLAB or other programming tools. We claim that all the
required technologies for implementing a full-fledged cam-
era-based ADAS are available now. However, as mentioned
before, the full-fledged implementation, testing and perfor-
mance evaluation of the proposed system shall be done in the
next phase of this project.

Strengths and weaknesses

Our proposed design of the system has a number of strong
points.

1. It provides ADAS functions mainly based on five cam-
eras. Many innovations are being introduced in cam-
eras every day. For examples, infrared enabled cameras
can see at night as well; cameras with microphone can
listen as well; and radar-enabled cameras can generate
3D pictures of the environment (Johnson 2006). These
innovative cameras will soon become cheaper like an
ordinary camera. In addition, we have seen many inno-
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vative applications of a camera in the last few decades.
Having installed cameras on a vehicle opens doors to
many innovative applications to come in the future.
The cost of a camera-based ADAS is much lower than
other technologies because the price of a CMOS cam-
era is only a few dollars, starting from US$ 15 for ordi-
nary camera and US$ 20 for an infrared-enable camera.
The popularity of cameras in mobile phones and other
handheld devices has encouraged producers to design
cheaper, smaller and efficient cameras.

Camera-based ADAS had poor performance until few
years ago. However, camera technology has signifi-
cantly improved nowadays which makes it possible to
design high performance automotive functions.

A camera-based ADAS does not depend on any infra-
structure outside the vehicle. For example, lane depar-
ture warning can work even if there are no visible lane
markings on the road or magnetic markers embedded.
Additionally, it can be used with new as well as old
vehicles having no support for infrastructure.

A camera-based ADAS is very simple to implement i.e.
to develop, install and maintain. This is because the area
of video and image processing has been around us for
decades; and the proposed algorithms are much accurate
and faster now. These algorithms, with slight modifica-
tions, can be used in the development of camera-based
ADAS. Today, a large number of camera-based tech-

(d)

Fig. 21 On-road object recognition in the input frame. a Pedestrian detection, b vehicle detection, ¢ road sign detection, d lane-marking detection

niques are available for detecting the speed, distance,
relative position, direction of movement, and size and
type of objects on the road.

A camera-based ADAS is more intelligent than a sys-
tem based on radar, sonar or lidar. It can distinguish
between the relevant traffic from irrelevant things such
as obstacles and tin cans. It is also possible to incorpo-
rate learning and prediction capability using techniques
such as scene analysis. Moreover, a camera-based sys-
tem can host multiple applications and has ability to
integrate with other systems as well.

The camera-based ADAS has very high availability. It
uses cameras, processor, and a display. The CMOS cam-
eras are readily available in the market and are very easy
to install and operate. Similarly, processors and displays
are also easily available at lower costs.

A camera-based system can easily be integrated with
other systems. However, this integration becomes
smoother and easier if all components are camera-based.
For example, a camera-based lane departure warning
system can be integrated with traffic sign recognition
system to share the same camera between them.

The capabilities of a CMOS camera can be increased by
fusing some other kind of sensing into it. For example,
radar-enabled CMOS camera can also find speed and
direction of every object in a scene at once using time-
of-flight calculations on each pixel (Johnson 2006).
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10. Finally, a camera can scan much wider area as com-
pared to other technologies. For example, radar has a
very limited field-of-view (about 16°), whereas a normal
camera has 46° field-of-view and a wide-angle camera
has a field-of-view as wider as 180°. Moreover, a cam-
era faces no interference from absorbents like a radar
or sonar. However, it is interfered by lighting condi-
tions, such as reflections, like a lidar. Poor lighting, bad
weather, and high illuminations etc also affect its perfor-
mance. Nowadays, to overcome these issues, we have
cameras with wide dynamic range—WDR (Hertel et al.
2008) of more than 120dB that can handle both bright
and dark environments by automatic adjustments (see
Fig. 23).

Although the proposed system is designed very carefully, it
has many weaknesses. Some of these weaknesses are inher-
ited from the technology while others are inherited from
design itself.

1. The performance of proposed system is affected by the
bad weather conditions such as fog, dust, rain, and par-
ticularly snow. This is because the visibility is severely

L BX

J Detection of all neighboring objects

Fig. 22 Detection of all neighboring objects at the same time

(a) (b)

reduced during bad weather. However, infrared-enabled
or radar-enabled cameras will remove this weakness in
the future.

2. The proposed system has lower accuracy of speed and
distance measurements when compared to radar, sonar
or lidar. This is because a camera cannot accurately mea-
sure the speed and distance of an object if it is too slow or
too close to the camera. Again, infrared-enabled or radar-
enabled cameras will improve accuracy of the measure-
ments.

3. The proposed system uses LCD display to show recon-
structed environment. It is important to note that a driver
can pay only alittle attention to the displayed information
while driving. A driver may be distracted while looking
at the display for more than a few seconds. To avoid
this problem, we can use a projector for head-up-display
(HUD), but it will significantly increase the cost of our
proposed system.

4. As the proposed system uses five cameras, the issue of
privacy cannot be overlooked. A camera inside the vehi-
cle might be invasive for driver, and the cameras out-
side the vehicle might be invasive for neighboring trav-
elers on the road. Furthermore, the possibility of adding
new applications into the system can make it possible to
record every movement of the neighbors.

5. Finally, the proposed system requires some tuning in the
beginning (at the time of installation only) because the
camera parameters should be determined for accurate
measurements of speed and distance.

Conclusions and future work

Aiming at development of vision-based ADAS, we carried
out an ethnographic study of how people drove their vehicles,
observed their activities while they drove, engaged them in
discussions, and used questionnaires to get feedback. We can
conclude our findings as follows.

First, it would be very useful for drivers to avoid acci-
dents if they are provided with the information on speed,

Fig. 23 Imaging without (a) & with (b, ¢) wide dynamic range—WDR (Hertel et al. 2008). a Image captured without WDR (things not very
clear), b image captured with WDR (everything very clear), ¢ a night scene captured with WDR (everything very clear even at night)
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distance, relative position, direction, and size and type of the
vehicles or other objects around them. These five pieces of
information are enough to build a full-fledged camera-based
ADAS and can be captured using different technologies. A
large number of camera-based techniques were described for
obtaining the required information. We did a survey of all the
supporting technologies including radar, sonar, lidar, GPS,
and video-based analysis, and found that video-based analy-
sis is the most suitable technology for this purpose because
it provides all the required support for implementing ADAS
functions in a simple way and at a very low-cost. Depending
on the power of digital image processor, more than 30 frames
can be processed in one second for automotive applications.

Second, for the presentation of information to the driv-
ers in a distraction-free way, we process this information to
reconstruct the environment and draw the birds’-eye view on
a display mounted on the dashboard, behind the steering, and
just in front of the driver.

Third, to ensure simple and easy user interface, we make
our system context-aware and hence adaptive. It requires
minimal input from the users, but gives maximum control
over the system. The proposed system uses a touch-screen
display and issues only audio-visual alerts to make the inter-
action simple and easy for drivers.

Finally, we have proposed a vision-based ADAS that uses
layered architecture of context-aware systems. We have given
the design of twelve most common ADAS functions using
only video-based analysis. We have also demonstrated a basic
prototype using MATLAB to show how fast and easy it is to
implement any camera-based ADAS function.

Since we spent limited time and resources on this project,
many deficiencies are present in it. Therefore, a number of
future enhancements are possible in the system.

First, we have described the design of all ADAS functions
for proposed system. However, our prototype implements
only few of them. We plan to implement all the proposed
functions in future as a full-fledged integrated ADAS sys-
tem.

Second, the proposed system does not learn from user
actions presently. However, we can incorporate learning in
its future version.

Third, with few enhancements, the proposed system is
useable for training a new driver. This requires some more
functions in order to advise a new driver and control the vehi-
cle in case of emergency.

Finally, camera-based automotive systems are still in the
development phase and will take few more years to have reli-
able applications for automobiles. Recently, infrared-enabled
and radar-enabled CMOS cameras with high accuracy and
reliability are available. Fusing radar and vision sensing will
make the proposed system very much accurate and reliable
in the future.
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