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Abstract This article is about a multi-agent based algo-
rithm for personnel scheduling and rescheduling in a dynamic
environment of a paced multi-product assembly center. The
purpose is first to elaborate daily employees’ assignment to
workstations so as to minimize the operational costs as well as
personnel dissatisfactions; the second is to generate an alter-
native planning when the first solution has to be rescheduled
due to disturbances related to absenteeism. The proposed
approach takes into account individual competencies, mobil-
ity and preferences of each employee, along with the compe-
tency requirements associated with each assembly activity,
with respect to both the current master assembly schedule
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and the line balancing for each product. We use solutions
obtained through a simulated annealing algorithm in order
to benchmark the performance of the multi-agent approach.
Experimental results show that our multi-agent approach can
produce high-quality and efficient solutions in a short com-
putational time.

Keywords Personnel shift scheduling and
rescheduling ·Multi-agent systems · Coalition ·
Kernel stability · Cross-training · Flexible assembly lines

Introduction

The significance of the personnel scheduling problems as
managerial and strategic issues has grown considerably with
the expansion of quick-response, agile, lean and personal-
ized manufacturing (Montreuil and Poulin 2005). The high
requirements for both productivity and reactivity create a
major challenge. It consists of adapting the personnel plan-
ning and scheduling processes in order to deal efficiently
with the dynamic nature of manufacturing and ultimately to
sustain competitive advantage.

In this paper, we focus on personnel scheduling and resch-
eduling in a dynamic environment of a paced multi-prod-
uct assembly center. In such an environment, large assembly
lines sequentially producing a variety of complex products
often require tens up to hundreds of assemblers. The number
of assemblers required at each station of the assembly line
varies depending both on the product currently assembled
and the assembly activities assigned to that station. Owing to
product changeovers and the specific manpower competency
requirements associated to each product at each station, there
are often large waves of personnel moves among stations,
which cause significant disruptions to operations, deterring
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the overall productivity of the line and causing dissatisfac-
tion among the personnel. Furthermore, because an assembly
center is unexpected and dynamic events occur, rescheduling
is necessary to update a personnel schedule when a distur-
bance or change occur make it infeasible.

In this context, we present a multi-agent based approach
(MAS) that aims to tackle the complexity of our targeted
personnel scheduling and rescheduling problem through dis-
tributed problem-solving. This MAS approach is tested in
a dynamic environment under different workload situations
and personnel absenteeism events. Thereby, we evaluate this
approach by comparing computational results with the opti-
mal solution and those obtained through a simulated anneal-
ing approach (SA).

The remainder of the paper is organized as follows.
Section “Problem definition and classification” introduces
the personnel scheduling problem. Section “Multi-agent sys-
tems for scheduling problems” defines multi-agent settings
and presents in detail the multi-agent architecture retained
to sustain our scheduling and rescheduling approach. The
fourth section presents the formal description of the multi-
agent approach. The experimental setup and the results are
discussed in Section “Computational experiments”. Finally,
the sixth section presents summary and conclusive remarks.

Problem definition and classification

Personnel scheduling problems are particular cases of allo-
cation resource problems (Hao et al. 2004). They can take
several configurations according to the characteristics of the
organizational environment and the duration of the planning
period. Generally, they aim to construct a working timetable
for each employee by defining start time periods, duration of
work, break intervals, as well as the workstation of the tasks
to be fulfilled. The objective is for the timetable to optimize
one or several criteria while respecting a set of constraints
such as labour requirements, individual preferences or spe-
cific competencies (Thompson 1995; Ernst et al. 2004; Sabar
et al. 2008). Personnel scheduling problems can be found in
several types of industrial or service companies. They are
recurring problems in domains such as transport (Brusco et
al. 1995), health (Aickelin and Dowsland 2000), education
(DeGans 1981), industrial production (Berman et al. 1997;
Lee and Vairaktarakis 1997; Vairaktarakis and Kim Winch
1999), call centres (Atlason and Epelman 2004), as well as
protection and emergency services (Ernst et al. 2004).

Personnel scheduling problems are typically classified in
three categories (Bailey and Field 1985; Ernst et al. 2004).
First, days-off scheduling problems deal with the assignment
of days off to employees (e.g. scheduling 2-day or 3-day
off patterns into one week). Second, shift scheduling prob-
lems typically deal with the elaboration of 8-h or 9-h shifts

that must be allocated to employees across a daily planning
horizon, in order to meet demand. Third, tour scheduling
problems deal with the construction of a weekly set of work
schedules for employees. Typically, these latter problems
integrate the days-off and shift scheduling problems. To
this basic classification can be added contextual parameters,
which allow the description of specific personnel scheduling
problems connected with a particular activity domain. Gener-
ally, these parameters reflect the organizational, temporal or
spatial specificities. Examples are: (1) demand nature, such
as cyclic versus acyclic and determinist versus stochastic
(Baker 1976; Easton and Rossin 1996; Easton and Mansour
1999); (2) employee preferences (Topaloglu and Ozkarahan
2004; Sabar et al. 2008); (3) employee seniority (Volgenant
2004); (4) composition of working teams expressed in terms
of part-time employee percentages in comparison to full-time
employees (Brusco et al. 1995; Brusco and Jacobs 1998),
and (5) scheduling flexibility (Bailey and Field 1985; Baker
1976; Sabar et al. 2008). Personnel scheduling problem have
long been recognized as being complex and hard to solve,
being identified as NP-complete (Garey and Johnson 1979;
Bartholdi 1981).

In this article, we focus on shift scheduling and reschedul-
ing problems in a large assembly line environment where the
pace setting takt time between individual product units is pre-
set, equal to at least a few minutes. We consider an assembly
line with multiple workstations (ST1, ST2, . . . STM ) respon-
sible to sequentially assemble different product-models. For
each product, there is a predetermined line balancing which
specifies the assembly tasks to be realized at each station
when this product is assembled. An assembly activity is
defined by the vector < workstation number, assembly task to
be fulfilled >. Each assembly activity requires one or several
employees who contribute to their execution. Each assembly
activity a requires ωa employees with competency profile
Pa = 〈c1a, . . . , cla, . . . ,La〉. We consider that cla = 1 if
competence l is required for fulfilling a; and zero otherwise.
The number of employees present in the system can vary
according to demand. However, at the beginning of every
shift, a minimum number of employees are required. If nec-
essary, other operators can be introduced into the assembly
line. We suppose that every employee e introduced into the
assembly system has a required minimal presence duration
equal to dmin,e periods.

In addition, concerning the manpower pool, we take into
account individual competencies, mobility and preferences.
Specifically, we consider that:

– Workers each have a specific degree of cross-training
enabling them to carry one or several types of assembly
activities during a work shift. So each worker e pos-
sesses a number of competencies referred to as compe-
tency vector Pe = 〈c1e, . . . , cle, . . . ,Le〉. We consider
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that cle = 1 if worker e has acquired competence l; and
zero otherwise. To allocate worker e to the execution of
activity a, the inclusion relation must be satisfied between
sets Pe and Pa . Indeed, they have to satisfy the relation:
Pa ⊆ Pe.

– Workers are allowed to move between workstations in
order to fulfill specific assembly activities as per the prod-
uct assembly schedule.

– In cases where the number of present workers exceeds
the total requirements of the assembly activities during
period t, extra workers can be assigned to execute sec-
ondary activities, to be trained in other stations, or to
perform elementary administrative operations, according
to specified availability of such work.

– Each worker has a set of individual preferences related to
(1) the shift duration, (2) the assignable activities and (3)
the number of transfers between activities.

– Two levels of shift structure flexibility are taken into
consideration: shift start-time flexibility and break-place-
ment flexibility. For shift start-time flexibility, we define
a set of planning periods Tq in which the shift can be
started. Relative to break-placement flexibility, we define
three types of pauses: first-half-shift break (pause type 1),
lunch break (pause type 2), and second-half-shift break
(pause type 3). For every kind of break “i” we associate
two time intervals. The first interval reflects the periods
along which the pause can spread out. The second inter-
val defines the periods during which this break can be
started. The duration of each break is fixed.

Figure 1 illustrates the organizational structure of the selected
personnel scheduling problem. It shows an example of the
master assembly schedule and the principles employees’
states and assignment during a given shift.

In a previous article (Sabar et al. 2008) we have pre-
sented a formal description and mathematical modeling
of this multi-objective decision problem. The experimen-
tal results have demonstrated, on the one hand, that for
smaller cases, it is possible to reach the optimal solution
using a commercial solver, and on the other hand, that opti-
mal resolution times tend to be huge for larger size cases.
Moreover, results have shown that even for smaller cases,
commercial solvers cannot be reliably used in a fast inter-
active and uncertain environment requiring the generation
of solutions in short times, pointing towards the need to
develop heuristic optimization approaches. In the second arti-
cle (Sabar et al. 2009), we have described a multi-agent based
approach for personnel scheduling problems in the context of
a paced multi-product assembly center, and we have bench-
mark the performance of our multi-agent approach against
optimal solutions obtained through a linear programming
model resolution using a commercial solver. Experimental
results have shown that our multi-agent approach can pro-
duce high-quality and efficient solutions in a short computa-
tional time.

In this article, we are primarily concerned with resched-
uling problem. We consider that if a disturbance related
to operators’ absenteeism occurs at a given time period,
the variables representing the personnel’ scheduling up to

Fig. 1 Organizational structure of the selected personnel scheduling/rescheduling problem
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this period are fixed to the matching values from the orig-
inal plan and, the disturbance’ parameters are considered
for the remaining time periods. Then, a new reschedul-
ing has to be performed on the global level through com-
plete regeneration of personnel schedule. Regarding the
operators’ absence, we distinguish full absenteeism (opera-
tor absents from work during the entire shift) from partial
absenteeism (operator arriving late to work or leaving
work during working hours due to sickness or personal
affairs). In both cases, the rescheduling aims to gener-
ate a new allocation plan which replaces absent opera-
tors by transferring activities to the available and on-call
workers.

In this context, we present a multi-agent based approach
that aims to tackle the complexity of our targeted person-
nel scheduling / rescheduling problem through distributed
problem-solving. The proposed approach is based on coop-
eration among several rational agents who encapsulate indi-
vidual competencies and preferences of employees. In this
approach, the agents negotiate to form coalitions, which
allow them to improve their individual schedules, and conse-
quently to iteratively improve the global solution of personnel
scheduling problem.

In order to evaluate the performance of our MAS schedul-
ing & rescheduling approach, we perform two sets of bench-
mark analyses:

– For pure scheduling problems, we report optimal solu-
tions and those obtained through MAS and SA approaches
for small and medium scale problems. The aim of this test
is to evaluate the deviation of MAS and SA approaches
from the optimal solution. Experiments have been per-
formed for an assembly line consisting of 5-workstations.
We consider employees in attendance. A sample data set
is provided in Sabar et al. (2009).

– For scheduling & rescheduling problems, we compare
MAS solutions against simulated annealing approach for
large-scale problems. Taken into consideration that lin-
ear programming based approach for personnel sched-
uling optimization becomes difficult to solve once the
problem dimensions, given by time horizon, set of work-
stations and employees’ characteristics become large.
Therefore, we choose to validate the MAS approach by
comparing the deviation of 5 large-scale and generic
problem instances with the solutions obtained with the
SA approach. Experiments have been performed for an
assembly line consisting of 40-workstations. Concerning
the staff, we consider that the offer and the demand per
shift for employees vary between 150 and 200 employ-
ees. The daily absenteeism rate varies according to the
shift number, from a minimum of 1% to a maximum of
5% of total employees.

Multi-agent systems for scheduling problems

Definitions

Multi-agent systems paradigm takes inspiration from the dis-
tributed artificial intelligence field. This paradigm provides
a new approach to deal with the complexity of manufac-
turing systems scheduling through distributed problem-solv-
ing. The main element in multi-agent systems is the “agent”.
A number of researchers have proposed definitions of an
“agent”. Russel and Norvig (1995, p. 32) define an agent as
“anything that can be viewed as perceiving its environment
through sensors and acting upon that environment through
actuators”. According to Wooldridge (2002, p. 15), “An agent
is a computer system that is situated in some environment,
and that is capable of autonomous action in this environment
in order to meet its design objectives”. There is, as yet, no
consensus definition of an intelligent agent. However, the
following properties are often associated with the notion of
an intelligent agent: autonomy, social ability, reactivity and
pro-activeness (Wooldridge and Jennings 1995).

Multi-agent system is defined as a collection of auton-
omous agents that communicate with one another and
coordinate their activities to reach an overall goal, while
simultaneously each agent pursues individual objectives
(Oliveira et al. 1999). In order to solve complex problems
in a distributed manner, agents interact through mechanisms
such as negotiations, cooperation, coordination or simple
messages passing (Wooldridge 2002). In agent systems, col-
laboration may lead to emergent properties (Lesser 1999)
and results which cannot be predicted by the analysis of each
agent’ actions separately. This is a desired characteristic of
MAS systems.

Several research projects have already investigated the
application of multi-agents systems in the manufacturing
field, in particular for the area of enterprise integration (Matu-
rana and Norrie 1996; Shen and Norrie 1998), and the domain
of manufacturing scheduling and control (Duffie and Piper
1986; Kouiss et al. 1997; Miyashita 1998; Parunak et al.
2001; Shen et al. 2006; Monostori et al. 2006; Frayret et al.
2007).

Multi-agent architecture proposed for personnel scheduling
problem

A multi-agent architecture can be defined as a set of sys-
tem design guidelines in which decisions and reasoning are
distributed among the agents (Gokturk and Polat 2003).
Such architecture generally describes two levels. The first
level contains the entities related to the real environment
which we seek to model (e.g. physical entities; external enti-
ties and decisional entities). The second level represents the
agents which are responsible for handling and controlling the
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actions of these entities. In addition, multi-agent architecture
requires addressing many issues, including: what agents to
design and what solution tasks to assign to each agent; how
to manage information exchange and communication; and
how to coordinate agent interaction and control execution of
agent tasks.

In this article, the real environment to model is an assem-
bly lines system. It is made up of several workstations, which
constantly require a mix of cross-trained employees. In order
to model such system, we developed a multi-agent system
composed of heterogeneous and autonomous agents, which
cooperate with one another to produce a personnel sched-
ule. Each agent represents a physical entity of the assem-
bly system, or encapsulates a planning and decision making
function. Our multi-agent system includes four categories
of autonomous agents, as depicted in Fig. 2: a production-
agent; station-agents (one for each workstation); a coordi-
nator agent; and employee-agents (one for each employee).
These agents are autonomous, rational and able to commu-
nicate with each other.

(1) Production-agent: It elaborates and manages the pro-
duction planning. It determines the dynamic sequence
and quantity of the product models to be assembled.
The production plan is then communicated to stations-
agents. The Production agent uses a set of priority rules
to decide which job orders are to be planned. Its objec-
tive is to optimize criteria such as the maximization
of the workstations’ utilization or the minimization of
delays. In this article, we consider that the production
planning decisions are independent of the influence of
human resources management. This decision process is
thus an input required for the definition of a personnel
schedule. In further research, we intend to build a bidi-
rectional interaction between production and personnel
planning, but it is out of scope for this article.

(2) Station-agent: It manages and controls the assembly
activities of a workstation. Based on the production
planning, this agent defines the needs of the workstation
in terms of a number of employees and required com-
petencies, which are sent to the coordinator-agent. A
Station-agent behaves like a material requirement plan-
ning system (MRP) to define the aggregate demand for
employees at the corresponding station.

(3) Coordinator-agent: It is responsible for coordinating
the employee-agents. First, it elaborates an initial solu-
tion of personnel scheduling. Then, it takes the active
role of a mediator in the negotiation process among the
employee-agents who will try to improve their initial
work plans through activities swapping.

(4) Employee-agent: It represents the individual interests
of an employee. It encapsulates the state as well as
the main characteristics of the matching employee, in

particular, his competencies, his preferences and his
allocation history. These agents can negotiate and coop-
erate between them in order to maximize their profit
and their satisfaction. In the proposed architecture, they
are coordinated by the coordinator-agent which plays a
mediator’s role.

These four types of agents are deliberative. They have an
internal symbolic reasoning model of the world and them-
selves (Wooldridge 2002). Each agent uses its model to
reason about situations that are desirable. We consider that
Coordinator-agent and Employee-agents are utility-based
agents, whereas Production-agent and Station-agents are
goal-based agents (Russel and Norvig 1995).

In our approach, the personnel scheduling process is sup-
ported by the Coordinator-agent and the Employee-agents.
In the first step, the coordinator-agent uses priority rules to
produce an initial solution taking into account the needs for
employees and their competencies. Next, the initial work
plan of each employee is transmitted to the corresponding
Employee-agent.

Considering that the initial solution is often of mediocre
quality in terms of total cost and employees’ satisfaction, we
use the concept of coalition to improve the performance of
the schedule. The issue of coalition formation has been stud-
ied in the game theory literature in the context of cooperative
N-person games (Rapoport 1970).

In our approach, coalitions are formed among Employee-
agents who negotiate a potential mutual agreement on what
activities to swap in order to increase their individual profits
and ultimately improve the global personnel scheduling solu-
tion. Each Employee-agent is rational and self-interested. It
has an interest in forming coalitions, which release him from
less satisfying assembly activities and/or allow him to get
a more satisfying set of activities. The proposed coalition
approach is round based. In each round at most one coalition
is formed. Each round involves two phases:

– Phase 1 aims to generate a stable coalitional configura-
tion, which consists of a partition of the set of employee-
agents into disjoint stable coalitions. To maintain poly-
nomial complexity of the formation process, we restrict
our research to coalitions of size two. At the begin-
ning of each round, each employee-agent contacts other
employee-agents with whom it has common competen-
cies. It seeks to identify whether there are assembly activ-
ities that can be swapped, and sends coalition offers. In
the scheduling case, all activities’ exchange possibilities
are tested. However, in the rescheduling case, only activ-
ities which are not carried out yet are taken into consid-
eration. A coalition offer contains the list of tasks that
may be switched, and the corresponding payoff. For each
received coalition-offer by an employee-agent, it uses the
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Fig. 2 Multi-agent architecture
for personnel scheduling
problem

Kernel stability concept (Davis and Maschler 1965) to
test the coalition equilibrium. The Kernel is based on
the idea that the members of a coalition should be in
an equilibrium concerning their power to object to each
other’s payoff. If an employee-agent finds that it can out-
weigh the other according to the initial payoff, it uses the
Transfer Scheme proposed in Stearns (1968) to demand
a side payments transfer. Using a stable payoff distribu-
tion, the employee-agents can compare different coali-
tion structures. In fact, each employee-agent compares
the payoff of all received proposals. It chooses the coa-
lition which is most beneficial for the employee it repre-
sents (i.e. the one that maximizes his utility function),
and informs the Coordinator-agent about the accepted
coalitions.

– Phase 2 proceeds to select the coalition to enact. Once all
accepted coalitions have been received by the Coordina-
tor-agent, it randomly selects a coalition among the group
of coalitions that have a bilateral acceptance from the two
members. In a rescheduling case, the priority is given to
a coalition among those which disengage completely or
partially an agent-employee of his activities during his
absence periods. Next, the Coordinator-agent informs the
two coalition’s members about the agreement. These two
agents complete the process by exchanging tasks. Based
on the new task distribution, the employee-agents start a
new round of coalition formation.

These two phases are structured within the framework of an
anytime algorithm. Such a type of algorithm improves gradu-
ally the quality of its solution as computation time increases
and can be interrupted at any time during computation to
provide a solution (Russell and Zilberstein 1991).

Multi-agent approach for personnel scheduling
and reshduling

In this section, we formally present our multi-agent approach
for personnel scheduling and rescheduling. We describe on
one hand the algorithm for initial solution generation, and on
the other hand, sequentially the algorithm to generate coali-
tions with K-stable payoff distributions and the algorithm for
coalition selection.1 It should be noted down that whenever
the process of solution improvement by coalition formation
is stopped, it produces the best currently available solution.
This process is generally interrupted when the desired state
is reached or when having to answer an immediate need of
assembly lines about some employee’s allocation, for exam-
ple, when an employee becomes out-of-kilter.

1 Details and principles of the proposed personnel scheduling approach,
including Coalition formation, payoff distribution and Kernel concepts
are detailed on Sabar et al. (2009).
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Table 1 Algorithm to generate coalitions with K-stable payoff distributions (Phase 1)

Each agent-employee i :
2.1. Maintains a register concerning the references of the employee-agents with whom it can exchange certain activities.
2.2. For each employee-agent j indexed on its register, i tests all possible permutations of activities and calculates the value of each potential

coalition v(Ci j ) = Vi (ρ
i
new) + Vj (ρ

j
new). In case of several permutations possibilities with an agent j, i retains the one which generates

the highest coalition value. In rescheduling case, the coalitions are based on the exchange of the activities which are not carried out yet (i.e.
activities planned between the period of absence’ notification and the shift-end). Activities carried out are considered fixed and cannot be
changed. However, they are taken into account in assessing the total cost of personnel staff scheduling.

2.3. If v(Ci j ) ≥ Vi (ρ
i )+ Vj (ρ

j ), then i sends a coalition proposal P Ri j to j . The proposal encapsulates the set of activities to be permuted;

the coalition value v(Ci j ) and the initial proposed payoff u j = Vj (ρ
j ) + v(Ci j )−(Vi (ρ

i )+Vj (ρ
j ))

2 (i.e. Dividing the profit generated by the
coalition into two equal parts).

2.4. Receive coalition proposals from the other employees-agents.
2.5. Evaluate the received coalition proposals :

2.5.1. Use the Kernel concept to test the proposals coalitions equilibrium;

2.5.2. If employee-agent i dominates any other agent, it uses the Streans’ transfer scheme to evaluate the side-payment demand and informs the
concerned agent.

2.6. For each instable coalition, send or receive a part of payoff equal to the side-payment demand.

The initial solution of employee allocation is performed
at the coordinator-agent level based on a priority dispatch-
ing rule. Using the production planning, each station-agent
has a view of local requirements concerning the number of
employees and their competency profile. The used dispatch-
ing rule involves the selection, period by period, of the work-
station with the least extra number of employees that have
the required competencies profile. At a given period, the
extra number of employees is equal to the difference between
the number of available employees and the required number
of employees. For each selected workstation, the coordina-
tor-agent assigns the least cross-trained employee available
among those who have the required competency profile.

At the end of the first stage, each employee-agent i ∈ N =
{1, . . . , n} possesses a vector of activities to perform ρi =[
ai

nm,0, . . . , ai
kl,t

]
, where ai

kl,t is the activity k to execute on

station l in the period t by the employee-agent i. To evaluate
the utility of each employee-agent i ∈ N = {1, . . . , n}, we
use a linear function: Vi (ρ

i ) = S − fi (ρ
i ), where S is a

constant which corresponds to an initial amount allocated to
each employee-agent, it represents an artificial gain that each
employee earns if it succeeds to totally release himself from
duty. fi is an increasing linear function of work duration and
dissatisfaction of employee i . In fact, fi = F1+ F2+ F3+
F4+ F5+ F6+ F7+ F8, where:2

F1 : Salary cost of an employee i;
F2 : Activity assignment cost of an employee i ;
F3 : Idleness penalty cost of an employee;
F4 : Cost savings generated by the assignment of an

employee i to secondary activities;
F5 : Transfer cost of an employee i ;

2 For more details concerning the function fi , see Sabar et al. (2008).

F6 : Penalty cost associated to the deviation from the num-
ber of transfers preferred by an employee i ;

F7 : Penalty cost associated to the deviation from the total
work duration preferred by an employee i ;

F8 : Penalty cost (positive or negative) associated to the
dissatisfaction or satisfaction of an employee i for its
assignment to a set of activities.

The utility function Vi is designed so as to generate more
profit for an employee who succeeds to release himself from
duty or acquire a set of activities which creates higher a sat-
isfaction.

Given a pair of employee-agents (i, j) with the activity
vectors ρi and ρ j , we define the potential value of the coa-
lition Ci, j as: v(Ci, j ) = Vi (ρ

i
new) + Vj (ρ

j
new), where ρi

new

and ρ
j
new are the new activity vectors of i and j if they agree

to form the coalition by permuting a part of their initial activ-
ities. To accept a coalition, the payoff of each agent after the
redistribution of the coalition value must be at least equal to
its initial self-value, i.e. v(Ci j ) = ui + u j ; ui ≥ Vi (ρ

i ) and
u j ≥ Vj (ρ

j ). Each employee-agent uses the Kernel con-
cept to evaluate the offered payoff and to assess its power
to object to its partner’s payoff. A general strategy used by
employee-agents for coalition formation and payoff distribu-
tion is defined as follows (Table 1).

At the end of this stage, we obtain a set of potential coali-
tions with stable payoff distributions. Each employee-agent
may have several offers of coalitions with various profits.
Since each employee-agent i is rational, it tries to form
the coalition, among all possibilities, in which it earns the
greatest payoff ui,max. However, if an agent i chooses to
form a coalition with the agent j , nothing guarantees that
agent j will accept because j may earn more by form-
ing another coalition with a third agent k. In case of con-
flicts of interest between employees-agents, we introduce
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Table 2 Algorithm for coalition selection (Phase 2)

3.1. Initialization of the regression coefficient: η = 1

3.2. Each employee agent i ∈ {1, . . . , n}:
– Elaborates the list �i,η of K-stable coalitions that give him a payoff at least equal to η × ui,max;

– Sends the list to coordinator-agent.

3.3. Based on all the received lists, coordinator-agent selects the set of coalitions which have a bilaterally acceptance from the two members i.e.
the coalitions Ci j |(Ci j ∈ �iη) ∧ (Ci j ∈ � jη); ∀i, j ∈ {1, . . . , n}. At this level, there are two possible scenarios:
•BC 	= φ : several coalitions have a bilaterally acceptance from their two members:

– In scheduling cases, Coordinator-agent randomly selects a coalition from BC . In rescheduling cases, it selects in priority a coalition
among those which release completely or partially an agent-employee of duties during his absence periods. Then, informs the two
coalition’s members about the agreement.

– These two agents finalize the process by exchanging tasks. Based on the new tasks distribution, the employee-agents start a new round
of coalition formation (return to Stage 2).

•BC = φ : no consensus is reached, then the regression coefficient will be decreased η← η − ε:

– If η ≥ 0 return to 3.2.

– If η < 0 the global solution has reached a local optimum (i.e. given the current activities distribution, employee-agents have no benefit
by forming coalitions), then we introduce an artifice for fictitious payoffs distribution. This artifice randomly generates and
attributes factitious profits to a certain number of employee-agents in such manners as to incite them to form coalitions. Return to
stage 2 in order to generate new K-stable coalitions.

a regression function freg which allows agents to reduce
the value of their aimed payoff in order to reach a con-
sensus. For an employee-agent i , this function is defined as
freg(i, η) : ui,max → η×ui,max, where η ∈ [0, 1] represents
the rate of payoff’s decreasing. Considering the reduced pay-
off, each employee-agent i ∈ {1, . . . , n} chooses among its
K-stable coalitions those which give him a payoff at least
equal to η × ui,max. After that, it communicates the results
to the coordinator-agent which randomly selects a coalition
among the group of coalitions that have a bilaterally accep-
tance from the two members. The detailed procedure for coa-
lition’s selection is defined as follows (Table 2).

Computational experiments

In this section, we present experimental results concerning
several shift scheduling and rescheduling problems in the
context of a paced multi-product assembly center. Two data
sets, made up of different combinations of shifts require-
ments and employees characteristics (i.e. competencies and
preferences) to represent realistic situations, were generated
to compare the results of the solutions MAS and simulated
annealing to the optimal. Our empirical evaluation is com-
posed of two sections:

– First, for pure scheduling problems, a set of six prob-
lems is conducted to test the performance of the proposed
multi-agent approach. We report optimal solutions and
those obtained through simulated annealing approach
for small and medium scale problems. Experiments
have been performed for an assembly line consisting of
5-workstations. We consider employees in attendance. A
sample data set is provided in Sabar et al. (2009).

– Then, for scheduling and rescheduling problems, we
compare MAS solutions against simulated annealing
approach for five large-scale problems with long time
horizon (60-shifts). Experiments have been performed for
an assembly line consisting of 40-workstations. Concern-
ing the staff, we consider that the offer and the demand per
shift for employees vary between 150 and 200 employ-
ees. The daily absenteeism rate varies according to the
shift number, from a minimum of 1% to a maximum of
5% of total employees.

For all instances, the daily planning horizon equals to a 9-
hour shift. Therefore, 60 of these daily problems are solved
for each of the five scenarios, for a total of 300 daily sched-
uling problems. The takt time between two product units is
preset equal to 15 min. Consequently, the employees’ daily
schedule is spread out over 36 15-min periods. For each
workstation, the employee requirements in a given period
are determined according to the assembly activities to be ful-
filled on the scheduled product according to the preset line
balancing. This line balancing states the assembly activities
to be performed for each product at each station.

MAS and SA approaches were implemented in AnyLog-
icTM tool, which offers an environment for agent based
approaches development.3 The optimal schedule was found
by resolving the linear programming model (Sabar et al.
2008) in CPLEX 10.

Concerning the results obtained by CPLEX, we do not
specify an upper bound on computation time. Our interest is
to find optimal solutions, and to have an idea about the com-
putation time needed to reach optimality. These elements will

3 Technologies Company (http://www.xjtek.com).
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enable us to evaluate the quality and the efficiency of MAS
and SA approaches. For these two approaches, we report
the value of the best solutions founded within various dura-
tions for solution improvement. The selected durations are:
d = 15 s, d = 30 s, d = 60 s, d = 120 s and d = 300 s.

Pure scheduling problems

Table 3 provides information regarding the optimal solutions
generated by CPLEX. It gives the number of iterations up to
optimality, the running time, optimal objective function value
and optimal number of employees for each problem.

Tables 4 and 5 present the characteristics of the best solu-
tions found through the MAS and SA approaches. They pro-
vide, on the one hand, details concerning the generated initial
solutions, on the other hand, the evolution of solutions quality
according to the duration of computation time.

Table 6 exhibits the results from the experiments expressed
as a percentage deviation from optimality of the best solu-
tions founded after 300 s running time.

The effectiveness of the MAS and SA approach in deal-
ing with personnel scheduling problem is apparent from the
results shown in Table 6. When running with 300 s compu-
tational time, the MAS and SA approaches yielded average

Table 3 Computational results
for CPLEX Problems Number of Running Optimal objective Optimal employees’

iterations time (s) function ($) number

1 795,865 2,520.47 2,468.4 25

2 1,228,410 3,791.20 2,901.4 28

3 1,288,361 5,934.64 2,870.6 30

4 2,109,420 11,817.23 3,121.2 34

5 2,589,034 16,317.99 4,143.9 42

6 4,392,967 28,419.56 5,098.8 51

Table 4 Computational results for multi-agent approach

Problems Initial solution MAS solution improvement (coalitional process)

15 s 30 s 60 s 120 s 300 s

Run Obj. Emp Obj. Emp Obj. Emp Obj. Emp Obj. Emp Obj. Emp
time (s) func ($) nbr. func ($) nbr. func ($) nbr. func ($) nbr. func ($) nbr. func ($) nbr.

1 4.4 2,787 28 2,562 26 2,559 26 2,545 26 2,526 26 2,515 25

2 4.8 3,325 30 3,091 29 3,043 29 2,991 29 2,990 29 2,958 29

3 5.1 4,389 40 2,964 31 2,966 30 2,919 31 2,903 30 2,894 30

4 5.9 4,153 50 3,371 37 3,313 35 3,234 35 3,203 35 3,203 35

5 7.1 5,492 47 4,293 44 4,250 44 4,160 43 4,160 43 4,160 43

6 7.6 6,296 54 5,360 54 5,296 53 5,227 52 5,126 52 5,126 52

Table 5 Computational results for simulated annealing approach

Problems Initial solution SA solution improvement (iterations)

15 s 30 s 60 s 120 s 300 s

Run Obj. Emp Obj. Emp Obj. Emp Obj. Emp Obj. Emp Obj. Emp
time (s) func ($) nbr. func ($) nbr. func ($) nbr. func ($) nbr. func ($) nbr. func ($) nbr.

1 4.4 2,787 28 2,639 27 2,585 27 2,570 26 2,551 26 2,616 25

2 4.8 3,325 30 3,153 30 3,073 30 3,111 29 3,110 30 3,017 29

3 5.1 4,389 40 3,053 32 2,990 31 2,986 31 2,948 31 2,923 31

4 5.9 4,153 50 3,446 38 3,405 36 3,331 36 3,299 35 3,229 35

5 7.1 5,492 47 4,422 46 4,293 45 4,285 43 4,220 44 4,180 43

6 7.6 6,296 54 5,521 56 5,384 55 4,349 54 5,231 53 5,177 53
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Table 6 Percentage deviation from optimality

Algorithm Problem

1 (%) 2 (%) 3 (%) 4 (%) 5 (%) 6 (%)

MAS

Objective function 1.89 1.95 0.82 2.62 0.39 0.53

Number of employees 0.00 3.57 0.00 2.94 2.38 1.96

SA

Objective function 5.98 3.98 1.83 3.45 0.87 1.53

Number of employees 0.00 3.57 3.33 2.94 2.38 3.92

cost performance within 0.39 to 5.98% of optimality for all
six problems configurations.

These results also indicate that the proposed multi-agent
approach can potentially lead to high quality solutions com-
pared to SA. The differences between MAS and SA cost
performance were statistically significant. On average, it is
equal 1.58%.

Overall, the multi-agent approach behaves in a similar
way for the six test problem in terms of solution improve-
ment. Indeed, we notice that initials solutions are signifi-
cantly improved by the coalition’s formation process within
the first 30 s as shown in Table 4. The deviations of opti-
mal solutions decrease drastically when the running time is
extended to 300 s. Specifically, we observe, in this case, that
the deviations from optimality of the multi-agent approach
solutions range between 0.39 and 2.62%. On average, the
deviation equals 1.37%. Furthermore, concerning the num-
ber of employees, an examination of results shows that for
two instances the multi-agent approach values match the
optimal values obtained by the CPLEX solver. The others
instances have a deviation from optimal number equals one
employee.

Scheduling and rescheduling problems

To evaluate and confirm the efficiency of the proposed multi-
agent approach, we report solutions obtained for five large-
scale problems through the simulated annealing approach
(SA). The planning horizon equals to a 60 × 9-h shift. A
detailed description of the concerned problems can be found
in (Sabar 2008). For each shift s, we report the cumulated
deviation CDs between the best solutions founded by these
two approaches for a computation time equal to 10 min for
scheduling and 3 min if rescheduling is required.

CDs

= MAS cumulated cost at (s)−SA cumulated cost at (s)

SA cumulated cost at (s)
.

Figure 3 exhibits the evolution of this deviation between
MAS (multi-agent system) and SA results. It shows clearly
that for the five test problems the proposed MAS approach
leads to high quality solutions in comparison with the SA
approach. It is interesting to observe that MAS systemati-
cally outperforms SA for all shift results. Indeed, we notice
that the deviations of the MAS approach solutions from SA
range between −4.2 and −0.7%. These results demonstrate
that the proposed multi-agent approach for personnel sched-
uling is effective and generates high-quality solutions fast
and reliably.

The computational experiments demonstrate that the pro-
posed multi-agent approach for personnel scheduling is
effective and could generate in a short time high-quality
quality solutions. This approach becomes even more interest-
ing when considering the tradeoff between solution quality
and computational effort especially in a fast interactive envi-
ronment requiring the generation of best solutions in short
times.

Fig. 3 Deviation between MAS and SA results
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Conclusion

In this article, we developed a multi-agent approach for the
personnel scheduling/rescheduling problem in the context
of a paced multi-product assembly center. The proposed
approach is based on cooperation among several rational
agents which encapsulate individual competencies and pref-
erences of workers. The experiments we have performed
demonstrate that the multi-agent approach can produce high-
quality and efficient solutions in comparison with simulated
annealing approach.

There are at least two major directions for future research.
First, our following research will focus on the impact of
dynamic random events such as product quality issues on the
line, and probabilistic operation times potentially depending
on the operator’s skill level. Then, we will investigate the
impact of modeling employee preferences on the quality of
the scheduling solutions obtained.
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