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Abstract A 3D model of the maximum rotating envelope
of a milling cutter with tool holder is required for Computer
Aided Manufacturing (CAM) process design and machining
simulation. The user may define the 3D model of the whole
tool assembly in the tool library of CAM software. However,
it is not convenient and reliable. Considering these problems,
a new method based on single view 3D reconstruction algo-
rithm has been proposed in previous research work, which is
able to quickly reconstruct the 3D model of a cutter with tool
holder while they are installed onto the spindle. As the exten-
sion of this work, this paper focuses on the recent progresses
in order to improve the automation, accuracy, efficiency and
reliability of tool modeling system. First, an improved flex-
ible on-machine camera calibration procedure is proposed.
The accurate motion of machine tool axis is used to calibrate
the camera on machine tool instead of a physical calibration
board. The whole procedure of calibration can be conducted
automatically by running NC code. Therefore, the automa-
tion of vision system can be guaranteed. Second, the contour
extraction module is improved by using a method of silhou-
ette image composition. This method is applied to solve the
problem of translucent and fuzzy cutter profile induced by
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motion blur. Third, the new algorithm for contour partition-
ing and classification are proposed, which is more reliable
and robust. The reliability and accuracy of the vision system
can be guaranteed. Finally, the vision system with an 8 mm
lens and 1 mm extensions has been tested on different type of
machine tool with smaller cutters. The average measurement
accuracy is about 35 microns verified by comparison with a
commercial tool setting system.

Keywords Cutting tools · Modeling · Measurement ·
Single view reconstruction

Introduction

For the Computer Aided Manufacturing (CAM) of milling
process, a 3D model of the maximum rotating envelope of
a milling cutter are necessary to design and generate the
Numerical Controlled (NC) tool paths. In addition, before
inputting the NC program to the machine, it is desirable to
verify the program and detect possible collisions between
machine tool components by machining simulation in a vir-
tual manufacturing environment before the actual cutting.
One of the inputs required to make the collision detection
by simulation is the 3D model of the whole tool assembly
including the tool cutter and holder.

However, the tool manufacturers usually do not disclose
complete 3D model of a cutter except only its 2D drawing
or the important dimensions. The user may build the 3D tool
model manually by specifying the values of the geometric
parameters of the tool template defined in the tool library of
CAM software. Therefore, the 3D model of the tool holder
as well as the tool length offset can also be specified manu-
ally in this way. By doing so, there are four main drawbacks.
First, the users have to find shape and dimensions of the tool
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and holder from the catalog provided by tool manufacturer. It
can be tedious and time-consuming. It is also prone to make
mistakes to input them to CAM software manually. Second,
some of the cutters might be custom tailored, and some of
them may not be covered by the tool templates in the CAM
library. The users have to design a customized template for
those cutters in order to build model. It is not convenient
and need more skills for the user of CAM software. Third,
the values of tool geometric parameters may not always
available. The user would need to measure those param-
eters manually. As far as tool measurement is concerned,
there are tool measurement devices such as contact gages,
on-line laser tool setting systems (http://www.blum-novotest.
de/index.php?id=226) and off-line tool presetters (http://
www.zoller-usa.com/en/products.htm). However, such mea-
surements are point based. Some of the important measure-
ments that can be obtained are the geometrical features of
a cutter such as diameter and length. They cannot automati-
cally obtain the 3D tool model for the whole tool assembly.
Fourth, the measured tool length offset by tool setting system
cannot attach with the 3D model of tool assembly directly.
The user has to input it into the CAM software manually. Due
to this inconvenience, the CAM software usually doesn’t con-
sider the tool length offset precisely during simulation. There
may be no problem for 3 axis machining. However, even the
result of simulation is correct, collision between cutter body
and workpiece still may occur in complex 5 axis machining
or in the machining process with micro cutters.

Considering these drawbacks, the most reliable way is to
try to obtain quickly the 3D model and tool setting informa-
tion from the actual cutter while it is clamped on the spindle.
All the cutters can be loaded from the tool magazine one by
one. Their 3D models are reconstructed by an on-machine
measuring system within several seconds. The 3D models
together with tool offset information are saved and imported
into the tool library of the CAM software. These 3D models
can be used directly in simulations by just simply selecting it
in the tool list. The measurement is needed usually only one
time since the obtained 3D models can be used repeatedly.
If the offset of a cutter changes for some reason, the mea-
surement can be conducted quickly and automatically once
again.

The authors have proposed a new method to support this
idea in previous research work (Zhang et al. 2008, 2010). The
3D model of a rotating milling cutter can be reconstructed
automatically on machine tool from a single camera. The
system will improve the productivity of the automated man-
ufacturing by eliminating the needed manual labor to build
the 3D model. This method is flexible for any kinds of mill-
ing tools. In addition, this system is an economical solution
since the price of camera will continuously decrease along
with the improvement in performance. However, there are
still some problems with this system:

• Because of the limitation of camera calibration method,
full potential of the camera cannot be utilized; automation
of the camera calibration cannot be realized as well.

• Contour of an imaged cutter cannot be extracted correctly
for large cutters because of translucent contour from the
motion blur of the flutes.

• Contour partitioning cannot be reliable using curvature
analysis due to noisy points on the contour.

• The generating function of the cutter is calculated point
by point for the segment of straight line, which is not
efficient.

Noting these problems, this paper will improve the existing
system regarding automation, accuracy, efficiency and reli-
ability of the tool modeling system. The paper is organized
as follows. In the second section, the system design for auto-
matic 3D tool model reconstruction is described; in the third
section, the improved on-machine camera calibration proce-
dure is discussed; in the fourth section, the new designed con-
tour analysis algorithms are explained. In the fifth section,
the 3D reconstruction from self-occlusion is given. In the
sixth section, the experimental verification of the vision sys-
tem and measurement accuracy comparison with laser based
tool setting system is presented.

On-machine automatic 3D tool modeling system

Single view reconstruction method

A rotating cutter and holder is a Surface of Revolution (SOR),
which is formed by rotating a planar curve, called generat-
ing function, around an axis. Considering this constraint, a
vision based method is proposed (Zhang et al. 2010). Only
one camera is used for 3D modeling of cutter and holder.
Since an SOR can be determined by its generating function
completely, the key point here is how to obtain the generating
function of a cutter and holder from an image. The overall
idea is shown below.

The image of a cutter is taken by a camera (Fig. 1a, b).
Then the contour of the cutter is extracted from the image
(Fig. 1c). According to the camera model explained in details
in “Determining the cross section of a cutter”, one point on
the contour can be used to determine one cross section of the
3D model, which means the center and radius of this cross
section can be calculated. Using all the points on the con-
tour, the 3D model of the cutter can be reconstructed as a
stack of circular cross sections as shown in Fig. 1d. Then
the generating function can be obtained by the intersection
curve between a plane and the stack of circular cross sec-
tions as shown in Fig. 1e. Once the generating function is
extracted, it is easy to build the 3D model and extract tool
offset information. The detailed algorithm for calculation one
cross section is explained in next section.
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Fig. 1 Vision-based solution for 3D model reconstruction of a milling tool
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Fig. 2 3D reconstruction from contour

Determining the cross section of a cutter

Suppose there is an image of a cutter taken by a camera and
the contour of the imaged cutter is known. According to the
camera model in Fig. 2, a point on the contour and a known
camera center, can define a light ray, which is tangent to the
surface of the cutter. If the axis of the cutter and the parame-
ters of the camera are known, the center and radius of a cross
section can be calculated. The detailed algorithm is explained
below.

There are two coordinate systems: the pixel coordi-
nate system O-XY and Camera Coordinate System (CCS)
o-xcyczc. The image point xi and the camera center define
the light ray, Li, which is tangent to the cutting tool at point Ei.
Let the intrinsic parameter of the camera be K. The direction
vector of Li in CCS is (Hartley and Zisserman 2003)

Li = K−1xi = (mi, ni, pi) (1)

The perpendicular distance between line Li and the spindle
axis equals to the radius of a circle in 3D space. Suppose the
direction vector of spindle axis relative to CCS is (a, b, c)
and (x, y, z) is an arbitrary point on spindle axis. The radius
of the circle on cross section I is,

ri = D1/D2, where (2)
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Next, the center of this cross section will be determined.
The image of a circular cross section is an ellipse. Any image
point on the ellipse can be used to calculate the center of the
cross section. Here the point xi is used. As shown in Fig. 2,
the point xi can define a light ray Li whose direction vector of
light ray Li is calculated by (1). Since the ray passes through
the camera center, the coordinate of Ei measured in CCS is
(mt, nt, pt). Here t is an unknown parameter needed to be
calculated.

The perpendicular distance from Ei to the spindle axis is
known as ri. The problem to determine the center equals to
find a point on this light ray with direction vector Li which
fulfills:
∣
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where, i, j, k is the direction vector of CCS. || denotes the
normal of a vector. The center of the cross section I can be
determined by (6).
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Similarly the radius and center of cross section J can be deter-
mined using image point xj. Therefore, there exists a one to
one correspondence between a cross section of an SOR and
a point on the contour extracted from the image.

It is necessary to point out that not all the portions of the
contour are used for 3D reconstruction. As shown in Fig. 3,
the contour of a SOR consists of two kinds of curves, namely
the apparent contour and the imaged cross section. The appar-
ent contour is the image of points at which the surface is
smooth and the projection rays are tangent to the surface.
The imaged cross section is an elliptic arc. Apparent contour
can be used for building the generating function of the tool
cutter, while the imaged cross section cannot be used. There-
fore the contour should be partitioned and classified to find
the apparent contour first.
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Fig. 3 The contour of an SOR. a Image of an SOR, b two kinds of
contour

System design

Based on the sections “Single view reconstruction method”
and “Determining the cross section of a cutter”, an automatic
on-machine 3D tool model reconstruction system is designed
as shown in Fig. 4.

First, the parameters of the camera on the machine tool
should be determined by calibration process. The position
of the spindle axis relative to the camera is also identified.
Second, the image of the cutter is taken and the contour of
the cutter is extracted from the image. Next, the contour is
divided into several segments based on curvature analysis.
Then, each segment is classified as an apparent contour or
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Fig. 4 On-machine automatic 3D tool model reconstruction system

an imaged cross section. The cross sections of the 3D model
are calculated from apparent contours and the 3D tool model
can be reconstructed as a stack of cross section along spindle
axis. Then, the generating function of the 3D tool model can
be extracted from the stack of cross sections. Finally, the 3D
model is built by rotating the generating function along the
spindle axis. The detailed algorithms for each modular will
be clarified in the following sections.

On-machine camera calibration

Requirements of on-machine camera calibration

According to Eqs. (1)–(6), the intrinsic parameters of the
camera as well as the position and orientation of the camera
are required, which can be determined by camera calibra-
tion. The camera calibration algorithms have been studied
intensively by the researchers in the societies of computer
vision and photogrammetry. Usually a physical 2D or 3D
calibration object is involved. The most popular method is to
use the linear approximation to initialize the pinhole camera
parameters, and to use the nonlinear optimization algorithm
to determine the accurate pinhole camera parameters and also
the distortion parameters (Salvi et al. 2002). The detailed pro-
cedures can be found in popular computer vision textbooks
(Hartley and Zisserman 2003; Faugeras 1997). There are also
open source calibration tools available for camera calibration
(Bradski and Kaehler 2008; Bouguet 2010). From algorithm
point of view, these classical methods can be used directly
for the application on machine tool. However, direct imple-
mentation of classical camera calibration procedure in the
machine tool environment does not work well for this specific
application. For example, in the previous work (Zhang et al.
2010; Tian et al. 2010), as show in Fig. 5, a planar check-
erboard is placed on the work table based on the Zhang’s
algorithm (Zhang 2000). There are some problems with clas-
sical camera calibration procedure regarding the application
on machine tool.

First, it is desirable to reduce the human assistance and
complete the entire camera calibration procedure automat-
ically by running NC code for on-machine application. In
this way, the vision system can be integrated into the manu-
facturing process seamlessly. However the classical camera
calibration procedure is not able to automate the process. In
Zhang et al. (2010), Tian et al. (2010), the user has to manu-
ally change the position and orientation of calibration board
several times during camera calibration. It is inconvenient
and time consuming. And the manual operation will influ-
ence the repeatability of calibration results.

Second, the classical camera calibration procedure does
not consider the alignment between the calibration coordi-
nate system with machine tool coordinate system. Usually
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Fig. 5 Camera calibration
on machine tool with planar
calibration board. a Setup
on machine tool, b images
of checkerboard
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the 3D reconstruction task in the field of computer vision
is conducted relative to the camera coordinate system. Only
the intrinsic parameters are concerned in the camera calibra-
tion. The position and orientation of the camera relative to
the calibration target does not matter. Therefore, the calibra-
tion target can be placed in front of the camera arbitrarily.
However, for on-machine applications, such as object track-
ing for collision detections, 3D reconstruction results should
be represented relative to machine tool coordinate system.
Thus, the calibration coordinate has to precisely align with
the machine tool coordinate system. In Zhang et al. (2010),
Tian et al. (2010), the first position of the checkerboard has
to be aligned with the edge of the workable table carefully in
order to establish the relation between calibration coordinate
system and machine tool coordinate system. During the cal-
ibration, more efforts are made to align the calibration board
precisely, which is time-consuming. However, the alignment
accuracy cannot be guaranteed by this method.

Third, a fixed size calibration object is used in classi-
cal camera calibration procedure, which is not flexible for
on-machine application. The method proposed in this paper
is general and can be implemented on any CNC milling
machine tool. For its implementation on different machine
tools, the size of cutter may be different and the camera with
different field of view will be used accordingly. However,
following the classical camera calibration procedure as in
Zhang et al. (2010), Tian et al. (2010), a special size of cal-
ibration object has to be fabricated for each application on
different machine tool. It is cost consuming and not flexible.

Finally, the correlation between 2D image feature points
with 3D point before calculating the camera parameters in the
classical camera calibration procedure is not a trivial matter.
The algorithm for feature detection and correlation is com-
plex, which may not stable in the machine tool environment
with poor illumination. In Zhang et al. (2010), Tian et al.
(2010), erroneous correlation sometimes occurs due to miss-
ing detection of corners or the wrong sorting of detected

Target 

Spindle 

Fig. 6 Motion of machine tool and virtual 3D calibration object

corners. This will influence the stability of the calibration
results.

In order to fix all four of these problems with camera cali-
bration for on-machine application, an improved on-machine
camera calibration procedure is presented.

Proposed camera calibration procedure

Instead of using a physical calibration object, the precise
motions of CNC machine tool are used to form a virtual cal-
ibration target. The proposed camera calibration procedure
is described below.

As shown in Fig. 6, install a target with marker onto the
spindle of a machine tool. The center of the target can be set as
a point on a virtual 3D calibration object. The absolute coor-
dinate system is attached on the first position of the spindle.
By moving the spindle to the different positions inside a cubi-
cal volume space, a virtual 3D calibration object can be estab-
lished using all the center of targets. Figure 7 illustrates the
image of a virtual 3D calibration object formed by moving
the spindle to 125 different positions.
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Fig. 7 Image of virtual 3D calibration object

This method has several advantages in setup convenience,
flexibility, accuracy, reliability and guaranteed coordinate
alignment. (1) There is only one target, which is easy to setup
and can be mounted automatically onto the spindle like a cut-
ter using the automatic tool change of the machine tool. The
whole calibration process can be fully automated by running
NC code. (2) By changing the motion range of machine tool,
it is flexible to cover a wide range of field of view with the
same camera calibration artifact. (3) The virtual calibration
object is more accurate than physical calibration object. The
accuracy of the calibration object is mainly determined by
the motion accuracy of machine tool, which can achieve 1
micron easily. And there is less deformation comparing with
physical calibration object. (4) By using one feature point,
no feature matching algorithm is required to match multi-
ple image feature points to the corresponding world coordi-
nate points, which eliminate the complexity of designing a
robust point matching algorithm. Therefore, the reliability of
camera calibration is guaranteed. (5) Moreover, the calibra-
tion coordinate system is established by the motion of the
machine tool. The camera calibration coordinate system and
the machine tool would be aligned automatically. By placing
the target feature point coincides with the spindle axis, the
spindle axis can be identified automatically. Thus, the only
relationship between the two coordinates is the offset.

For the calculation of camera parameters, a classical cam-
era calibration algorithm (Hartley and Zisserman 2003) is
used. First, the camera parameters are estimated using least
square method. However, only the projection matrix can
be obtained this way. Afterwards, all of the basic camera
parameters, as well as the lens distortion coefficients can be
obtained by using non-linear optimization method.

Calibration target design and feature detection

Based on the considerations above, a spindle mounted cali-
bration target is designed as shown in Fig. 8a. This target can

be mounted automatically onto the spindle using the auto-
matic tool change of the machine tool. In order to make the
system more reliable, the feature used for the camera cali-
bration must be uniquely defined such that no other objects
inside the machining environment have the same signature.
The unique feature point used is the double concentric circle,
which is easy to detect in the machining environment. A sin-
gle circle cannot be used because there might be multiple
objects on the machine with circular features, such as cool-
ant nozzles and screws in the machine tool environment. The
centers of the ellipses are used as the feature point. The fea-
ture point is designed to be aligned with the spindle axis so
only the z-offset is required to relate the calibration coor-
dinate with the machine tool coordinate. Figure 8b shows a
target clamped on the spindle.

After the target is designed, the feature recognition algo-
rithm would also need to be implemented to extract the image
locationof the target.Thealgorithmis implementedas follow:

1. Extract the contours on the image
using canny operator.

2. Remove all of the short contours,
the length of the contours less than
a threshold such as 50 pixels.

3. Remove all of the contours with high
aspect ratios.

4. Fit an ellipse through the remaining
contours.

5. Check the ellipses for which the
distance between two ellipse centers
is less than threshold.

6. The minimal distance between
the two ellipse centers passes the
check is the center.

Contour extraction and analysis

Rotation induced blur and contour extraction

Extracting a complete contour of a rotating cutter is very
important for 3D reconstruction. A still milling cutter
(Fig. 9a) is not a real SOR due to cutting edges and flutes.
When the cutter is rotating, an SOR can be formed by its max-
imal envelope body (Fig. 9b). Unlike a solid SOR, the contour
corresponding to the rotating cutting edge is not distinct—the
edge may be translucent or blurry. It is very difficult to deter-
mine the contour even with human assistance. This is called
rotation induced blur, which is inevitable no matter how fast
the spindle speed is, especially when the spiral flute is large.

Rotation induced blur results in the indistinctive con-
tour corresponding to cutting edge portion, which prevents
accurate extraction of the complete contour of the cutter.
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Fig. 8 a Camera calibration
target, b target clamped on the
spindle

(a) (b)
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Feature center 

Fig. 9 Rotating induced blur. a Still cutter, b rotating cutter

The applications of single view reconstruction in com-
puter vision filed usually only consider solid SOR. Rotation
induced blur is the challenge and special issue in the appli-
cation of cutting tools.

It is very difficult to solve this problem only by image
processing algorithm since it is not easy to distinguish actual
edges. In order to extract the complete contour reliably, it
is necessary to improve the lighting condition. Backlighting
can provide sharp silhouettes of objects for edge detection,
even for translucent and transparent objects. Therefore, the
effect of backlighting for rotation induced blur is tested. The
layout of lighting and camera is shown in Fig. 10a. With fast
shutter control, the image of the cutter is captured while the
cutter is rotating. The image of a rotating cutter is almost the
same as the image of a still cutter. The edge is very sharp and
easy to extract as shown in Fig. 10b.

Based on this configuration, the idea to obtain the com-
plete contour is proposed. First, a sequence of images of the
rotating cutter is captured. Then the images are overlapped
to find the maximum region occupied by a rotating cutter.

The number of images captured at different rotation posi-
tion should be enough to cover 180 degrees. So it depends

(a) (b) 

Cutter Backlighting Camera 

Spindle 

Fig. 10 The effect of backlighting. a Setup of lighting, b image of a
rotating cutter

on how many degrees the cutter rotates when one frame is
captured. The rotating Degree per Frame (DPF) is deter-
mined by the Frame Speed (FS, unit: fps) of the camera, the
Spindle Speed (SS, unit: rpm), as well as the number of flutes.
The DFP can be calculated by

DPF = (SS/60)∗360

FS
= 6∗SS

FS
(7)

The total different position is.

N =
{

180/DPF if DPF ≤ 90
180/ |DPF − 180| if DPF > 90

(8)

The total number, n, of images to get the required different
position also depends on the number of flutes. Due to the
symmetrical design of the tool cutter, cutter with more flutes
can get the same amount of different positions as cutters with
less flutes by using less input images. The following equation
shows the relationship between n and the number of flutes.

n = N
2

number of flutes
(9)

Here is an example to illustrate the application of Eqs. 7–9,
for a two flutes cutter, suppose the frame speed FS is 30 fps
and spindle speed SS is 925 rpm. Therefore, about 36 images
are needed to get the complete contour. This is verified by the
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(a)1 image (b)5 images (c)10 images (d)15 images 

(e)20 images (f)30 images (g)35 images (h)40 images 

Fig. 11 Overlapping images

experiment. As shown in Fig. 11, it can be found that there is
no complete contour formed until 35 images are used. As the
number of images is increased, there is no obvious change.

Once the complete contour is obtained, the edge detector
such as canny detector can be used. In order to remove the
noise edge, the length and shape criteria are used.

(1) Remove the edge which is too short

(2) Remove the edge which meets the
intensity criterion:
Ratio > Threshold value

Here, Ratio = N / Area
N is the total number of points on the
edge
Area is the area of the minimal
circumscribed rectangle of the edge

The results of a straight end mill and a ball end mill are shown
in Fig. 12.

Contour partitioning

The purpose of contour partitioning is to divide the contour
into several segments by Critical Point (CP), where exists
a sharp change in the curvature. In order to determine the
CP, curvature analysis of the extracted contour is necessary.

There are two ways for curvature analysis: directly and indi-
rectly. The direct way is to calculate the curvature of each
discrete point or the curve fitted by discrete points. The other
is not to calculate the discrete curvature necessarily. Instead,
it uses some measure which can reflect the change of cur-
vature. In previous research work (Zhang et al. 2010), the
CP can be determined based on the direct curvature analy-
sis. The contours are fitted into a cubic polynomial spline
and find the points with local maximal curvature. However,
there are too much noise points on the contour, some of
which may be regarded as a point with local maximal cur-
vature. In order to remove these false points, complex cri-
teria are designed. Therefore, the results of determining of
CP are not stable, which results in erroneous results of 3D
reconstruction. In order to solve this problem, the indirect
method based on Digital Straight Segment (DSS) recogni-
tion algorithm (Klette 2004) has been proposed in this paper.
The concept of Forward Minimal Bounding Rectangle
(FMBR) is used.

FMBR

The meaning of FMBR is explained here. For each point on
the contour, use it together with some of its forward sequen-
tial points to determine the minimal-area bounding rectangle.
If the width of the rectangle is less than a threshold (i.e 2 pix-
els), more forward points can be added to calculate bounding
rectangle again until the width of rectangle exceeds a thresh-
old. Then the final minimal-area bounding rectangle is called
as a FMBR. The length of FMBR is defined by the length
of rectangle. Its angle is the angle between the line pointing
from FMBR center to its beginning points and the x axis.
Figure 13a below shows the FMBR of two points Pi and Pj.
It can be noticed that the intersection of two FMBRs may
correspond to a critical point. Therefore, the FMBR can be
used to partition the contour into several segments which is
robust to noise point. Some of the intersection points between
two FMBRs are critical points. Others are not. As shown in
Fig. 13b, point A, B, D, E, G are critical points, while point C
and F are not. The change of two FMBR in angle and length
can be used as criterion to find CP from all the candidate
points determined by FMBR.

Determining the CP by FMBR

The representation of the contour can be simplified by divid-
ing it into several continuous curves. Then end points of
each curve are the CPs in this case. First, the contour curve
is divided into several segments by FMBR. The intersec-
tion points are candidate points to find critical points. Next,
the similar segments are merged by analyzing the change of
FMBR. Two criteria are used to merge the FMBR: the angle
between two FMBRs and the length ratio between FMBR.
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Fig. 12 Contour extraction.
a Still cutter, b rotating cutter
under normal lighting,
c composed image with
back-lighting and contour
extraction

   

  
(a)  (b)   (c) 

Fig. 13 Concept of FMBR.
a Definition of FMBR,
b an example of FMBR

(b)(a)

Pi

FMBRj

θi

FMBRi

Pj

θj

If the angle is small and length ratio is close to 1, then they
should be considered to be merged. Then, some candidate
points will be removed, and the rest points should be CPs.
Figure 14 shows an example of contour partitioning to deter-
mine CP by FMBR based algorithm.

This FMBR based algorithm is more stable than existing
curvature-based algorithm. In the latter, the curvature is cal-
culated pixel by pixel. Therefore, the algorithm is sensitive
to noise points on the contour. While using this algorithm,

the influence of noise points can be depressed effectively by
setting the width of FMBR.

Contour classification

The objective of contour classification is to identify the type of
partitioned segments: apparent contour or imaged cross sec-
tion (see Fig. 3). In order to improve the calculating efficiency,
the straight line will be found since only two endpoints of the
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Fig. 14 Contour partitioning based on FMBR. a Candidate points,
b CP by merging candidate points

 

 Angle<50º 

Width<2.5 pixel

SL 

Width<2.5 pixel

 Angle>50º 

NSL

Fig. 15 Distinguish straight line (SL) and non straight line (NSL)

straight line segment are needed for 3D reconstruction. First,
the segments are classified as straight line segments and non-
straight line segments (Fig. 15). Then the elliptic arcs are rec-
ognized from non-straight line segments (Fig. 16).

Classification of the straight lines

In order to find the straight line segments, the Minimal-area
Bounding Rectangle (MBR) of each segment is calculated.
If the width of a rectangle is less than 2.5 pixels, it should be
a straight line. However, for some smaller straight end mill,
the last segment of the contour is a very short elliptic arc.
The width of the short ellipse is usually less than 2.5 pixels.
It will be classified as straight line incorrectly. Therefore,
extra criterion should be added, which is the angle between
MBR and image spindle axis. Since usually an elliptic arc

Cross section 1 

Cross section 2 

Case I: step face

Case II: last segment

Fig. 16 Distinguish elliptic arc from non straight line

corresponds to a step face. The angle between the MBR (See
Fig. 15) of an elliptic arc and imaged spindle axis is large.
So the improved criteria are:

If Width < 2.5 pixels && Angle< 50◦,
it is a straight line;
Otherwise, it is a non straight line.

Classification of the ellipse arcs from the non straight lines

If the contour segment is not the last segment of the con-
tour, the elliptic arc corresponds to the step face on the cutter
body. Then there is a sharp change in radius. Two endpoints
of the segment can determine two cross-sections. Let their
radius are R1 and R2. Their centers are C1 and C2. Calculate
E = |R1-R2|/distance{C1, C2}. If the segment is an elliptic
arc, E should be a large value due to a step face.

If the segment is the last segment of the contour, it should
be elliptic arc (straight end mill) or circular arc (ball end mill).
The angle between the MBR (See Fig. 16) of an elliptic arc
and imaged spindle axis is large. So the criteria for the last
segment are:

If Angle > 70◦, it is an elliptic arc
Otherwise, it is a circular arc

3D reconstruction

Once the apparent contour is classified, according to the sec-
tions “Single view reconstruction method” and “Determining
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(a) (b)

(c) (d)

Fig. 17 Self-occlusion on an SOR and solution. a An SOR, b partial
generating function, c determine intersection point, d recover genera-
tion function

the cross section of a cutter”, one point on the apparent con-
tour can define a cross section. If all the points on the contour
are used, the SOR can be reconstructed as a stack of circular
cross sections. From this model, the generating function of
SOR can be extracted. This idea is implemented directly in
Zhang et al. (2010). However, it is not necessary to use all
the points on a straight line to calculate the cross sections
but just two end points. In this paper, the designed contour
classification algorithm can determine the apparent contour
of straight line. Therefore the calculation efficiency of 3D
reconstruction can be improved greatly.

Another consideration is self-occlusion which occurs due
to discontinuities in the surface normal. For example, in the
Fig. 17a there is a step face on the SOR. In this case, only
the partial generating function can be obtained as shown in
Fig. 17b. The partial generating function should be recovered
further to get a complete one.

For a general SOR (Colombo et al. 2004) as shown in
Fig. 18, it is difficult to repair the complete generating func-
tion because there are no enough geometrical constraints to
follow to recover the disconnected curves. Fortunately, for a
typical tool cutter, self-occlusion only occurs due to step face
of cutter body. Therefore, it is a reasonable assumption that
the missed apparent contour due to self-occlusion is straight
line. So the straight line is used to recover the generation

Fig. 18 A case of self-occlusion (Colombo et al. 2004)

function (Zhang et al. 2010). First, find the self-occlusion.
If there is an elliptic arc other than the last segment of the
contour, generation function should be recovered. Then, find
the possible intersection between two disconnected segments
(Fig. 17c). At last, extend the body along z axis, whose diam-
eter is small to the surface corresponding to the intersection
(Fig. 17d). The example in Fig. 19 shows the result before
recovery and after recovery. Notice that for the ball end mill,
it is not good enough if only use the pixel to calculate the
spherical part. The spherical surface is smoothed by fitting
a circle and adding more points into the generation func-
tion. Once the complete generating function is obtained, its
length offset and diameter offset can be extracted. For the
length offset, the reference length is set by the calibration
target.

Experimental verification

Simulation

The 3D reconstruction algorithm is first verified by simula-
tion. The camera and cutter as well as backlighting are set
in the virtual environment of software Autodesk 3ds Max as
shown in Fig. 20. The 3D model of the cutter and the image
of the cutter with backlighting are shown in Fig. 21. The
parameters of the camera, cutter and lighting for simulation
are listed in Table 1. First the camera is calibrated with a
virtual camera calibration target following the procedure in
Section 3. There are 3 × 3 × 3 different locations to posi-
tion the camera calibration target. Afterwards, the images
of the camera calibration target are generated using 3Ds
Max, and using the ellipse detection algorithm as well as the
camera calibration algorithm, the calibrated camera model is
obtained. The calibration results are given in Table 2.

While the cutter is rotating at 5 degrees per frame, 36
images are generated. They are overlapped to get a composed
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Fig. 19 3D reconstruction from
self-occlusion. a The cutter,
b before recovery from
self-occlusion and smoothing,
c after recovery from
self-occlusion and smoothing

(a) (b) (c)

Fig. 20 Setup of simulation

(a) (b)

Fig. 21 The cutter and its image in simulation. a The 3D model of
cutter, b the image of the cutter with backlighting

image (Fig. 22a). Then, the contour (Fig. 22b) is extracted and
analyzed to get the apparent contour (Fig. 22c). The apparent
contour is used to calculate the generating function. The 3D
model (Fig. 22d) is built by rotating the generating function
along spindle axis.

Table 1 Simulation parameters

Tool Camera system Lighting system

Type: Straight
end mill

Viewing angle: 33.4 deg Cone angle: 40 deg

Diameter: 6 mm Shutter: 1/1000s Luminance: 261 lx

Length: 30 mm Aperture: 1.4

Rake angle: 0 deg Film speed: 200

Relief angle: 20
deg

The calculated radius and length offset are compared
with the nominal values in Table 3. The results verify that
the proposed method and algorithm are effective and accu-
rate.

Prototype system on machine tool

The prototype of the vision system has been implemented
on a Mori Seiki NVD1500/3AX CNC machining cen-
ter as shown in Fig. 23. A Sony CCD camera (1024 ×
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(a) (b) (c) (d) 

Fig. 22 3D tool reconstruction. a Composed image, b contour extraction, c contour classification, d 3D model

Table 2 Results of camera calibration for simulation

Intrinsic matrix
(unit: pixel)

K =
⎡

⎣

1600.009837, 0, 512.090147,

0, 1599.913916, 384.019078,

0, 0, 1

⎤

⎦

Rotation matrix R =
⎡

⎣

1, −0.000189, 0.000006,

0.000006, −0.000276, −1,

0.000189, 1, −0.000276

⎤

⎦

Translation
vector
(unit: mm)

T = [−0.02055,−0.019162, 56.244327]

Distortion
coefficient

D=[0, 0, 0, 0]

Table 3 Results of 3D reconstruction (unit: mm)

Radius offset Length offset

Nominal value 3 30

Calculated value 2.966 30.023

Difference 0.034 −0.023

768, 1/3 inch) is mounted on the worktable, which moves
along X and Y axes. The spindle moves along Z axis. An
8 mm lens with a 1 mm extension is used in order to get bet-
ter magnification. The working distance is around 60 mm.
The GUI design of the prototype is shown in Fig. 24. The
top-left window displays a dynamic video of the camera.
The captured image as well as image processing result is
shown on the bottom-left window. The cutter dimensions
and 3D model are displayed in the center and right win-
dow respectively. The bottom panel is used for camera con-
trol and calibration. Ten different cutters are tested in the
experiment as shown in Fig. 25. They consist of straight
end mill and ball end mill. Their diameters vary from 1 to
6 mm.

First, the camera is calibrated on the machine tool. The
designed calibration target is clamped onto the spindle. By
moving the spindle and worktable to different positions, a
virtual 3D calibration space of 18 × 4 × 18mm can be estab-

Fig. 23 Vision system on Mori Seiki NVD1500 machining center

lished. 27 positions are used for the calibration. Figure 26
shows 9 points on one plane of the calibration space.
The calibration results are given in Table 4.

Then, each cutter is loaded onto the spindle from tool
magazine of the machine tool and move to the front of the
camera. For each cutter, 36 images are taken while it is
rotating (Frame rate: 30 fps, Spindle speed: 925 rpm). These
images are processed to extract the generating function of
each cutter following the algorithm in “Contour extraction
and analysis” and “3D reconstruction”. Figure 27 shows the
3D model built from the generating functions of cutting tools.
The measurement process can be completed automatically
within 10 s.

In order to verify the accuracy of 3D reconstruction of
the vision system, the calculated radius of the end surface of
straight end mill or sphere of ball end mill are compared with
values measured from a commercial laser based tool setting
system. The model of the tool setting system is BLUM Nano
NT system, whose measurement repeatability is ±0.2 µm.
The results of comparison are shown in Table 5. The average
measurement accuracy is verified around 35 microns with
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Fig. 24 GUI design of the vision system

 Cutter1 Cutter2 Cutter3 Cutter4 

Cutter5 Cutter6 Cutter7 Cutter8 

Fig. 25 Cutter used in the experiment
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Fig. 26 The images of the
calibration target at different
positions

Table 4 Results of camera calibration

Intrinsic matrix
(unit: pixel)

K =
⎡

⎣

1, 793.3007, 0, 373.0409,

0, 1, 793.0509, 504.9680,

0, 0, 1

⎤

⎦

Rotation matrix R =
⎡

⎣

0.9438, 0.3303, 0.0134,

−0.0056, 0.0567, −0.9984
−0.3305, 0.9422, 0.0554

⎤

⎦

Translation
vector (unit:
mm)

T = [−5.5808, 11.3344, 61.2022]

Distortion
coefficient

D = [−0.1984, 0.0046, 0.0001, 0]

Table 5 Comparison of radius value with BLUM system

Cutter Vision ( mm) Blum ( mm) Difference ( mm)

1 0.544 0.511 0.033

2 1.005 0.995 0.01

3 1.531 1.488 0.043

4 3.025 2.999 0.026

5 0.508 0.463 0.045

6 1.549 1.494 0.055

7 2.034 1.994 0.04

8 3.022 2.992 0.03

Average difference: 0.0353

current optical configuration. Even better accuracy can be
obtained if appropriate lens system with larger magnifica-
tion is used.

Conclusions

A new method based on single view reconstruction algo-
rithm has been proposed in previous research work to rap-
idly obtain the 3D model of a rotating milling cutter with tool
holder. Only a single camera is mounted on the machine tool.
This paper contributes to present the improved on-machine
camera calibration procedure and new algorithms for contour
analysis to improve the automation, accuracy, efficiency, and
reliability of this system.

First, an improved camera calibration procedure is pro-
posed. The accurate motion of machine tool axis instead of a
physical calibration board is utilized to calibrate the camera
on machine tool. Therefore the camera calibration can be con-
ducted automatically by running NC code. This method has
several advantages in automation, flexibility, accuracy, reli-
ability and convenience of setup and coordinate alignment.
Second, the idea to extract the complete contour is proposed.
Capture the sequential images while the cutter is rotating.
Then overlap them to find the maximum region occupied by
a rotating cutter. This algorithm is very important to guaran-
tee the reliability of the vision system in the actual machine
tool environment. Third, the new algorithms for contour par-
titioning and classification are proposed, which is more reli-
able and robust. Straight line segments can be identified from
apparent contours, which improve the calculating efficiency
of 3D reconstruction. Finally, the vision system has been
implemented and tested on different type machine tool with
8 kinds of cutting tools, which verified that the presented
method is feasible and effective. The reconstructed results
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Fig. 27 3D reconstruction
results

Cutter1 Cutter2  Cutter3 Cutter4 

Cutter5 Cutter6 Cutter7 Cutter8 

are compared with the measured values using laser based
tool setting system. The measurement accuracy is around
35 micron while using an 8 mm lens and 1 mm extension.
The accuracy of this system can satisfy the requirement of
collision detection by machining simulation.
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