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Abstract Most of the problems involving the design and
plan of manufacturing systems are combinatorial and
NP-hard. A well-known manufacturing optimization prob-
lem is the assembly line balancing problem (ALBP). Due to
the complexity of the problem, in recent years, a growing
number of researchers have employed genetic algorithms. In
this article, a survey has been conducted from the recent
published literature on assembly line balancing including
genetic algorithms. In particular, we have summarized the
main specifications of the problems studied, the genetic
algorithms suggested and the objective functions used in
evaluating the performance of the genetic algorithms. More-
over, future research directions have been identified and are
suggested.
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Introduction

Today’s highly competitive, fast pace business environment
makes it an absolute requirement on manufacturers to
continuously and effectively optimize the design of manufac-
turing systems in the shortest possible time. These conditions
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require a responsive manufacturing system that could be
rapidly designed, able to convert quickly to the production of
new product models, able to adjust capacity quickly, able to
integrate process technology and able to produce an increased
variety of products in unpredictable quantities. In this busi-
ness environment, the design of such manufacturing sys-
tems, which involves the design of products, processes and
the plant layout before physical construction, becomes more
and more important. Particularly, the design of an efficient
assembly line has a considerable industrial importance
(Baudin, 2002). A well-known assembly design problem is
the assembly line balancing problem (ALBP). ALBP deals
with the allocation of the tasks among workstations so that
the precedence relations are not violated and a given objective
function is optimized.

ALBP falls into the NP-hard class of combinatorial
optimization problems (Karp, 1972). The complexity of the
ALBP renders optimum seeking methods impractical for
instances of more than a few tasks and/or workstations. If
there are m tasks and r preference constraints, then there
are m!/2r possible task sequences (Baybars, 1986a). There-
fore, it can be time consuming for optimum seeking methods
to obtain an optimal solution within this vast search space.
Despite the vast search space, many attempts have been made
in the literature to solve the ALBP using optimum seeking
methods, such as linear programming (Salveson, 1955), inte-
ger programming (Bowman, 1960), dynamic programming
(Held, Karp, and Shareshian, 1963) and branch-and-bound
approaches (Jackson, 1956). However, none of these meth-
ods has proven to be of practical use for large problems due to
their computational inefficiency. Hence, numerous research
efforts have been directed towards the development of heuris-
tics such as Dar-El’s MALB (1973), Dar-El and
Rubinovitch’s MUST (1979), and Baybars’ LBHA (1986b)
and meta-heuristics such as simulated annealing
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(Suresh and Sahu, 1994), tabu search (Peterson, 1993) and
genetic algorithms (Falkenauer and Delchambre, 1992).

Among these meta-heuristics, genetic algorithms (GAs)
received an increasing attention from the researchers since it
provides an alternative to traditional optimization techniques
by using directed random searches to locate optimum solu-
tions in complex landscapes. Despite the popularity of GAs’
application to ALBP, there exist only a few papers reviewing
the subject including Dimopoulos and Zalzala (2000), Aytug
et al. (2003) and Scholl and Becker (2006). Dimopoulos and
Zalzala (2000) reviewed the use of evolutionary computa-
tion methods for solving manufacturing optimization prob-
lems including the classic job-shop and flow-shop scheduling
problems, assembly line balancing and aggregate production
planning. Aytug et al. (2003) reviewed over 110 papers using
GAs to solve various types of production and operations
management problems including production planning and
control, facility layout design, line balancing, supply chain
management and etc. We noted that none of these studies
placed an adequate amount of emphasis on the use of GAs
for solving ALBPs since their scope was very broad. In a
recent paper, Scholl and Becker (2006) presented a review
and analysis of exact and heuristic solution procedures for
solving ALBPs. However, the scope of this study is limited
to the review of GAs for particularly solving the simplest
version of ALBPs.

In this review, the context is much broader; we focus on
solving all types of ALBPs using GAs. A structural frame-
work is provided in order to classify the reviewed papers
according to the type of ALBP studied, the GA methodology
and the performance specifications. Based on this structural
framework, the commonalities and differences between the
published studies are discussed and some open issues are
identified. Considering the growing number of published lit-
erature in this area, we hope that a comprehensive up-to-date
review study will guide the researchers about the new prom-
ising research directions.

The rest of the paper is organized as follows; In Section
“background information” on the main features of ALBPs
and GAs are given. Section “Review of published literature”,
the contributions of reviewed literature are discussed based
on various criteria included in the proposed structural frame-
work. Finally, the concluding remarks and future research
directions are given in the last section.

Background information

Assembly line balancing

Assembly lines, which consist of a sequence of tasks, each
having an operational processing time and a set of prece-
dence relations, are widely adopted in manufacturing plants.

Most of the work related to the assembly lines concentrates
on ALBP, which deals with the allocation of the tasks among
workstations, so that the precedence relations are not vio-
lated and a given objective function is optimized. The pre-
cedence relations contain the ordering in, which tasks must
be performed. The widely used notations in assembly line
balancing literature are presented in Table 1.

Figure 1 illustrates the precedence relations by means of
a precedence graph, which contains 11 nodes for tasks, node
weights in italic for task processing times and arcs for order-
ings. It is noted that the most commonly used objective func-
tion in the literature is the maximization of the line efficiency,
E = tsum/(n∗c).

Various classification schemes exist for ALBPs
(Baybars, 1986a; Becker and Scholl, 2006; Erel and Sarin,

Table 1 List of notations

Notations Definitions

n Number of workstations; i = 1,. . .,n

c Cycle time

m Number of tasks; j = 1,. . ., m

t j Processing time of task j

tsum Total processing time of tasks; tsum =
m∑

j=1
t j

WSi Workstation load of workstation i

t (W Si ) Workstation time of workstation i; t (W Si ) = ∑

j∈W Si

t j

maxt (W Si ) Maximum workstation time

k Largest single processing time of a task, a constant

Nv Number of violations in precedence relations

c̃ Fuzzy cycle time

t (
∼

W S
i

) Fuzzy workstation times for workstation i

ns Number of workstations in solution s

M Number of models; k = 1,. . ., M

qk Demand ratio of model k

i tik Idle time for workstation i after processing model k

I Ti Average idle time for workstation i; I Ti =
M∑

k=1
qki tik

E Line efficiency

f (s) Fitness function of a solution s
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Fig. 1 Precedence graph
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Fig. 2 Classification of
assembly line balancing
problems

Assembly Line Balancing Problem 
(ALBP) 

Based on  
problem structure 

Based on  
objective function  

Type-F 

 Type-1 

Type-4 

Type-2 

Type-E 

Type-3 

Type-5

SMALB

MuMALB

MMALB

SALB

GALB

According to      
(Scholl, 1999; Becker and Scholl, 2006)  

According to  
(Baybars, 1986a) 

1998; Ghosh and Gagnon, 1989; Scholl, 1999). Figure 2
illustrates the classification of ALBPs based on the objective
function and problem structure. This classification compiles
Baybars (1986a), Kim et al. (1996), Scholl (1999) and Becker
and Scholl (2006).

Several versions of ALBP arise by varying the objective
function (Scholl, 1999). Type-F is an objective-independent
problem, which is to establish whether or not a feasible line
balance exists for a given combination of m and c. Type-1
and Type-2 have a dual relationship; the first one tries to min-
imize the number of workstations for a given cycle time, and
the second one tries to minimize the cycle time for a given
number of workstations. Type-E is the most general prob-
lem version, which tries to maximize the line efficiency by
simultaneously minimizing the cycle time and a number of
workstations. Finally, Type-3, 4 and 5 correspond to max-
imization of workload smoothness, maximization of work
relatedness and multiple objectives with Type-3 and Type-4,
respectively (Kim et al., 1996).

Based on the problem structure, ALBPs can be classi-
fied into two groups. While, the first group (Becker and
Scholl, 2006; Scholl, 1999) includes single-model assembly
line balancing (SMALB), multi-model assembly line balanc-
ing (MuMALB), and mixed-model assembly line balancing
(MMALB), the second group (Baybars, 1986a) includes sim-
ple assembly line balancing (SALB) and general assembly
line balancing (GALB). The SMALB problem involves only
one product. The MuMALB problem involves more than one
product produced in batches. The MMALB problem refers
to assembly lines, which are capable of producing a vari-
ety of similar product models simultaneously and contin-
uously (not in batches). Additionally, SALB problem, the
simplest version of the ALBP and the special version of
SMALB problem, involves production of only one product,
where assembly line has features such as paced line with
fixed cycle time, deterministic independent processing times,

no assignment restrictions, serial layout, one sided worksta-
tions, equally equipped workstations and fixed rate launch-
ing. The GALB problem includes all of the problems that
are not SALB, such as balancing of mixed model, paral-
lel, U-shaped and two-sided lines with stochastic dependent
processing times; thereby more realistic ALBPs can be for-
mulated and be solved.

Since balancing of assembly lines is a quite active research
area, several comprehensive survey papers on solution meth-
ods have been published including Baybars (1986a) that sur-
veys the exact (optimal) methods, Talbot et al. (1986) that
compare and evaluate the heuristic methods developed,
Ghosh and Gagnon (1989) that present a comprehensive
review and analysis of the different methods for design, bal-
ancing and scheduling of assembly systems, Erel and Sarin
(1998) that present a comprehensive review of the procedures
for single-model and multi-mixed-model assembly lines,
Rekiek et al. (2002) that focus on optimization methods for
the line balancing and resource planning steps of assembly
line design, Scholl and Becker (2006) that present a review
and analysis of exact and heuristic solution procedures for
SALB, and Becker and Scholl (2006) that present a survey
on problems and methods for GALB with features such as
cost/profit oriented objectives, equipment selection/process
alternatives, parallel workstations/tasks, U-shaped line lay-
out, assignment restrictions, stochastic task processing times
and mixed model assembly lines.

Genetic algorithms

Optimization problems arise in situations where discrete
choices must be made, and solving them amounts to find-
ing an optimal solution among a finite or countable infinite
number of alternatives. Many optimization problems are NP-
hard. Although the efforts made to solve the optimization
problems efficiently have produced important progress in
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the last years, there is no universal method. Consequently,
there is much interest in approximation algorithms that can
find near-optimal solutions within a reasonable computation
time. Genetic algorithms, which have been introduced by
John Holland (1975) in the 1970s have become increasingly
popular among approximation algorithms for finding near
optimal solutions to large optimization problems.

GA is a stochastic search method inspired by concepts
from Darwinian evolution theory and belongs to a class of
meta-heuristic methods known as evolutionary algorithm
(EA). As a solution approach, GA has two advantages: (i) GA
searches a population rather than a single point and this
increases the likelihood that the algorithm will not be trapped
in a local optimum since many solutions are considered con-
currently, and (ii) GA fitness function may take any form
and several fitness functions can be utilized simultaneously.
The general idea of a typical GA is best explained by the
following scheme:

Step 1: t= 0; // start with an initial time
Step 2: initpopulation P (t); // construct an initial popu-

lation of individuals
Step 3: evaluate P (t); // evaluate fitness of all

individuals of initial popu-
lation

Step 4: t := t + 1; // increase the time counter
Step 5: P′ := selectparents
P (t);

// select a sub-population
for offspring production

Step 6: crossover P′ (t); // crossover the “genes” of
selected parents

Step 7: mutate P′ (t); // perturb the mated popu-
lation stochastically

Step 8: evaluate P′ (t); // evaluate its new fitness
Step 9: P := survive P,P′ (t); // select the survivors from

actual fitness
Step 10: while not do steps
4 through 9

// test for termination crite-
rion (time, fitness, etc.)

Step 11: end GA // terminate the algorithm

GA is initialized with a population of individuals to start
the search process. During the search, candidate solutions
(individuals) in the solution space (population) are encoded
as symbolic strings, known as chromosomes. A typical GA
uses two operators, crossover and mutation, to direct the
population towards convergence at the global optimum. The
search algorithm analyses and extracts superior evolving
information from the search space, and guides the search
in a prespecified direction with these operators. Crossover
allows solutions to exchange information in a way similar to
that used by a natural organism undergoing sexual reproduc-
tion. Mutation is used to randomly change the value of sin-
gle genes within chromosomes. Mutation is typically applied
very sparingly. After selection, crossover and mutation are

applied to the initial population, a part of the existing pop-
ulation survives to next generation and it forms a new pop-
ulation. This process of GA is continued until a termination
criterion is met. A fixed number of generations and some
form of convergence are typical termination criteria.

GA is a general method, capable of being applied to an
extremely wide range of problems ranging from robotics and
finance to marketing and manufacturing. In this article, we
particularly placed the emphasis on the use of GAs in solv-
ing ALBPs. Therefore, detailed discussion on other GAs and
applications are beyond the scope of this paper. The reader
can refer to Goldberg (1989), Mitchell (1996) and Coley
(2003) for an introduction to GAs. Besides, some recent
applications of GAs for solving various manufacturing opti-
mization problems can be found in Cheng et al. (1996, 1999),
Dimopoulos and Zalzala (2000), Iyer and Saxena (2004),
Martens (2004) and Stockton et al. (2004a,b).

Review of the published literature

In this section, using a structural framework given in Fig. 3,
we reviewed the present literature based on specifications of
problem, GA and performance. As seen in Fig. 3, problem
specifications contain the main features of the problems stud-
ied, GA specifications summarize information about the GA
methods developed, initialization of the population, chro-
mosome representation, fitness function, genetic operators,
selection and survival schemes, feasibility issues, and termi-
nation criteria and finally, performance specifications include
information about the data sets used to test GA, other solution
methods to, which the performance of GA was compared, the
computation time and the implementation language. Using
this structural framework, in Section “Problem specifica-
tions” we focused on the problem specifications of the pub-
lished literature in chronological order, in Section “Genetic
algorithm specifications” we analyzed the GAs in order to
draw attention to the commonalities and differences between
specifications of GAs, and finally, in Section “Performance
specification” we investigated the performance specifications
of the researches.

Problem specifications

We referred to the classification given in (Baybars, 1986a) to
identify the major trends in types of problems studied. Hence,
we reviewed the published literature under two groups: SALB
and GALB. Table 2 chronologically lists the reviewed studies
based on the type of the problems studied and the objective
functions.
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Fig. 3 Structural framework
for reviewing
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Table 2 Assembly line balancing problem specifications

Problem specifications

Year Researcher(s) Problem type Objective function

1992 Falkenauer & Delchambre SALB Type-1

1994 Leu et al. SALB Type-1

1994 Anderson & Ferris SALB Type-2

1995 Rubinovitz & Levitin SALB Type-2

1995 Tsujimura et al. GALB (SMALB) Type-1

1996 Kim et al. SALB Type-1, 2, 3, 4, 5

1996 Suresh et al. GALB (SMALB) Type-1

1997 Falkenauer GALB (SMALB) Type-1

1998 Ajenblit & Wainwright GALB (SMALB) Type-1

1998 Chan et al. GALB (SMALB) Type-1

1998a Kim et al. SALB Type-2

1999 Rekiek et al. SALB Equal Piles

2000 Bautista et al. SALB Type-1, Type-2

2000 Kim et al. GALB (SMALB) Type-1

2000 Ponnambalam et al. SALB Type-1, Type-3

2000 Sabuncuoglu et al. SALB Type-1

2001 Carnahan et al. SALB Type-2

2001a Simaria & Vilarinho GALB (MMALB) Type-2

2002 Chen et al. GALB (Assembly planning ) Type-2

2002 Goncalves & De Almedia SALB Type-1

2002 Miltenburg GALB (MMALB & sequencing simultaneously) Type-1

2002 Valente et al. GALB (SMALB) Type-2

2004 Brudaru & Valmar GALB (SMALB) Type-1

2004 Martinez & Duff GALB (SMALB) Type-1

2004 Simaria & Vilarinho GALB (MMALB) Type-2

2004a, 2004b Stockton et al. SALB Type-1

2005 Brown & Sumichrast SALB Type-1

2006 Levitin et al. GALB (SMALB) Type-2

2006 Noorul Haq et al. GALB (MMALB) Type-1
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Research on SALB problem

Typical features of SALB problem are one product
production, paced line with fixed cycle time, deterministic
independent processing times, no assignment restrictions,
serial layout, one sided and equally equipped workstations
and fixed rate launching.

Falkenauer and Delchambre (1992) were the first to solve
SALB problem with GAs. Falkenauer (1991) presented the
Grouping Genetic Algorithm (GGA) especially for solving
grouping optimization problems, where the aim was to group
members of a set into a small number of families in order
to optimize objective function under given constraints. GGA
has a special chromosome representation scheme and genetic
operators, which are used to suit the representation scheme.
Later, Falkenauer and Delchambre (1992) implemented the
GGA to two grouping optimization problems; i.e. bin pack-
ing problem and SALB Type-1 problem. This study was the
first attempt to balance an assembly line Type-1 problem
with GA. The authors first presented a special representation
scheme and special genetic operators for the bin packing
problem, and they later modified the special genetic opera-
tors for line balancing. Other implementations of GGA for
solving ALBPs can be found in Falkenauer (1997), Rekiek
et al. (1999) and Brown and Sumichrast (2005). For more
information about GGA, the reader may refer to Falkenauer
(1998), where he describes the drawbacks, i.e. problems with
standard representation scheme and standard genetic opera-
tors, which occur when applying the typical GA to grouping
problems.

Following Falkenauer and Delchambre (1992), SALB
problem was studied by many researchers. Leu et al. (1994)
developed a GA to solve SALB Type-1 problems and used
heuristic procedures to determine the initial population. They
also proposed a number of techniques to deal with the feasi-
bility problems during initialization of the population as well
as after the reproduction phase. They also demonstrated the
possibility of balancing assembly lines with multiple criteria
and zoning constraints.

The first article, which presented a GA application to
the SMALB Type-2 problem, was published by Anderson
and Ferris (1994). The authors mainly aimed at showing the
effective use of GAs solving combinatorial optimization
problems. They first described a fairly typical serial imple-
mentation of GA for the ALBP and studied the effects of
various GA variables on the performance of the GA. Follow-
ing, they introduced an alternative parallel version of the GA,
where each individual in the population resided on a proces-
sor. The comparative study between serial GA and parallel
GA showed that the quality of the solutions from the parallel
implementations was worse than the best solutions obtained
from serial implementation.

Rubinovitz and Levitin (1995) used a GA to obtain SALB
Type-2 problem in, which the processing times of a task was
dependent upon workstation assignment. The authors com-
pared the proposed GA to Dar El and Rubinovitch MUST
(1979), where the proposed GA solved the problems involv-
ing more than 20 workstations faster than MUST. Finally,
the authors concluded that their GA achieved its greater
advantage when the precedence constraints were the least
restrictive.

Kim et al. (1996) developed a GA to solve multiple objec-
tive SMALB problem. They addressed several types of ALBP
such as minimize number of workstations (Type-1), mini-
mize cycle time (Type-2), maximize workload smoothness
(Type-3), maximize work relatedness (interrelated tasks are
allotted to the same workstation as much as possible) (Type-
4), and a multiple objective with Type-3 and Type-4 (Type-5).
The authors placed the emphasis on seeking a set of diverse
Pareto optimal solutions. Although, Kim et al.’s multi-objec-
tive GA seems to be very promising, the chromosome rep-
resentation scheme they used is not well suited to the some
of the problem types, since they used a single chromosome
representation scheme to represent all of the problem
types.

Kim et al. (1998a) considered maximizing the workload
smoothness, which has been generally neglected in the liter-
ature. Extensive computational experiments were made and
the advantages of incorporating problem specific heuristics
information into the algorithm were demonstrated. The
experimental results showed that the proposed GA outper-
formed the existing heuristics and the standard GA.

Rekiek et al. (1999) proposed a GGA (Falkenauer and
Delchambre, 1992) based on Equal Piles approach for solv-
ing SALB problem. They tried to assign tasks to fixed num-
ber workstations in such a way that the workload of each
workstation was nearly equal by leveling on average the size
of each workstation (minimizing the standard deviation of
sizes). Therefore, the proposed method warranted to obtain
the desired number of workstations and tried to equalize the
workloads of workstations as possible. Later, Rekiek devel-
oped a GGA for solving multi-objective assembly line design
problem in his PhD thesis (Rekiek, 2000).

Bautista et al. (2000) considered the SALB problem with
incompatibilities between tasks. To avoid assigning two
incompatible tasks to the same station, the authors developed
a Greedy Randomized Adaptive Search Procedure (GRASP)
obtained from the application of some classic heuristic meth-
ods and a GA. They first tried to solve the SALB Type-1
problem and then the SALB Type-2 problem once the num-
ber of workstations has been determined. They also revised
GRASP by using weights and called it Greedy Randomize
Weighted Adaptive Search Procedure (GRWASP). In the pro-
posed method, the greedy heuristic methods were based on
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the application of priority rules for assignment of tasks to
workstations such as longest processing time and greatest
number of immediate successors. The greedy heuristic favors
tasks with the best index value, while the GA phase simply
changes the order of elements in the solution. Their com-
parative study showed that the proposed GA and GRWASP
resulted in better performance than the greedy heuristics and
GRASP.

Ponnambalam et al. (2000) developed a multi-objective
GA for SMALB Type-1 problem to optimize several objec-
tives simultaneously: the number of workstations, the line
efficiency, and the smoothness index. Several comparisons
were made between other heuristics on several examples.
The results of the comparisons indicated that GA performed
better in all cases studied. However, the execution time for
the GA was found to be longer.

Sabuncuoglu et al. (2000) developed a new GA to solve
the SMALB problem by utilizing the intrinsic characteristics
of the problem. The authors also proposed a method called
‘dynamic partitioning’ that modified chromosome structure
of GAs to save CPU time. The method modifies the chromo-
some structure by allocating tasks to workstations (i.e. freez-
ing certain tasks) that satisfy some criteria, and continues
with the remaining unfrozen tasks. Furthermore, they con-
structed a new elitism structure adopted from the concept of
simulated annealing. It is observed that this new elitism struc-
ture contributes significantly to the performance of the GA.
In fact, the results of extensive computational experiments
indicated that the proposed GA approach outperformed the
well-known heuristics in the literature.

Carnahan et al. (2001) considered the physical demands
placed on workers in solving SALB Type-2 problem. In order
to measure physical demand, the authors used grip strength
capacity that represented the maximum finger flexor strength
generated by a worker using a semi-pronated power grip.
Three methods, i.e. a ranking heuristic, a combinatorial GA
and a problem space GA, were developed to simultaneously
minimize the maximum manual gripping demands and the
cycle time. The authors concluded that the problem space
GA performed better than the others.

Goncalves and De Almedia (2002) presented a hybrid GA,
which combined heuristic priority rules with GA to solve
SALB Type-1 problem. Several problems from the litera-
ture have been used to demonstrate the effectiveness and
robustness of the proposed hybrid GA. The result of the
experiments showed that the proposed method performed
remarkably well.

Stockton et al. (2004a,b) investigated the use of GAs for
solving various problems that arises when designing and
planning manufacturing operations, i.e. assortment planning,
aggregate planning, lot sizing within material requirement
planning environments, line balancing and facilities layout.
In Stockton et al. (2004a), the authors have examined the

application of GA to the SMALB Type-1 problem. They
compared the performance of the GA with a traditional solu-
tion method, i.e. Ranked Positional Weight (RPW) (Helger-
son and Birnie, 1961). In Stockton et al. (2004b), the authors
performed computational experiments in order to identify
suitable genetic operators and parameter values. As these two
papers complement each other, they are reviewed together in
the following sections.

Brown and Sumichrast (2005) compared the performance
of GGA (Falkenauer, 1991) against the performance of typ-
ical GA across a range of grouping problems, i.e. bin pack-
ing, machine part cell formation and SALB Type-1 problem.
They applied the two techniques, i.e. standard GA and GGA,
to a set of problems and compared the results with respect to
solution quality and computation time. They noted that both
of the techniques managed to find the optimal solution for
all test problems; however GGA found the optimal solution
more quickly.

Research on GALB problem

The studies reviewed in this part focus on GALB problems
that include all of the problems that are not SALB, such as
balancing of single-model or mixed-model, parallel,
U-shaped and two-sided lines with stochastic, fuzzy or depen-
dent processing times.

Tsujimura et al. (1995) were the first to solve GALB prob-
lem with GAs. The authors used the fuzzy numbers to repre-
sent the imprecise, vague and uncertain task processing times
as the processing times are uncertain due to both machine and
human factors. They proposed a GA to solve SMALB Type-1
problem, represented the fuzzy processing times by triangu-
lar membership functions and illustrated the application of
the proposed GA on a problem with 80 tasks.

Following Tsujimura et al. (1995), several versions of
GALB problem were studied by many researchers. Suresh
et al. (1996) used a GA to solve the SMALB Type-1 prob-
lem with stochastic processing times. A modified GA, work-
ing with two populations (one allowing infeasible solutions),
and exchange of specimens at regular intervals, were pro-
posed for handling irregular search space (i.e. the unfeasi-
bility problem due to problem specifications). The authors
believed that a population of feasible solutions would lead
to a fragmented search space, thus increasing the probabil-
ity of getting trapped in a local minimum. They stated that
infeasible solutions can be allowed in the population only
if the genetic operators can lead to feasible solutions from
infeasible ones. Throughout the generations, some solutions
were exchanged at regular intervals between the two pop-
ulations (i.e., the exchanged solutions have the same rank
of fitness value in their own populations). The results of
the experiments indicated that the GA working with two
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populations can give better results than the GA with only
feasible population.

Falkenauer (1997) presented a GA based on GGA
(Falkenauer and Delchambre, 1992) and branch and bound
algorithm for SMALB Type-1 problem with resource depen-
dent processing times. The problem involved allocating
resources with different cost and speed to each task and also
assigning the tasks to workstations, in such a way that the
total cost of the line be minimal. The author employed GGA
to assign the tasks to workstations, and then branch and bound
algorithm to select the optimal source for each workstation.
In this problem, the processing time of a task depends on
the resources being used; therefore, resources with different
cost and speed are allocated to each task in addition to the
assignment of tasks to workstations, in such a way that
the total cost of the line be minimal. In the proposed method,
the tasks were assigned to workstations by GGA, and the
optimal source for each workstation was selected by branch
and bound algorithm.

Ajenblit and Wainwright (1998) were pioneers in bal-
ancing the U-shaped SMALB Type-1 problem using GAs.
The authors dealt with two possible variations of this prob-
lem, minimizing the total idle time and balancing of work-
load among workstations, or a combination of both. They
developed six different assignment algorithms to interpret a
chromosome and assign tasks to workstations. The authors
applied the proposed GA to 61 test problems. In comparison
to previous researchers, they obtained superior results in 11
cases, the same results in 49 cases and worse result in one
case.

Chan et al. (1998) proposed a GA for SMALB Type-1
problem in the clothing industry. The authors tried to improve
the line efficiency by minimizing the time spent in assembly
line balance planning. They also included the various skill
levels of workers as problem specific information to solve
41-task ALBP. The experimental results showed that the per-
formance of GA was much better than the performance of
the greedy algorithm, which performed optimization by pro-
ceeding to a series of alternatives and assigned most skillful
worker to each task.

Kim et al. (2000) developed a GA for balancing two-sided
SMALB Type-1 problem with positional constraints. Two-
sided assembly lines consist of two connected serial lines in
parallel, where some task can be performed at one of the two
sides of the line, while the others can be performed at the
either side of the line. In the two-sided assembly lines, the
tasks are classified into three types: L (left); R (right); and E
(either) type tasks. L type tasks are easily performed at the
left hand side of the line, similarly R type tasks are easily per-
formed at the right hand side of the line and E type tasks are
easily performed at both sides of the line. The performance
of the proposed GA was compared to integer programming
and other heuristic methods at Kim et al. (1998b) using five

test problems. The results indicated that the proposed GA
showed better performance than the heuristics studied. The
authors stated that the proposed GA can be directly applied
to the different versions of the ALBP.

Simaria and Vilarinho (2001a) proposed an iterative search
procedure including GA for MMALB Type-2 problem with
parallel workstations. The proposed GA procedure was orig-
inally based on the model developed in Simaria and Vilarinho
(2001b) for SMALB Type-2 problem, where the simulated
annealing was used as a solution method. The iterative proce-
dure starts with a lower bound of cycle time and successively
solves MMALB Type-1 problem by increasing cycle times.
Once a feasible solution is found, the procedure employs a
GA to decrease the cycle time. Besides minimizing the cycle
time, the procedure minimizes the workload balances. The
iterative procedure was illustrated using a simple example
with two assembly models and 25 tasks.

Chen et al. (2002) presented a GA approach for assembly
planning involving various objectives, such as minimizing
cycle time, maximizing workload smoothness, minimizing
the frequency of tool change, minimizing the number of
tools and machines used, and minimizing the complexity of
assembly sequences. They classified the assembly line plan-
ning problems into line balancing, tooling and scheduling
problem. The proposed method was improved by including
heuristic solutions into initial population and developing a
self tuning method to correct infeasible chromosome. Sev-
eral examples were employed to illustrate the proposed GA.
Experimental results indicated that the proposed GA effi-
ciently yields many alternative assembly plans to support the
design and operation of an assembly system.

Miltenburg (2002) solved the assembly line balancing
Type-1 problem and sequencing problems simultaneously
for mixed model U-shaped assembly line. They proposed a
GA to solve the balancing and sequencing problems jointly.
The proposed GA was found to offer good solutions.

Valente et al. (2002) proposed a GA to solve assembly line
balancing Type-2 problem in a real-world application, a two-
sided car assembly line. The solution to the problem involved
satisfying the constraint that the length of each workstation
was constant. The proposed GA was found to reduce the total
assembly time of the current line by 28.5%.

Brudaru and Valmar (2004) proposed a hybrid GA for
solving SMALB Type-1 Problem. They considered the pro-
cessing times of tasks as fuzzy numbers like Tsujimura et al.
(1995). Their hybrid method combined the branch and bound
with GA. The authors presented a special chromosome rep-
resentation scheme, embryonic representation, which used
subsets of solutions rather than the individual solutions. They
also proposed a new type of genetic operator called growing
operator to be used for the hybrid GA. The proposed hybrid
GA was found to take longer computation time with respect
to solution quality.
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Martinez and Duff (2004) addressed the U-shaped SMALB
Type-1 problem. They first solved this problem using 10 heu-
ristic rules adapted from the simple line balancing problem,
such as maximum ranked positional weight, maximum total
number of follower tasks or precedence tasks, and maximum
processing time, and compared these heuristic solutions with
the optimal solutions obtained from previous researches. Fol-
lowing, they modified the Ponnambalam et al.’s GA (2000)
and inserted the solutions obtained using these heuristic rules
to the initial population. They illustrated the proposed GA
using the Jackson’s problem (1956). The results showed that
the addition of a GA can improve the current solution.

Simaria and Vilarinho (2004) expanded the application of
their previous work in Simaria and Vilarinho (2001a), where
they proposed an iterative GA based search procedure for
MMALB Type-2 problem with parallel workstations. The
authors have also conducted a set of computational experi-
ments on a set of generated ALBPs.

Levitin et al. (2006) proposed a GA for solving a spe-
cial kind of SMALB Type-2 problem, i.e. Robotic Assem-
bly Line Balancing (RALB) problem. The authors defined a
robotic assembly line, where robots with different capabili-
ties and specializations were assigned to the assembly tasks.
Various procedures for adapting the GA to the RALB prob-
lem such as a local optimization (hill climbing) work-piece
exchange procedure were introduced. Tests were conducted
on a set of randomly generated problems to determine the
most effective GA procedure based on the best combination
of parameters.

Noorul Haq, Jayaprakash, and Rengarajan (2006) pro-
posed a hybrid GA for solving MMALB Type-1 problem.
They incorporated the solution from the modified RPW
(MRPW) method into the GA’s randomly generated initial
population to reduce the search space within the global search
space. It was noted that this integration reduced the search
time. The authors illustrated the implementation of hybrid
GA approach on seven problems and compared the results
with the MRPW and the standard GA. The results showed
that the proposed approach performed better than the stan-
dard GA.

Findings based on problem specifications

Referring to Table 2, we could list the findings of this survey
study based on problem specifications as follows:

• Almost half of the articles surveyed (i.e. 14 out of 29)
focused on SALB, the simplest version problem of assem-
bly line balancing, while other half focused on GALB.

• Only four of the articles surveyed (Simaria and Vilarinho,
2001a, 2004; Miltenburg, 2002; Noorul Haq et al., 2006)
dealt with MMALB problem.

• One of the articles (Miltenburg, 2002) tried to solve
balancing and sequencing problems of mixed model
assembly line simultaneously.

• 19 out of 29 articles surveyed studied Type-1 problem,
minimization of number of workstations. The other nine
researches focused on Type-2 problem, minimization of
cycle time. Rekiek et al. (1999) considered the equal piles
approach. Only Kim et al. (1996), Bautista et al. (2000)
and Ponnambalam et al. (2000) considered the multi-
objective problem.

• Two of the assembly lines Kim et al. (2000); Valente et al.
(2002) studied were two-sided, two of them (Ajenblit and
Wainwright, 1998; Martinez and Duff, 2004) were U-
shaped, and two of them (Simaria and Vilarinho, 2001a,
2004) had parallel workstations.

• Only one article (Suresh et al., 1996) dealt with stochas-
tic, another two (Brudaru and Valmar, 2004; Tsujimura
et al., 1995) dealt with fuzzy, and all the others dealt with
deterministic processing times.

• Only one article (Rubinovitz and Levitin, 1995) dealt
with workstation dependent, and another one (Falkenauer,
1997) dealt with resource dependent deterministic pro-
cessing times.

• Only one article (Bautista et al., 2000) considered the
incompatibilities between tasks.

• Only one article (Carnahan et al., 2001) considered the
physical demands placed on workers during assembly
line balancing.

• Only one article (Levitin et al., 2006) considered RALB
problem, where robots have different capabilities and
specializations.

From the problem specifications perspective, we noted that
most of the researchers focused on SALB, the simplest ver-
sion of the problem, with single objective and ignored the
recent trends, i.e. mixed model production, U-shaped lines
and etc, in the complex manufacturing environments, where
ALBP are multi-objective in nature.

Genetic algorithm specifications

In this section, the proposed GAs were investigated based on
nine criteria; the proposed GA method, formation of initial
population, the genetic representation of individuals (chro-
mosome), the evaluation function to compute the fitness of
individuals (fitness function), genetic operators to alter new
individuals (crossover and mutation), selection scheme to
select individuals for mating, the survival scheme to gener-
ate a new population, feasibility issues and termination cri-
teria. Table 3 presents the chronological order of published
literature based on these nine criteria.
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Considering the great number of criteria investigated, we
summarized the findings of this review study under two parts;
in the first part, we considered only six of the criteria includ-
ing the GA method, initial population, selection scheme, sur-
vival scheme, feasibility issues and termination criteria. The
second part included the discussion of published literature
based on chromosome representation scheme, genetic oper-
ators and fitness evaluation.

Many of the GAs developed to solve ALBPs have common
characteristics. As it is seen in Table 3, most of the research-
ers (19 out of 29) used a typical GA procedure (see Section
“Background information”). It must be noted that Falkenauer
and Delchambre’s GGA (1992), which was implemented in
four researches, was also considered as a typical GA, since it
consisted of a new representation scheme and special genetic
operators without changing the general procedure of a typ-
ical GA. Among the papers surveyed, only Anderson and
Ferris (1994) employed both the typical GA and also paral-
lel GA. We noted the combination of GA with branch and
bound in two studies: Falkenauer (1997) employed the GGA
for assignments of tasks and branch and bound for selection
of optimal resource, and Brudaru and Valmar (2004) com-
bined the GA with branch and bound to evaluate the fitness
function. A recent trend to increase efficiency of GAs is to
hybridize them with heuristics, Kim et al. (1998a), Bautista
et al. (2000) and Goncalves and De Almedia (2002). Lastly, to
solve Type-2 problems, Simaria and Vilarinho (2001a, 2004)
proposed a two staged iterative GA by sequentially evaluat-
ing the solutions of Type-1 and then Type-2 problem.

A GA starts from a set of individuals called initial popu-
lation. Numerous initialization methods exist ranging from
random methods that produce an entirely random initial pop-
ulation to more direct methods that produce a selective ini-
tial population when prior knowledge of the search space
is known. There are also other initialization methods, which
combine both of these approaches; for example, initialization
by inserting the results of heuristic solutions to the problem.
Inclusion of heuristic generated solutions to the population
was first reported by Leu et al. (1994) and Anderson and
Ferris (1994). It is noted that most of the researchers (i.e.,
16 out of 29) generated the initial populations randomly. The
other researchers used both randomly and heuristic generated
individuals in the initial population. To initialize the popula-
tion, Ponnambalam et al. (2000) used the 14 simple greedy
heuristics given at Talbot et al. (1986).

After generation of the initial population, first, the fitness
of each individual in the population is calculated, the poten-
tial parents are selected to create the offspring (new individu-
als) and then a selection scheme is used to select individuals
for mating based on their relative fitness. With some excep-
tions (see Table 3, most of the GAs in literature used either
roulette wheel selection or stochastic universal sampling to
select the parents. In roulette wheel selection, a sector of a

roulette wheel whose size is proportional to the appropriate
fitness measure is assigned to the individuals, then a ran-
dom number is generated (spin the wheel), and the parents
are selected according their random position on the wheel.
In stochastic universal sampling, an individual is selected
entirely on its position in the population and its relative dis-
tance to the other individuals in the population. Hence, this
scheme prevents unfit individuals from dominating the selec-
tion process.

In a GA, survival is an essential process that removes indi-
viduals with a low fitness and drives the population towards
better solutions. Survival scheme is tightly related to the size
of the population. Most of the current GAs for ALBP assumes
a constant population size N, which is a user-controlled input
parameter. The GAs with constant population size is gener-
ally called as the “steady-state” GA. This kind of GA rigidly
enforces this limit (N), in the sense that each time an offspring
is produced resulting N + 1 individuals, a survival scheme is
invoked to reduce the population size back to N. By contrast,
Leu et al. (1994) permitted more elasticity in the population
by allowing the population to grow before a survival scheme
is invoked. With some exceptions, all of the researchers used
elitism strategy for survival of individuals to next genera-
tion. Elitism strategy guarantees that the best individuals of
the population survive into the next generation. Chan et al.
(1998) modified the elitism strategy; in a way that the parent
was replaced with offspring rather than the worst individual
in the population was replaced with offspring.

Another important issue in designing the GA is to decide
on whether infeasible individuals should be allowed in the
population or not. In an ALBP, assigning each task to exactly
one workstation and satisfying the precedence relations and
all other constraints generates a feasible individual in the
GA. However, crossover and mutation operations may result
in formation of infeasible individuals. In this study, we noted
that the researchers have employed three types of strategies to
cope with infeasible individuals such as forcing individuals
for feasibility, repairing infeasible individuals and including
penalty for infeasible individuals. The first strategy, forcing
individuals for feasibility, requires generating only valid indi-
viduals in the initial population (Ajenblit and Wainwright,
1998; Chan et al., 1998; Leu et al., 1994). Each gene of
the chromosome in the initial population is obtained ran-
domly choosing the next task among unselected tasks whose
predecessors had already been chosen. Also, some special
genetic operators (see Section “Genetic operators”), which
ensure feasible chromosomes, can be used to force individ-
uals for feasibility. An appropriate representation scheme in
conjunction with carefully designed genetic operators and
fitness function is essential for maintaining the feasibility
of chromosomes. The second strategy repairs the infeasi-
ble individuals by rearranging the tasks according to pre-
cedence relations and other defined constraints (Kim et al.,
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1996; Tsujimura et al., 1995). The third strategy leaves out
the infeasible individual in the population and calculates its
fitness value using a penalty function. Anderson and Ferris
(1994) and Stockton et al. (2004a,b) used traditional standard
genetic operators, and stated that maintaining a percentage
of infeasible individuals in the population would lead to cov-
ering a larger area in the search space. Moreover, they added
a penalty cost to the fitness function and stated that allowing
infeasible individuals to stay in the population would increase
the amount of variability in the population. An example of
a fitness function with a penalty cost is given in Section
“Fitness evaluation”.

A GA for ALBP is terminated either after reaching a spec-
ified number of generations or after reaching to an acceptable
convergence that is usually represented by no improvement
in the best solution after a certain amount of generation. The
best individuals of the population are then tested to determine
if they satisfy the precedence constraints and other zoning
restrictions. In this survey study, we noted that most of the
researchers specified a maximum number of generations as
a terminating condition.

Furthermore, in order to implement GA, it is necessary to
construct a chromosome representation scheme to represent
the chromosomes, genetic operators to crossover and mutate,
and an external objective function to evaluate the fitness. The
findings of this review study regarding these criteria are given
in the following section.

Chromosome representation scheme

The first step in applying GA to a particular problem is to
convert the solutions (individuals) of ALBP into a string
type structure called chromosome. This representation must
uniquely map the chromosome values (genotypes) onto the
decision variable domain.

Alternative chromosome representation schemes will be
illustrated using the example given in Fig. 4, where the cycle
time c, is 10 min and number of workstations, n is 5. The
workstation loads for this solution are WSA = {1, 3},
WSB = {2, 4, 5}, WSC = {6, 7}, WSD = {8, 9}, and WSE =
{10, 11}.

WSC

WSB

WSD

 WSA
WSE

5 5 4 

5 3 5 6 5 1 

3
3

11109741

3 6

2 5

8

Fig. 4 Solution for c = 10 and m = 5

Real-valued representations are much more effective for
the representation of balancing problem. In Scholl and Becker
(2006), where only the literature related to SALB was
reviewed, four types of chromosome representation schemes
are presented. In this survey study covering a broad range of
literature on assembly line balancing, we noted six different
types of chromosome representation schemes; i.e. task based,
embryonic, workstation based, grouping based, binary and
heuristic based; each having pros and cons concerning the
type of applicable genetic operators. Note that the classic
binary representation of the simple GA has only been used
for the ALBP in Stockton et al. (2004a,b). Due to the lack of
information on binary representation of an individual, in this
section, only the remaining five chromosome representation
schemes are explained in detail. The chromosome represen-
tation schemes are named in order to suit the characteristics
of ALBP. These representation schemes can be classified as
follows:

1. Task based representation: The chromosomes are defined
as feasible precedence sequences of tasks (Ajenblit and
Wainwright, 1998; Leu et al., 1994; Sabuncuoglu et al.,
2000). The length of the chromosome is defined by the
number of tasks. For example, the task based representa-
tion of the solution given in Fig. 4 is illustrated in Fig. 5a.
In order to calculate the fitness of a task based chro-
mosome, additional operations, which assign the tasks
to workstations according to the task sequence in the
chromosome, is needed. Task based representation is the
most appropriate representation for ALBP Type-1, since
Type-1 problems consider the minimization of worksta-
tions as an objective function.

2. Embryonic representation: Embryonic chromosome
representation that was proposed by Brudaru and Val-
mar (2004) is actually a special version of the task based
chromosome. Only difference between the two is that the

a)  Task based representation  

b)  Embryonic representation   

1 3 2 5 4 6 7 9 8 10 11

1 3 2 5 4 6

c)  Workstation based representation  

A B A B B C C D D E E

d)  Grouping based representation   

A B A B B C C D D E E

e)  Heuristic based representation 

H1 H2 H5 H4 H7 H6 H3

: A B C D E

Fig. 5 Chromosome representation schemes used for ALBP
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embryonic representation of a solution considers the sub-
sets of solutions rather than the individual solutions. Dur-
ing the generations, the embryonic chromosome evolves
through a full length solution. Therefore, the chromo-
some length varies throughout the generations. The
length is initially defined by a random number and then
increases until it reaches the number of tasks. Figure 5b
illustrates an example of embryonic representation of the
solution given in Fig. 4.

3. Workstation based representation: The chromosome is
defined as a vector containing the labels of the work-
stations to, which the tasks are assigned (Anderson and
Ferris, 1994; Kim et al., 2000). The chromosome length
is defined by the number of tasks. For example, the work-
station based representation of the solution given in Fig. 4
is illustrated in Fig. 5c, where the task 4 is assigned to
workstation B. This kind of chromosome representation
scheme is generally used for ALBP Type-2.

4. Grouping based representation: This type of representa-
tion was proposed by Falkenauer and Delchambre (1992)
especially for grouping problems, i.e. ALBP Type-1. The
authors stated that the workstation based representation,
which is object oriented, is not suitable for ALBP Type-1.
In grouping based representation, the workstations are
represented by augmenting the workstation based chro-
mosome with a group part. The group part of the chro-
mosome is written after a semicolon to list all of the
workstations in the current solution (see Fig. 5d). The
length of the chromosome varies from solution to solu-
tion. As it is seen in Fig. 5d, the first part is the same as in
workstation based chromosome. Difference comes from
the grouping part, which list all the workstations, i.e. A,
B, C, D, and E.

5. Heuristic based (indirect) representation: This type of
representation scheme represents the solutions in an indi-
rect manner. In Goncalves and De Almedia (2002), and
Bautista et al. (2000), the authors first coded the prior-
ity values of the tasks (or a sequence of priority rules),
then they applied these rules to the problem to gener-
ate the solutions. The chromosome length is defined by
the number of heuristics. For example, Fig. 5e shows an
example chromosome having seven different heuristics,
which are used in the sequence of H1, H2, H5, H4, H7,
H6 and H3 to assign the tasks to the workstations.

An appropriate chromosome representation scheme in
conjunction with carefully designed genetic operators and fit-
ness function is essential for GA design, since the
application of standard crossovers or mutations to task, work-
station and grouping based chromosomes may result in infea-
sible solutions. This aspect must be dealt with by penalizing
infeasibilities, rearranging the solution by certain heuristic
strategies or constructing of special genetic operators, which

will force feasibility. In this context, heuristic based chromo-
somes have the advantage to achieve the feasibility without
such difficulties.

Fitness evaluation

In order to mimic the natural process of the survival of the
fittest, the fitness evaluation function assigns a value reflect-
ing the relative superiority (or inferiority) to each individual.
The objective function provides a measure of an individual’s
performance or fitness in the search space.

As mentioned in Section “Background informmation”,
different objective functions, with a range of complexities,
are developed for each specific problem type in assembly
line balancing. Among these objective functions, we noted
an implementation difficulty with the objective of Type-1 as
the fitness function. When there are alternate optimal solu-
tions having the same objective value, this objective function
does not give a strong distinction between the alternate solu-
tions. This problem is less relevant for Type-2 or Type-E.

During this literature survey, some of following fitness
functions have been noted:

• Falkenauer and Delchambre (1992), and
Brown and Sumichrast (2005) used the following fitness
function, f (S), for SALB Type-1 problem.

f (S) =
n∑

i=1

(c − t (W Si ))
2/n

• Anderson and Ferris (1994) used the following fitness
function, f (S), which sums up the maximal workstation
time and a penalty term for solving SALB Type-2 prob-
lem. This penalty term is used to assign some penalty cost
to any individual, which is infeasible because of prece-
dence violations.

f (S) = max t (W Si ) + k Nv

• Leu et al. (1994) used the following three fitness func-
tions, f1(S), f2(S), and f3(S), for SALB Type-1 prob-
lem. The first objective function aims the minimization
of mean squared idle time, the second one aims the min-
imization of mean idle time and the third one combines
the first two objectives.

f1(S) =
n∑

i=1
(c − t (W Si ))

2/n

f2(S) =
n∑

i=1
(c − t (W Si ))/n

f3(S) = 2
√

f1(S) + f2(S)
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• Tsujimura et al. (1995) used balance delay as fitness func-
tion, f (S), for solving SMALB Type-1 problem where
the cycle time and processing times of tasks are repre-
sented by fuzzy numbers.

f (S) =
n∑

i=1

(c̃ − t (
∼

W S
i

))

• Bautista et al. (2000) used the following fitness func-
tion, f (S), which considers the number of workstations
in this solution in the first term, the lower bound of num-
ber workstations in the second term and the degree of
imbalance in the third term.

f (S) = −ns +

⎡

⎢
⎢
⎣

n∑

i=1
ti

c

⎤

⎥
⎥
⎦

+

+
√∑n

i=1(c − t (W Si ))2

c × √
ns

• Sabuncuoglu et al. (2000) used the following fitness func-
tion, f (S), which aims at reducing the imbalance in the
first term and minimizing the number of workstations in
the second term, for solving SALB Type-1.

f (S) =

√
√
√
√
√

n∑

i=1
(max(t (W Si )) − t (W Si ))2

n

+

n∑

i=1
(max(t (W Si )) − t (W Si ))

2

n

• Simaria and Vilarinho (2001a, 2004) used the following
fitness function, f (S), which considers the cycle time in
the first term and balance workstation load in the second
term, for solving MMALB Type-2 problem.

f (S) = c + M

n(M − 1)

n∑

i=1

M∑

k=1

(
qki tik

I Ti
− 1

M

)2

Genetic operators

Genetic operators are of two kinds, crossover and mutation.
Crossover is the operation by, which two individuals in the
current population create offspring for the next population.
The mutation is used to maintain diversity in the popula-
tion. Mutation does this by randomly changing elements in
a chromosome.

The GA applications have created a great variety of
chromosome representation schemes and genetic operators.
The most frequently used are representations for numeric
domains, permutation domains, matrix domains, and func-
tion domains. It is beyond the scope of this survey study to
describe all of them in detail. Here, we will focus on the
numeric and function domains, which are the two primary
domains relevant for assembly line balancing.

Anderson and Ferris (1994) used traditional standard
genetic operators and believed that maintaining a percentage
of infeasible individuals in the population can help to obtain
a good coverage of the search space. Hence, they included a
penalty cost to the evaluation function (see Section “Fitness
evaluation”).

In this survey, we noted several specialized crossover oper-
ators (crossover and mutation), which ensure the feasibility of
chromosomes. Some of the specialized crossover operators
employed include Modified Bin Packing Crossover (Modified
BPCX) (Falkenauer and Delchambre, 1992), Order-Based
Crossover (OX) (Leu et al., 1994), Modified Partially Mapped
Crossover (Modified PMX) (Tsujimura et al., 1995), Heuris-
tic Structural Crossover (HSX) (Kim et al., 1998a), Uniform
Order-Based Crossover (Chan et al., 1998), and Order Cross-
over (Sabuncuoglu et al., 2000).

Falkenauer and Delchambre (1992) used modified BPCX
especially generated for grouping based representations. This
crossover operator is applied only to the group part of the
chromosome, while the workstation based part of the chro-
mosome remains the same. Since the length of the group
part of grouping based chromosome varies, this operator can
handle variability of chromosome length. Leu et al. (1994)
used a modified version of standard two-point order cross-
over, i.e. OX, which cuts each of the parent chromosomes
into three parts. One of the offsprings keeps the first and the
last part of the first parent. The middle part of the sequence
is filled in by adding the missing tasks in the order in, which
they are contained in the second parent. The other offspring
is built analogously based on the first and the last part of
the second parent. Both of the resulting offsprings are feasi-
ble due to filling in the middle part in a precedence feasible
order. Also, Tsujimura et al. (1995) modified the standard two
point order crossover (modified PMX). They first exchange
the middle parts of the chromosome between parents to cre-
ate offspring. Then they repaired the resulting chromosome
without changing the middle part according to the precedence
relations. HSX uses problem-specific constraints to choose
multiple groups of workstations to copy from two parents
to a child. This procedure is repeated twice; therefore, two
parents are used to create two children (Kim et al., 1998a).
Uniform order-based crossover uses two parents, P1 and P2,
to create two offspring C1 and C2. A gene string that is the
same length as the parent is generated. If the value in gene
i of the chromosome is equal to 1, then the value in gene
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i in P1 is copied into C1. A list of the elements in P1 that
correspond to zeros in the gene string are then permuted so
that they appear in the same order that they appear in P2, then
the gaps in C1 are filled in with these ordered permuted ele-
ments. C2 is created in a similar fashion (Chan et al., 1998).
Order crossover (Sabuncuoglu et al., 2000) is similar to OX
crossover. Two random cut locations are generated for two
parents; however, with the Order crossover, the centre section
is permuted while the extreme ends remain unchanged. This
centre section of each of the two children is generated by
filling in the missing elements in the order that they appear
in the other parent without duplicating any of the elements
within the children’s chromosomes.

Specialized mutation operators include Modified Bin Pack-
ing Mutation (modified BPM) (Falkenauer and Delchambre,
1992), Heuristic Structural Mutation (HSM) (Kim et al.,
1998a), Scramble Sublist Mutation (SSM) (Chan et al., 1998),
and Scramble Mutation (SM) (Sabuncuoglu et al., 2000).

Falkenauer and Delchambre (1992) used modified BPM,
especially generated for grouping based representations. Like
crossover operator, this mutation operator is also applied only
to the group part of the chromosome, while the workstation
based part of the chromosome remains the same. HSM (Kim
et al., 1998a) randomly selects some tasks from each chromo-
some, proportional to the mutation rate, and then reassigns
those tasks. SSM selects a sublist from a parent, by having the
centre area created by randomly determining two cut points.
Elements within the sublist are then permuted, or scrambled;
therefore, the newly created child has the permuted centre
section surrounded by the original data made up of the two
extreme endpoints of the parents. Similarly, SM identifies a
cut point in a parent, and the child is created by copying the
elements before the cut point into the child, in the order that
they appear in the parent. The remaining genes located after
the cut are then placed in the child randomly while maintain-
ing feasibility. Surprisingly, Ajenblit and Wainwright (1998)
did not use mutation in their implementation. They stated that
the mutation operator does not have any potential to improve
the solutions since it just replicates the work done by the
initialization.

In addition to crossover and mutation operators, Brudaru
and Valmar (2004) proposed a new type of genetic operator
called growing operator for their embryonic representation
scheme. The proposed growing operator helps the subset of
a solution represented by embryonic chromosome to evolve
through a full length chromosome.

We noted that, when infeasible individuals were allowed in
the population, the traditional standard genetic operators are
used and on the other hand, allowing only feasible individuals
in the population necessitated using special genetic operators.
As a consequence, for effective GA design, the researcher
must consider genetic operators together with chromosome
representation scheme and fitness function.

Performance specifications

In this section, the published literature has been reviewed
based on the experimental settings in, which the proposed
GAs implemented, the other solution methods to, which the
GA’s performance compared, the computation time required
and, finally, implementation language employed. However,
the reader should bear in mind that, as the reviewed GAs
employed different ALBP types, test sets and hardware, the
comparison among their performances can not be justified.
Therefore, this section does not try to compare the perfor-
mances of the reviewed GAs; it only includes the findings of
the comparative studies reported in each paper. For the perfor-
mance comparison among reviewed GAs, further compari-
sons must be made under fair conditions and with challenging
test sets.

As seen in Table 4, most of the researches evaluated the
performance of the proposed GAs using hypothetical prob-
lems, such as randomly generated problems (Anderson and
Ferris, 1994) and non benchmark problems (Kim et al., 1996;
Leu et al., 1994; Suresh et al., 1996). The real-world applica-
tions of GAs are only seen in Chan et al. (1998) in clothing
industry and Valente et al. (2002) in automotive industry.
Furthermore, it is noted that, the computational testing of
most GAs has been done either by ignoring existing bench-
marks or by using the simple test data. Hence, the findings of
the GA researches are limited to a narrow scope. To attract
the attention of practitioners to the use of GAs, we believe
that it is necessary to divert more effort to solving real-world
ALBPs.

For the computational testing, the researchers used sev-
eral problems with various sizes. For instance, Falkenauer
and Delchambre (1992) used a problem with the size of 64
tasks, Leu et al. (1994) used problems with the size of 45, 50
and 100 tasks, and Miltenburg (2002) used problems with the
size of 45 and 83 tasks. Generally, we noted that the computa-
tional time increases with the size of the problem, indicating
the fact that the performance of the GAs is affected by the
complexity of the problem.

As for the comparative studies for performance evalua-
tion (see Table 4), the GAs developed for ALBP either out-
performed or matched comparative heuristics, such as rank
positional weight heuristic, Kilbridge and Wester’s heuris-
tic and Hoffmann precedence matrix procedure. Note that,
in these comparative studies, only a few number of heu-
ristics was used as benchmark and also little attention has
been given to recently introduced heuristics. For compari-
son, only, Ajenblit and Wainwright (1998) used both dynamic
programming and various heuristic algorithms, which were
proposed in Miltenburg and Wijngaard’s research (1994).
In this study, the proposed GA is found to give the same
results in 42 problems, superior in 11 problems and worse in 1
problem.
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Table 4 Performance specifications of literature in chronological order

Year Researcher(s) Performance specifications

Experimental settings Comparison Computation
time

Implementation
language

Real world Hypothetical Methods
compared

Results

1992 Falkenauer and
Delchambre

– One problem Heuristic Better 300 s –

1994 Leu et al. – Benchmark Heuristics Better 13.33 s –

1994 Anderson and
Ferris

– Randomly
generated

– – – –

1995 Rubinovitz and
Levitin

– Randomly
generated

MUST Better – –

1995 Tsujimura et al. – One problem – – – –

1996 Kim et al. – Benchmark Heuristics Promising Shorter C++

1996 Suresh et al. – Benchmark Versions of GA Better – –

1997 Falkenauer – Randomly
generated

– – 600 s 120 s
1200 s

–

1998 Ajenblit and
Wainwright

– Benchmark Dynamic prog. &
Heuristics

Same in 49,
superior in 11
and worse in 1

– LibGA

1998 Chan et al. Clothing industry – Greedy
Algorithm
heuristic

Outper-
formed

GA trials run
for 5000 s

–

1998a Kim et al. – Benchmark Three heuristics
& another GA

Mostly out-
performed

– C++

1999 Rekiek et al. – One problem – – 120 s at most –

2000 Bautista et al. – Randomly
generated

Heuristics,
GRASP&
GRWASP

Better – –

2000 Kim et al. – Benchmark Integer prog &
heuristics

– Shorter –

2000 Ponnambalam
et al.

– Benchmark Heuristics Better Longer C++

2000 Sabuncuoglu
et al.

– Benchmark Six heuristics &
some known
optimal solutions

Performs bet-
ter than four
and matches
two

Shorter –

2001 Carnahan et al. – Benchmark Two heuristics Better – –

2001a Simaria and
Vilarinho

– One problem – – – –

2002 Chen et al. – Various problems Heuristics Better – LibGA

2002 Goncalves and
De Almedia

– Benchmark Heuristics Outper-
formed

– Visual basic 6

2002 Miltenburg – Benchmark Versions of GA Good 130 s 300 s
300 s

Visual Basic 6

2002 Valente et al. Automotive
industry

– – Reduction of
time by 28.5%

0.85 s ANSI C (based on
GALOPPS)

2004 Brudaru and
Valmar

2004 Martinez and
Duff

– One problem Heuristics – – –

2004 Simaria and
Vilarinho

– Randomly
generated

– – Acceptable Visual C++

2004a,
2004b

Stockton et al. – One problem RPW same – –

2005 Brown and
Sumichrast

– Benchmark Standard GA same Shorter –

2006 Levitin et al. – Randomly
generated

Branch and
Bound

better Shorter –

2006 Noorul Haq
et al.

– Randomly
generated

Modified RPW better Shorter C++
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We noted that the computation time (i.e. CPU time), which
indicates the efficiency of the proposed GA, was reported by
a few researchers; most of them preferred to state it verbally.
Based on the reported CPU times, we can state that except
for Ponnambalam et al. (2000), who reported an increase
in CPU time due to the increased number of generations,
most of the researchers obtained a solution in shorter CPU
time. In Falkenauer (1997), the optimal solution was found
in 600 s for a problem with 30 tasks, five resources/task and
10 workstations, 120 s for a problem with 30 tasks, four
resources/task and 10 workstations, and 1200 s for a prob-
lem with 40 tasks, four resources/task and 10 workstations,
but it must be noted that no precedence relations existed for
these randomly generated problems. Among the research-
ers surveyed, Miltenburg (2002) gave detailed information
regarding the performance of the proposed GA; in this study,
the average computation times per instance were found to be
130 s when the proposed GA employed two point crossover,
300 s when the proposed GA involved cycle crossover and
300 s when the proposed GA included randomly generated
solutions.

Lastly, as seen in Table 4, most of the researchers preferred
C++ as an implementation language. This can be attributed
to the advantages of C++ in increasing the speed of execu-
tion of the programs, and using the memory more effectively
by employing various object oriented programming (OOP)
concepts, constructors, call by reference, pointers, dynamic
memory allocation (new and delete) functions. Falkenaure’s
GGA (Falkenauer, 1998) was used to develop a commer-
cial software package, i.e. Optiline, which optimizes the line,
yielding a detailed assignment of tasks to workstations and
operators. It must be noted that except for Falkenaure’s GGA
(Falkenauer, 1998), all other GAs reported in this survey
study were employed for research purposes.

Results and discussion

Genetic algorithms are increasingly being used to solve man-
ufacturing optimization problems. A well-known manufac-
turing optimization problem is the assembly line balancing
problem, which deals with the allocation of the tasks among
workstations so that a given objective function is optimized.
As GAs have established themselves as a useful optimization
technique in the manufacturing field, the application of GAs
to assembly line balancing has expanded a lot. Considering
the growing number of publications in this area, we thought
that this review article will help both the researchers and prac-
titioners to comprehend the current research issues and also
provide them with a guideline about future research direc-
tions. To identify the current research issues, in particular, we
summarized the main specifications of the problems studied,
and discussed the proposed GAs with respect to chromosome

representations, genetic operators and the fitness functions
used for performance evaluation.

From the assembly line balancing perspective, we noted
that most of the researchers focused on a simple version of
problem with single objective and ignored the multi-objec-
tive nature of the problem. As for the GA perspective, it is
noted that two important issues have been extensively stud-
ied. One is how to encode a solution of the problem into a
chromosome and the other is reproduction of new individuals
by using genetic operators.

Because of the existence of complex constraints inherent
in the problem, a simple binary string does not work at all,
since it certainly yields to infeasible or even illegal solutions.
The early efforts of most researchers have been devoted to the
invention of a new and efficient representation scheme, (i.e.
task based, workstation based, grouping based and heuristic
based), for the problem. Somewhat surprising, the population
initialization has not received much attention so far.

Some researchers proposed new genetic operators to
ensure the feasibility of individuals for a certain represen-
tation scheme. Another group of researchers claimed that
infeasible solutions have to occupy a certain space in the pop-
ulation; hence they used standard genetic operators, which
may result in infeasible individuals of a certain representation
scheme. An appropriate chromosome representation scheme
in conjunction with carefully designed genetic operators and
fitness function is essential for GA design.

Besides the ease in adapting to the ALBP, the efficiency
of the proposed GAs depends greatly on various control
parameters such as the population size, the probability of
crossover and mutation. It is noted that most of the research-
ers did not give enough attention to optimization of param-
eters to control evolutionary process effectively. Since the
information about the control parameters is not published in
detail, it is difficult to compare the performance of the var-
ious techniques. Moreover, because of the lack of clear and
consistent reporting of parameters, procedures, and results,
it is unlikely that other researchers could reproduce these
works.

In most of the published literature, GAs are found to be
competitive to the best known constructive methods. How-
ever, the findings of these researches are limited to a narrow
scope, since the computational testing of the reported GAs
has been done by ignoring existing test beds and state-of-the-
art solution methods or by using the most simple test data
available. Moreover, based on the published researches, it is
impossible to make a global comparative evaluation of the
different GAs proposed for assembly line balancing, since
the evaluations are partial, the parameters are not included
and the problems used are not standard, therefore the results
are not reproducible.

We could state the future research directions in this area
as follows:
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• To demonstrate the effectiveness of GAs in solving com-
plex manufacturing system design problems, ALBPs can
be extended to include features such as parallel work-
stations, two-sided workstations, U-shaped line layout,
mixed model production, assignment restrictions, and
stochastic processing times.

• Besides capacity oriented objectives, such as Type-1 and
Type-2, the cost or profit oriented objectives can be used
to reflect the long-term effects of balancing decisions.

• More effort can be given to study the ALBP as a multi-
objective problem.

• In order to improve the performance of a GA, the problem
specific knowledge in the form of an additional heuristic
optimization algorithm can be included.

• The values of control parameters can be set experimen-
tally over different instances that range in size.

• The comparative studies for performance evaluation can
include CPU time as a criterion.

• Standardized, realistic benchmark problems and state-
of-the-art solution methods are required for testing and
comparing methodical enhancements of GAs.

• A trend in the genetic assembly line balancing practice
is to incorporate local search techniques into the main
loop of the GA. The main ground for GAs is in areas
where improvements can be made by hybridizing meth-
ods. Therefore, an interesting future pursuit may be the
hybridization of GA.

• A great majority of the researches has been implemented
on simple artificial test problems. To draw the attention
of practitioners and also to receive more realistic results
regarding the performance of the proposed GAs, more
effort can be spent on solving real-world complex ALBP
using GAs.

• Despite the availability of many effective GAs for differ-
ent types of ALBPs, their use in practice is limited due
to the lack of GA based software. To fill in the perceived
gap, the GA based software, which can be easily used by
practitioners, can be developed.

With the growth of the published literature, we believe that
the use of GAs for solving ALBPs will continue to attract the
interest of researchers. We hope that more research involv-
ing the implementation on real-world complex line balanc-
ing problems will lead to an increased acceptance among
the practitioners and thereby, the evolutionary computation
methods will be widely accepted as a sound alternative to
solve real-life manufacturing optimization problems.
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