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This paper surveys the literature in the holonic manufacturing systems area in an attempt
to bring together the key issues in the development and applications of holonic systems.
A brief introduction presents the characteristics of today’s manufacturing environment and
the requirements for next generation manufacturing systems. Then, starting with consider-
ations about the origins of the holonic concept and its first applications in manufacturing,
the paper presents the advances made in applying the holonic concept to manufacturing
systems area. Several considerations for the development of holonic manufacturing systems
and specific holonic system requirements are discussed. As holonic concept is considered a
solution for next generation manufacturing systems, there is a significant number of appli-
cations and implementations of the holonic concept in manufacturing systems domain. The
most important and relevant approaches developed so far are presented. Finally, a short
conclusion and future research directions in the area are provided.
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1. Introduction

Over the last two decades, a vast amount of research
has been carried out, in both academia and indus-
try, to improve the performance of manufacturing
systems and their responsiveness to changing cus-
tomer requirements. In addition to improve manu-
facturing systems productivity and their capabilities
to deliver quality and low-priced products, in recent
years, new requirements have been imposed on the
operation of manufacturing systems. Examples of
such new requirements include capability to respond
in real-time to any disturbance in the system, true
fault-tolerance, and hardware/software reconfigura-
bility in reaction to changing environment.

1.1. Background information on manufacturing
systems research and implementation

To deal with the increasing challenges faced by
manufacturing sector appeared after the mass
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production concept reached its peak and started to
decline in the 1970s manufacturing research looked
for solutions in the newly emerging information
technology (IT) area. Using IT tools, the computer
integrated manufacturing (CIM) concept attempted
to integrate all activities within a manufacturing
facility, and was the concept that was believed,
in the 1980s and early 1990s, to be capable of
delivering the best solution for all manufactur-
ing problems. However in most CIM implemen-
tation projects, it was “wrongly assumed that the
organizational structure and the procedures of a
company can automatically be improved by the
implementation of computer aided information sys-
tems” (Warnecke, 1993). So, contrary to what was
expected, CIM implementations resulted in rigid
centralized systems, incapable of delivering the
expected flexibility in response to changes of any
nature. As a consequence in the 1990s CIM ceased
to be viewed as the answer to all operational
improvements needed in manufacturing environ-
ments.
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1.2. Next generation manufacturing systems

Large scale projects carried out during the 1990s,
such as Next Generation Manufacturing (NGM)
and Visionary Manufacturing Challenges for 2020
(VMC2020), aimed at giving a framework to be
followed by manufacturers in the United States to
become successful in the global economy of the 21st
century. A NGM company should “implement re-
configurable, scalable, cost-effective manufacturing
processes, equipment, and plants that adapt rap-
idly to specific production needs” (Agility Forum,
1997). One of the grand challenges identified in
the VMC2020 report is to “reconfigure manufac-
turing enterprises rapidly in response to chang-
ing needs and opportunities” (National Research
Council, 1998). To obtain such reconfiguration,
the report mentions the need for development of
self-organizing manufacturing systems based on
autonomous modules, biotechnology, and holonic
concept.

According to Shen et al. (2001), the NGM sys-
tems will be more strongly time-oriented while
still focusing on cost and quality. Requirements
for realizing the time-oriented manufacturing sys-
tems include enterprise integration and coopera-
tion, agility in responding to customer requests,
scalability and fault-tolerance capabilities. While
the first two requirements are driven by the global
competition environment, the other two are char-
acteristics required by the NGM for coping with
unexpected events.

2. Manufacturing control architectures

The architecture of a system is defined by Bauer
et al. (1994), as “a framework or a set of rules and
guidelines for managing the development and oper-
ation of complex systems.” This definition applies
very well to manufacturing control architectures
where the objective is to develop a framework
and associated set of rules, usually in the form
of software programs, to operate a manufacturing
system. The published literature in the manufac-
turing control area (Dilts et al., 1991; Overmars
and Toncich, 1996) considers four basic types,
namely centralized, hierarchical, modified hierar-
chical, and heterarchical control architectures. The
big drawbacks of the first three are the long response
time when unexpected events occur, the lack of
fault-tolerance, and the complexity of the control
software for large systems. The main disadvantage
of heterarchical architectures is the unpredictabil-
ity in behavior due to their completely distributed
structure.

Considering the deficiencies of the control archi-
tectures presented above and the ineffective imple-
mentations of CIM, in the last decade, the research
community introduced a number of new concepts
for the design of manufacturing systems, such as
bionic, fractal or holonic systems. Each of these
concepts attempts to model a manufacturing sys-
tem based on some analogies with existing natural,
theoretical or social organization systems (Tharu-
marajah et al., 1996). Intelligent software agents,
first introduced in distributed artificial intelligence
(DAI) field, were developed “due to the difficul-
ties that have arisen when attempting to solve
problems without regard to a real external envi-
ronment” (d’Inverno and Luck, 2001). There is an
obvious similarity with the need for introduction
of agents in DAI systems and the need that led to
the use of intelligent agents in manufacturing area.
In both cases the systems developed did not con-
sider the impact of the environment changes to the
overall system behavior, and therefore the results
obtained were unrealistic. The distributed architec-
ture of multi-agent systems (MAS) and the agents’
characteristics of autonomy and cooperation make
MAS a suitable tool for the implementation of the
bionic, fractal and holonic manufacturing concepts.

3. Holonic manufacturing systems concept

This section presents the origins of the holonic
concept, its first applications in manufacturing,
and gives the definition of the holonic manufac-
turing systems (HMS) and its constituent entities
as developed within the Intelligent Manufacturing
Systems (IMS) program.

3.1. Origins of the concept

The holonic concept originated from the work of
Hungarian author and philosopher Arthur Koestler
who tried to capture the behavior of complex sys-
tems by considering its constituent entities as being
both wholes and parts at the same time (Koestler,
1968). To describe a basic unit of organization in
biological and social systems, Koestler invented the
word “holon”, which comes from the combination
of the Greek word for whole, “holos”, and the suf-
fix “on” meaning a part or a particle. As, within a
social organization, holons behave “partly as wholes
and wholly as parts” according to the way you
look at them, Koestler proposed also the concept
of open-ended hierarchy (OEH) as the architecture
formed out of holons, called holarchy, which is not
bounded in both downward and upward directions.
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3.2. Early applications of the holonic concept
in manufacturing

Japanese researchers were the first to apply
Koestler’s holonic concept to manufacturing area
during the 1980s, in the design and implemen-
tation of a so-called holonic manipulator con-
troller. Hirose et al. (1986) presented the design
of the holonic manipulator controller, and then
in another paper (Hirose et al., 1988) the soft-
ware environment of the holonic manipulator is
described. The prototype implementation for the
manipulator was presented in 1990 (Hirose et al.,
1990). Reported advantages of applying the ho-
lonic concept in designing the manipulator were a
more robust design due to a decrease in the wir-
ing complexity and an increase in reliability of the
manipulator. The control software for the manip-
ulator requires coordination between the built-in
controllers by using dedicated task managers and
message exchanging, typical for holonic control
software as presented in the following sections.

3.3. Holonic Manufacturing Concept Defined

The idea of using the holonic concept in the design
of manufacturing systems emerged in the early
1990s in the IMS program as a solution to cope with
the increased rate of changes that was affecting the
entire business world including the manufacturing
sector. A consortium with researchers from Austra-
lia, Canada, Europe, Japan and the United States
was established within the IMS program with the
goal of developing the tools and implementing the
holonic concept in real-world manufacturing indus-
try, and thus obtain the potential benefits offered by
holonic organizations such as “stability in the face
of disturbances, adaptability in the face of change
and efficient use of available resources” (Van Brussel
et al., 1998). To guide the research in the area, the
HMS consortium participants established a series of
working definitions for the constituent entities of the
holonic systems (Christensen, 1994):

• Holon: An autonomous and cooperative building
block of a manufacturing system for transform-
ing, transporting, storing and/or validating infor-
mation and physical objects. The holon consists of
an information part and often a physical process-
ing part. A holon can be part of another holon.

• Autonomy: The capability of an entity to cre-
ate and control the execution of its plans and/or
strategies.

• Cooperation: A process whereby a set of entities
develops mutually acceptable plans and executes
these plans.

• Holarchy: A system of holons that can cooper-
ate to achieve a goal or objective.

• HMS: A holarchy that integrates the entire range
of manufacturing activities from order booking
through design, production, and marketing to
realize the agile manufacturing enterprise.

4. Considerations on the development of holonic
systems

The characteristics of individual agents and their
relationships within distributed agent architec-
tures make MAS theory appropriate for the
implementation of HMS. Thus, HMS research is
strongly related to the MAS research within the DAI
community. As Ulieru et al.(2001) stated “multi-
agent systems paradigm seems to be well suited
to implementing a holonic abstraction of a prob-
lem which is fundamentally distributed in nature.”
However, there are two differences between the con-
stituent entities in MAS and holonic systems. The
first one is related to the aggregation of holons in
the holonic architecture. Paolucci and Sacile (2005)
observed that “holons in a holarchy are quite simi-
lar to agents in MAS, if one disregards the fact that
a holon can contain other holons.” The other differ-
ence comes from the modeling abilities of the con-
stituent entities of the two types of systems. While
agents are pure software entities, holons can include
both hardware and software parts of the modeled
system. Still, MAS are the only platform identified
as the modeling tool for developing holonic systems.
Table 1 gives a classification of the papers reviewed
in the holonic systems area based on the main devel-
opmental aspect considered by the authors.

4.1. Holonic system design

A holon is an autonomous entity considered a
whole that can include sub-holons having inher-
ited characteristics, and in the same time it could
be part of a broader holon to whom it can pass
on some of its characteristics. Based on Koestler’s
holonic and OEH considerations, the aggregation
of holons and their relationships within a holon-
ic structure can be modeled as in Fig. 1 where
the basic entity is referred as reference holon. This
structure permits a clear distinction between all
entities included in the architecture and allows the
possibility to investigate a particular part of it
without considering the entire structure.

Typically, a holon is formed by a physical pro-
cessing unit and a software control unit, though, for
holons not associated with manufacturing resources
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Table 1. Classification of the papers reviewed considering their developmental characteristics and their broad area of
application

Manufacturing enterprises Shop floor control systems

Holonic
system
design

Christensen (1994); Mathews (1995); Gou et al.
(1998); Toh et al. (1998); Chirn and McFar-
lane (2000a); Chirn and McFarlane (2000b);
Rahimifard et al. (1999); Toh et al. (1999);
Leitao and Restivo (2000); Ulieru et al. (2000);
Cheng et al. (2001); Fletcher and Deen (2001);
Ulieru (2001a); Ulieru (2001b); Ulieru and
Norrie (2001); Ulieru et al. (2001); Huang
et al. (2002); Christensen (2003); Monostori
(2003)

Gou et al. (1994); Ramos (1996); Bongaerts et al.
(1997); Bruckner et al. (1998); Gayed et al.
(1998); Gou et al. (1998); Rannanjarvi and Hei-
kkila (1998); Sousa and Ramos (1998); Valck-
enaers et al. (1998); Van Brussel et al. (1998);
Chirn and McFarlane (2000a); Chirn and McFar-
lane (2000b); Monostori and Kadar (1999); Silva
and Ramos (1999); Sousa and Ramos (1999a);
Sousa and Ramos (1999b); Zhang and Norrie
(1999); Balasubramanian et al. (2000); Bongae-
rets et al. (2000); Cheung et al. (2000); Fletcher
et al. (2000); Hammerle et al. (2000); Liu et al.
(2000); Lun and Chen (2000); Shu et al. (2000);
Arai et al. (2001); Balasubramanian et al. (2001);
Brennan and Norrie (2001); Brennan et al. (2001);
Bussmann and Sieverding (2001); Fletcher et al.
(2001); Giebels et al. (2001); Heikkila et al.
(2001); Sugimura et al. (2001); Vrba and Hrdonka
(2001); Wang (2001); Heragu et al. (2002); Hsieh
(2002); Wullink et al. (2002); Deen (2003);
Heikkila et al. (2003); Johnson (2003); Marik
et al. (2003); McFarlane and Bussmann (2003);
Monostori (2003); Neligwa and Fletcher (2003);
Ritter et al. (2003); Tamura et al. (2003); Babi-
ceanu et al. (2004a); Babiceanu et al. (2004b);
Bussman et al. (2004); Hsieh (2004)

Fault-
tolerance

Fletcher and Deen (2001); Ulieru and Norrie
(2001); Heragu et al. (2002); Christensen (2003)

Jarvis and Jarvis (2003); Johnson (2003);
Neligwa and Fletcher (2003)

Real-time
control

Christensen (2003) Balasubramanian et al. (2000); Balasubramani-
an et al. (2001); Brennan et al. (2001); Zhang
et al. (2000)

Production
planning
and sched-
uling

Gou et al. (1998); Toh et al. (1998); Chirn and
McFarlane (2000b); Toh et al. (1999); Fletcher
and Deen (2001); Ulieru and Norrie (2001);
Ulieru et al. (2001)

Gou et al. (1994); Overmars and Toncich
(1996); Ramos (1996); Bruckner et al. (1998);
Gou et al. (1998); Rannanjarvi and Heikkila
(1998); Sousa and Ramos (1998); Chirn and
McFarlane (2000b); Silva and Ramos (1999);
Sousa and Ramos (1999a); Sousa and Ramos
(1999b); Zhang and Norrie (1999); Bongaerets
et al. (2000); Cheung et al. (2000); Lun and
Chen (2000); McFarlane and Bussmann (2000);
Shu et al. (2000); Arai et al. (2001); Brennan
and Norrie (2001); Bussmann and Sieverding
(2001); Heikkila et al. (2001); Schoop et al.
(2001); Sugimura et al. (2001); Hsieh (2002);
Deen (2003); McFarlane and Bussmann (2003);
Neligwa and Fletcher (2003); Tamura et al.
(2003), Babiceanu et al. (2004a); Babiceanu
et al. (2004b); Bussman et al. (2004)
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Fig. 1. The reference holon in a holonic architecture.

the holon comprises only the software control unit.
To design the control architecture of holonic sys-
tems, two types of standards are proposed in the
literature (Christensen, 2004). For the low-level con-
trol (LLC) architecture which refers to automation
functions, it is proposed the International Electro-
technical Commission (IEC) 61499 series of stan-
dards for the use of function blocks in distributed
industrial automation and control systems. Under
the IMS project a significant progress was made
for designing the holonic LLC architecture using
the IEC 61499. This choice was made due to the
capabilities offered by the above mentioned func-
tion blocks in terms of the “flexibility required
in scheduling events, and especially in the case
of hard real-time control” (Marik and Pechoucek,
2001). High-level control (HLC) architecture refers
to inter-holon interactions and integration of the
automation functions into holonic architecture. The
collection of architectural standards for software
agent systems developed under the Foundation for
Intelligent Physical Agents (FIPA) are proposed in
several papers as the solution to be used for design-
ing the HLC architecture of holonic systems (Marik
et al., 2004).

Christensen (1994) developed a broader model
of a holon which includes also a human unit func-
tioning as a resource in the same way as the
physical processing unit, but in the same time, it
exchanges information with the environment and
can act on the physical processing unit just like
the software control unit. A more detailed view
of a holon developed also under the HMS con-
sortium program is presented by Fletcher et al.
(2000). The software control unit, called intelligent
control system (ICS) is further detailed to include
all its building blocks, such as controllers and com-
munication interfaces with other components of
the holon. Based on the IEC 61499 function block
standard the components of the ICS, their func-
tions and interactions are presented in detail. The
layered structure in the IEC 61499 function block

provides the holons in the architecture the software
portability, configurability and interoperability
needed to act as autonomous and cooperative enti-
ties. The same approach of using function blocks
to model the LLC architecture of holonic system
appears in several other papers such as Wang et
al. (1998b), Balasubramanian et al. (2000), Zhang
et al. (2001), Christensen (2003), Deen (2003), and
Neligwa and Fletcher (2003).

4.1.1. Internal architecture of holons

As stated above all holons have a control unit which
is responsible for guiding holons towards accom-
plishing individual or group objectives. Based on the
information and algorithms included in the control
unit, a holon must be able to assess its status, react
to changes in the environment, and decide the most
appropriate actions to be performed which enhance
its internal performance measure and move the ho-
lon closer to its objective. An internal database is
used to store knowledge related to the holonic archi-
tecture, tasks to be performed, and manufacturing
environment, needed to correctly evaluate and exe-
cute potential tasks. A schematic representation of
the internal architecture of a holon in presented in
Fig. 2.

 

 

 

 

 

 

Outgoing 

Messages 

Incoming 

Messages 

Control Unit 

Algorithms 

Coordination Module 

 
Communication 

Cooperation 

Collaboration 

Negotiation 

Internal 

Database 

Fig. 2. Internal architecture of a holon.



116 Babiceanu and Chen

4.1.2. Autonomy and cooperation

The HMS consortium definition considers auton-
omy and cooperation the two most important
characteristics of holons. Glanzer et al. (2001)
stated that “when consider the intelligent and coop-
erative part of a holon we find properties similar
to software agents”, thus the basic unit compris-
ing MAS is a good choice to be used in the design
of holonic systems. Moreover, Ulieru et al. (2001)
noted that, “a system decomposition and analy-
sis based on holonic principles naturally suggests
a distributed software implementation, with auton-
omously executing cooperative entities as building
blocks.”

Autonomy allows holons to decide the actions
needed to be taken such that their individual
objectives are accomplished without consulting any
supervisory entity. Cooperation is the characteristic
that permits holons to agree on common plans and
mutually execute them. It also aids holons to seek
help in the case of a malfunction appeared after the
start of the execution of the common plans.

4.1.3. Relationships between entities in holonic
systems

The holons forming the holonic architecture need
protocols and methodologies for exchanging infor-
mation and coordinating their actions to accom-
plish individual or system wide objectives. Several
terms are defined in MAS literature related to
the potential relationships among entities in agent-
based architectures, from which the most used are:
coordination, communication, cooperation, collab-
oration, and negotiation. The definitions and the
exact meanings of these four characteristics may
differ from one work to another. Moreover, there
is a clearly overlapping of these definitions as more
than one paper is considered. As some of these
relationships may need the accomplishment of oth-
ers in order to take place, there could be also
an overlapping of these relationships in the oper-
ation of MAS. A Venn diagram presenting these
relationships and their overlapping characteristics
is depicted in Fig. 3. The definitions and char-
acteristics of these relationships presented below
are developed after a comprehensive review of the
available literature.

Coordination: Even a global optimal objective
may not be achieved in a decentralized structure
there might be several constraints that must be sat-
isfied in order for the system to deliver a feasible
solution. High-quality coordination moves the sys-
tem towards satisfying these constraints. Thus, coor-
dination primarily involves actions of the individual

Fig. 3. Venn diagram showing the relationships among entities
in a holonic system.

holons. If the overall objective function is time-
dependent, the actions needed to be performed
to achieve coordination become timed-actions. As
d’Inverno and Luck (2001) stated, “coordination
in MAS is necessary to avoid duplication of effort
and obstruction in the actions of achieving common
goals” and includes communication for exchang-
ing information, cooperation between two or more
holons for the purpose of achieving a common goal,
and negotiation in the case of conflicting interests.
Methods to achieve coordination in MAS that can
be used when developing holonic systems include
the use of entities having a global view of the sys-
tem, use of direct supervisors having a much larger
view of the system, mutual adjustments among
agents in the architecture, or mediated coordination
(Shen et al., 2001).

Communication: Due to the decentralized archi-
tecture of the holonic systems, entities that comprise
the architecture need to exchange information in
order to satisfy system constraints and achieve sys-
tem level goals. Communication is the principal
means for exchanging information in MAS, and it
mainly involves data. Communication enables coor-
dination and cooperation, though both these pro-
cesses can occur without communication, and it is
a must in the negotiation process. Because MAS is
the tool to implement holonic systems, communica-
tion between entities in holonic systems is based on
the agent communication methodologies and pro-
tocols used in MAS. Methods of communication
in MAS include message or plan passing, informa-
tion exchanges through a shared data repository,
or high-level communication (Shen et al., 2001).
Message passing methodology is based on exchange
of messages among the entities in the architecture
and is the most used approach for communica-
tion in MAS. Several protocols were developed for
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message passing from which the most known is the
contract net protocol (CNP) developed by Smith
(1980). CNP gives procedures for most communi-
cation needs within distributed agent architectures,
such as task announcement and receiving, bidding
mechanism, contract awarding and processing, and
negotiations trade-offs (McFarlane and Bussmann,
2000).

Cooperation: Cooperation is the process, volun-
tarily or not, which results in common actions
that move the entities involved in this pro-
cess closer to a common goal. From this point
of view, it can be considered that cooperation
involves, primarily, common goal states. Doran et
al. (1997) stated that cooperation in MAS means
“to act with another or others for a common pur-
pose or for common benefits.” Tools to achieve
cooperation, as presented in the DAI literature,
include agent coalition and clustering, communi-
cation, sharing tasks and resources, and conflict
resolution through negotiation (Shen et al., 2001).
When there is a voluntarily intent of exchang-
ing data for the purpose of achieving a common
goal, cooperation is sometimes referred as collab-
oration in the literature. But, basically, collabora-
tion is a form of cooperation in which agents in
MAS are voluntarily exchanging information for
the purpose of achieving a common goal. Talukdar
(1999) presented several collaboration rules among
autonomous software agents, where collaboration
is defined as “the exchange of data among infor-
mation-processing agents, regardless of whether the
exchange is productive or not,” and a series of
guidelines of how this rules can be extended in
real-world real-time systems.

Negotiation: As the name implies, negotiation is
the process of establishing an agreed set of actions
that move a system or a part of it, from a con-
flicting situation towards a common goal. It prin-
cipally involves intermediate or final system states.
Depending on the architecture and the objective
of the MAS, the negotiation process can be neces-
sary between any types of entities in the architec-
ture. In the holonic systems literature, negotiation
is in some cases a term associated with task allo-
cation. In this paper, negotiation refers strictly to
conflict resolution, so negotiations protocols come
into play when there is something to bargain about.
Conflicts between holons can result from several
reasons such as different objectives, different way
of performing specific actions, or incorrect assess-
ment of manufacturing resources capabilities. The
conflict resolution techniques used for holonic sys-
tems are those used in MAS and include compro-
mise negotiation where a solution is finally agreed

by changing values along some dimension until
a common point is achieved, integrative negotia-
tion where a solution is found by identifying the
common most important objectives of all agents,
and game-theory based negotiations (Shen et al.,
2001).

4.2. Task allocation

The task allocation in holonic systems is the pro-
cess of exchanging information among constituent
entities and using it in internal algorithms and util-
ity functions for the purpose of distributing tasks
to the available resources. The most used task allo-
cation approach for holonic systems as reported
in the literature is the CNP, which uses a bid-
ding process to assign each new task entering the
system to the most appropriate resource. Fig. 4
presents the main steps of the CNP task allocation
process.

As Smith (1980) stated, CNP is “a high-level pro-
tocol for communication among nodes in a dis-
tributed problem solver; it facilitates distributed
control of cooperative task execution with effi-
cient inter-node communication.” The output of
this methodology is a contract between the agent
that is acting towards its goal, called manager agent,
and the other agent, called contractor agent, which
based on its internal configuration and set of goals
is performing the actions requested by the man-
ager agent. Probably the first to use CNP for task
allocation in manufacturing was Parunak (1987) in
his control architecture called YAMS (Yet another
manufacturing system). The literature review identi-
fied several papers that employ CNP for distributing
tasks in manufacturing applications in both holon-
ic and agent-based systems (Gou et al., 1994; Saad
et al., 1995; Ramos, 1996; Cantamessa, 1997;
Shen et al., 1997; Rannanjarvi and Heikki-
la, 1998; Sousa and Ramos, 1998, 1999 a,b;
Ouelhadj et al., 1999; Cardon et al., 2000; Lei-
tao and Restivo, 2000; Liu et al., 2000; Unver
and Anlagan, 2000; Usher and Wang, 2000; Vanc-
za and Markus, 2000; Brennan and Norrie, 2001;
Fletcher and Deen, 2001; Heikkila et al., 2001;
Mitidieri et al., 2002; Hsieh, 2002, 2004; Neligwa
and Fletcher, 2003; Tamura et al., 2003; Babiceanu
et al., 2004a).

4.3. Fault-tolerance in holonic systems

When considering the design of manufacturing sys-
tems, Duffie (1990) noted that “one of the most diffi-
cult issues in the design of complex manufacturing
systems is achieving fault-tolerance.” This includes
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automatic detection of failure situations, diagnosis
of the cause of failure, and determination and imple-
mentation of appropriate recovery actions. Writing
algorithms for every possible scenario is practically
impossible. Some failure scenarios can be antici-
pated, and thus algorithms that take into account
the status of the system after that particular failure
can be written. But for complex systems, it is not
possible to consider all the potential failures scenar-
ios. Hatvany (1985) noted that “no algorithm can be
written which foresee every possible failure mode of
a highly complex system, nor can remedial strategies
be deterministically designed for every situation.”

Fault-recovery in HMS is addressed by a num-
ber of researchers using different methods. Ulieru
and Norrie (2000) applied fuzzy modeling tech-
niques to study the capabilities of holonic systems
to recover in the event of occurring faults.
The implementation of the proposed approach is
capable of accomplishing fault-recovery by re-dis-
tribution of tasks in the case of resource failures
among existing resources. Fuzzy logic techniques
are applied also to study the self-organizing capa-
bilities of holonic systems developed based on
intelligent agents as presented in Ulieru et al.
(2000). In the fault-tolerant HMS developed by
Fletcher and Deen (2001), multiple entities use a
cooperation framework for rescheduling affected
tasks and recover the system from the effects of
the unexpected event. Fault-tolerance is achieved

by using error-generated information, a holon re-
scheduling mechanism, and a functional com-
ponent failure recovery mechanism. There are
other papers in the holonic manufacturing area
(Christensen, 2003; Jarvis and Jarvis, 2003;
Johnson, 2003; Neligwa and Fletcher, 2003) that
consider the potential malfunctions that could
appear during the operation of a manufacturing
system. Such, Jarvis and Jarvis (2003) presented a
model-based holonic diagnostic system for an auto-
motive assembly line. Generally, in diagnostic sys-
tems the measures evaluated are the percent of the
faults identified, also called fault coverage, and the
execution time to identify and generate the diagno-
sis. By using heuristics to analyze the fault space,
the fault coverage for the vehicle assembly station
tested was reported at 95% with an execution time
of less than one minute for each appeared fault.

4.4. Software development

Until a decade ago, software developers used
a programming technique, called structural pro-
gramming, having a pure hierarchical structure to
develop computer programs in which master pro-
grams are calling up slave routines or subroutines
(Mathews, 1995). More recently object-oriented pro-
gramming (OOP) concept, instead of using a mas-
ter-slave relationship to return data to the main
program, uses objects that contain both data and
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functions not accessible from outside the object.
With the aid of a coordinating program, the objects
perform the required tasks (Mathews, 1996). There
are many similarities between the OOP theory and
the holonic approach for modeling manufacturing
systems. Similar to the autonomy concept in ho-
lonic systems, the encapsulation concept in OOP
provides autonomy for the objects defined within
the software program. In OOP, there is no object or
sub-program that can access all the data and vari-
ables within the classes. This is similar to the ho-
lonic architecture where there is no entity with a
global view of the whole system that can have deci-
sion power over other entities in the architecture.
The inheritance concept in OOP assures that objects
in a class share common features and have access to
the same external objects. In the holonic architec-
ture, common features are specific for holons which
are part of the same broader holon and all the ho-
lons part of the same broader holon can communi-
cate with the others.

Even that entities in holonic systems can be
modeled as objects, they are best portrayed using
intelligent agents. Agents are a special type of
software objects which have their own internal
algorithms, use a common language for communi-
cation, and in contrast with objects, have the pos-
sibility to reason, interpret incoming messages, and
take decisions according to its specific beliefs and
objectives (Shen et al., 2001). As software devel-
opment is a continuously developing area, in the
last years another software architecture concept
emerged. The newly arrived concept of compo-
nent-based development (CBD) tries to add reus-
ability and reconfigurability into software modules.
Using CBD concept and adapting it to the holonic
systems theory, Chirn and McFarlane (2000a) pre-
sented an architecture called holonic component-
based architecture (HCBA) that has the goal to
cope with rapid changes in manufacturing environ-
ments.

Some of the software tools most used in the
development and implementation of holonic sys-
tems are reported below. Unified modeling lan-
guage (UML) is widely used to model individual
holons and the interactions among them, examples
of using UML can be found in Bruckner et al.
(1998), Rannanjarvi and Heikkila (1998), Valckena-
ers et al. (1998), Van Brussel et al. (1998), Fletcher
et al. (2000), Hammerle et al. (2000, 2001), Shu
et al. (2000), Depke et al. (2002), and Huang et
al. (2002). The CORBA architecture, a vendor-inde-
pendent architecture that computer applications use
to work together over networks appears also as
a suitable modeling tool for holonic systems in

papers such as that of Cheng et al. (2001). More
recently a Java execution environment, JDPS, was
adopted as a platform for developing holonic sys-
tems (Tamura et al., 2003). Coming from the col-
lection of FIPA standards, the agent communica-
tion language (ACL) is becoming increasingly used
as the communication means in distributed archi-
tectures (Ritter et al., 2003, Marik et al., 2004).
Besides using ACL, communication among enti-
ties in the holonic architecture is achieved also by
using TCP/IP protocols (Shen et al., 1997, Matur-
ana et al., 1999, Rannanjarvi and Heikkila, 1998,
Arai et al., 2001 and Heikkila et al., 2001, Heikk-
ila et al, 2003), Microsoft’s COM/DCOM technol-
ogy, which gives solutions for building entities that
can communicate with each other (Brennan and O,
2000, Shu et al., 2000, Unver and Anlagan, 2000,
Schoop et al., 2001), knowledge query and manipu-
lation language (KQML), an agent communication
language and protocol which has many similarities
with the FIPA-ACL (Shen et al., 1997; Maturana
et al., 1999; Leitao and Restivo, 2000; Heikkila
et al., 2001; Wang, 2001), or in the case of research
systems, communication can be simulated using
software objects residing in a single computer.

4.5. Real-time issues in holonic systems

According to Buttazzo (2002), real-time systems
are defined as “systems that must react within
precise time constraints to events in the environ-
ment.” Thus, in real-time systems, not only the
logical output has to be valid, but also the timing
issues impose specific constraints. A real-time task
is said to be hard when “missing its deadline may
cause catastrophic consequences on the environ-
ment under control,” whilst a real-time task is said
to be soft when “meeting its deadline is desirable
for performance reason, but missing its deadline
does not cause serious damage to the environment
and does not jeopardize correct system behavior.”
Both hard and soft real-time tasks appear in man-
ufacturing systems. At the equipment level con-
trollers, tasks such as positioning and transporting
materials can be considered hard real-time since
missing timing constraints could lead to damag-
ing the entire system. The real-time tasks we deal
in production planning and scheduling area are
soft real-time tasks, since nothing catastrophic will
occur by missing a deadline. Meeting deadlines for
task scheduling in manufacturing systems is desir-
able and missing them only results in reduced solu-
tion quality.

A comprehensive discussion on the real-time
requirements imposed on holonic systems can be
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found in Balasubramanian et al. (2001). Hard and
soft real-time requirements are combined with other
needed characteristics such as distributed, event-
driven and intelligent control to develop a real-
time distributed LLC system. Holonic systems are
distributed by their nature, intelligent due to their
software units, and event-driven as they react in
response to changing environment, so these char-
acteristics are appropriate to be included in the
development of real-time holonic control architec-
ture. Detailed design characteristics of the real-time
distributed LLC system developed based on the
IEC 61499 standards and its implementation can be
found in Zhang et al. (2000).

Based on the OOP and agent-based approaches,
another research undertaken by Brennan et al.
(2001) considers the real-time issues in HMS and
aims at developing reconfigurable distributed con-
trol systems capable of delivering real-time response
to any service request coming in the system. Dead-
line control as an important evaluation of real-time
capabilities is studied by Fletcher et al. (2001).
They developed a holonic architecture with capa-
bilities for meeting established deadlines and pres-
ent several reconfiguration considerations for the
design of manufacturing systems. A real-time con-
trol architecture viewed from the system, software,
and functional architectures points of view is pre-
sented by Wang et al. (1998), followed by an event
driven real-time distributed control system devel-
oped via using a combination of intelligent agents
and IEC 61499 function blocks.

4.6. Production planning and scheduling
in holonic systems

In holonic control systems, the computations
needed for manufacturing scheduling applications
are distributed among the control units of the ho-
lons comprising the architecture. This is in contrast
to traditional manufacturing control where a single
central processing unit (CPU) is performing all the
calculations needed for a specific planning or sched-
uling application. Therefore, for complex problems,
an improvement in the time necessary to obtain a
valid schedule is obtained, due to the fact that the
distributed holonic controllers are required to solve
smaller problems compared to the complex problem
need to be solved by the single CPU. Consequently,
the holonic architecture allows for the possibility to
attack large and complex problems which otherwise
would be intractable in the traditional way. A valid
solution is needed in many cases in real-time, a time-
frame difficult to achieve when complex problems
have to be solved on a single CPU. Even the solu-

tion obtained might not be optimal, by distributing
the calculations over a number of controllers, real-
time response can be achieved and complex prob-
lems become tractable.

There are two types of real-time scheduling.
First uses the traditional scheduling theory and
develops static schedules for all the jobs that need
to be processed in a period. Then by using real-
time information as it becomes available, works
as a reactive system and revises the schedules
to include the newly arrived information (Cowl-
ing and Johnson, 2002). The second approach is
the application of software agent technology which
constructs schedules using the existing resources
whenever the status of the system changes. HMS is
using this second approach for real-time allocation
and scheduling of tasks.

A detailed description of a production planning
and scheduling approach based on the CNP is
presented by Vancza and Markus (2000). Starting
with the order processing and task announcement,
continuing with bidding mechanisms, task assign-
ment and incentive-based mechanisms, and finishing
with the final schedule generation and dispatch-
ing, all the steps of production scheduling are pre-
sented in detail. Many other papers (e.g., Gou et
al.,1994, 1998; Ramos, 1996, Bruckner et al.,1998;
Rannanjarvi and Heikkila, 1998; Sousa and Ramos,
1998, 1999a, b; Silva and Ramos, 1999; Zhang and
Norrie, 1999; Bongaerets et al., 2000; Cheung et
al., 2000; McFarlane and Bussmann, 2000, 2003;
Shu et al., 2000; Arai et al., 2001; Brennan and
Norrie, 2001; Heikkila et al., 2001; Schoop et al.,
2001; Sugimura et al., 2001; Hsieh, 2002, Huang
et al., 2002; Deen, 2003; Neligwa and Fletcher,
2003; Tamura et al., 2003), considered the holon-
ic approach to production planning and scheduling
in manufacturing systems. Several of these papers
are presented in the next section in the modeling of
holonic enterprises and shop floor control systems
discussion.

5. Applications and implementations of HMS
concept

As holonic concept is considered a potential solu-
tion for NGM systems by many researchers in
both academia and industry, there is a significant
number of applications and implementations of
the holonic concept in manufacturing systems. The
most relevant ones as identified in the literature
review are the focus of this section. Table 2 gives
a classification of the papers reviewed based on
the area of application and implementation of the
holonic manufacturing concept.
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5.1. Applications of the holonic concept
to existing manufacturing systems

Several attempts to apply the holonic principles
to existing manufacturing systems such as flexi-
ble manufacturing systems (FMS) to improve their
responsiveness to unexpected events and achieve
fault-tolerance are presented in the literature. Over-
mars and Toncich (1996) suggested a method to
apply the holonic approach to scheduling in FMS
by dynamically selecting the appropriate manufac-
turing resources for any given workpiece coming
into the system. The same research topic, applying
the holonic concept for FMS scheduling, is consid-
ered by Cheung et al. (2000) and by Lun and Chen
(2000). In the first paper a series of prototype ho-
lons are implemented for real-time scheduling tasks
in an existing FMS, while in the second paper, the
conceptual design developed based on the holonic
approach is compared to the traditional FMS sched-
uling approach. Different disturbance scenarios are
simulated and improvement results are reported.
Jarvis et al. (2003) presented a migration process
from an existing control system to an intermedi-
ate stage for a manufacturer of automotive engines
and engine components. In the intermediate stage,
the holonic framework and a part-oriented concept
coexist with the existing infrastructure. The results
obtained so far in implementing the intermediate
stage show that more research is necessary in order
to have all the tools needed for the migration to
a true holonic system, the final objective of the
research.

Various other strategies for migration of exist-
ing systems towards holonic systems are consid-
ered as a first and easier to implement solution
and are presented in several papers. These strate-
gies include the use of diagnostic capabilities and
limited reconfiguration associated with existing sys-
tems (Gayed et al., 1998), transitions of existing
CIM systems to holonic systems using mapping
of holons to existing CIM architecture (Chirn and
McFarlane, 2000a), holonification of existing re-
sources by incorporating control units for each
resource (Monostori and Kadar, 1999; Monostori,
2003), or transitions of existing manufacturing cells
to holonic cells (Chirn and McFarlane, 2000b).

5.2. Holonic modeling of manufacturing enterprises

Considering the definition of the holonic systems
as holarchies in which holons are at the same time
wholes and sub-wholes and that at any time a ho-
lon may be part of another broader holon, several
papers in the literature cite the possibility to model

the entire structure of an enterprise as a holonic
system. There are also papers that present models
of a chain of enterprises structured as a holarchy.
This aspect can lead to the possibility to model the
entire supply chain of an enterprise based on the
holonic approach, for the purpose of developing
holonic-based supply chain management systems.

Studies such as those of Ulieru (2001a, b) looked
at the whole picture and illustrated manufacturing
organizations as a network of enterprises grouped
in a larger holonic enterprise. A shop floor is only
a part of one of the enterprises involved in the
larger holonic organization. This is a much larger
view of the manufacturing picture and gives a
good idea about the different levels of the holonic
system. Even it looks like the holons are organized
into levels of hierarchy the general master-slave
relationship existing in proper hierarchies does not
apply to these holonic organizations. Leitao and
Restivo (2000) discussed the multi-enterprise model
and present it in a structure similar to the general
holonic architecture. The holon characteristic of
being a part of another holon (i.e., a holon can be
then broken into several other holons, which can
be also broken into several other holons), allows
for reduced system complexity, and consequently
a multi-enterprise organization can be detailed in
successive layers down to the equipment level of a
single enterprise.

Toh et al. (1998) presented a solution to model
small to medium enterprises (SME) using the ho-
lonic approach. Particularly, their model refers to
a small metal-working company, and it included
three main holons, the executive holon responsible
for the most important decisions within the com-
pany, the business holon responsible for customer
orders, inventory and other business related issues
within the plant, and the manufacturing holon
comprising the production resources and the con-
trol units associated with them and responsible for
delivering goods to the shipping department. All
these holons communicate and cooperate through
the aid of the holonic information system sup-
port. Moreover, the main three holons are then
composed of multiple sub-holons each of them
having a well-defined responsibility in its area. A
more detailed modeling of this particular enter-
prise functionality and behavior is presented by
Toh et al. (1999) where holonic principles are
applied for the small enterprise and also for the
detailed model of three holons part of the holon-
ic enterprise, the production planning, machining,
and purchasing holons.

Another model for a holonic SME is presented
by Rahimifard et al. (1999). Executive, inventory,
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scheduling and manufacturing holons together with
orders and manufacturing databases form the ho-
lonic architecture of the SME. Additionally, a pro-
duction planning and scheduling method and its
software implementation called “Distributed Auton-
omous Real-Time (DART) planning and control”
is presented in the paper. Other solution for mod-
eling enterprises as holonic organization include
the formation of dynamic clusters of software and
hardware entities created each time new tasks need
to be executed within the enterprise (Ulieru et al.,
2001). “Patterns of holonic collaboration” are stud-
ied starting with the inter-enterprise level, going
through the intra-enterprise level, and down to
the physical machine level of the holonic archi-
tecture. Mechanisms for holonic collaboration are
presented for inter-enterprise level where the focus
is to move from the actual closed supply chain
model to a more open system that allows dynamic
collaboration among entities. Intra-enterprise level
focuses on task allocation using reconfigurable
software, and achieves fault-tolerance, while at the
machine level the focus is on using distributed
intelligent control technologies.

A framework for modeling virtual enterprises
(VE) using the holonic approach is presented by
Huang et al. (2002), where the VE is formed by
a group of distributed, autonomous and coop-
erative member enterprises (ME). Each ME ho-
lon has four corresponding sub-holons, planning,
scheduling, task and resource holons. These ho-
lons can be further detailed in smaller holons,
if needed. For example the resource holon is
further comprising factory, shop-floor, worksta-
tion and cell holons. UML is used to present
the interactions between holons in the proposed
framework. Just like in the holonic shop floor
resource allocation, where scheduling is performed
among autonomous and cooperative holons with
advices received from a global view entity, at the
virtual enterprise level, resource sharing is per-
formed among autonomous and cooperative ME
holons with assistance from the VE holon. Table 3
presents a comparison of three of the holonic
frameworks for modeling manufacturing enterprises
presented above.

5.3. Holonic modeling of shop floor control systems

In a manufacturing facility the shop floor includes
all the equipment, devices and controllers that aid
to transform raw materials into finished products.
To efficiently control the activities on the shop
floor, the shop floor control system (SFCS) needs
to take into account all the orders and correspond-

ing process plans received form production plan-
ning department and execute them according to
predefined objectives which can include: an accept-
able level of quality, timing constraints, pre-estab-
lished throughput levels, or resources utilization
constraints. A traditional hierarchical SFCS cannot
change the schedules it delivers when some prede-
fined system status is modified. A holonic SFCS, on
the other hand, can cope with these changes, by hav-
ing the possibility to add and delete the holons in
the architecture as imposed by the status of the sys-
tem at each particular time.

The characteristics of the holons as poten-
tial part of two or more holons simultaneously
is considered in the holonic shop floor control
architectures developed at the Instituto Superior
de Engenharia do Porto by Ramos (1996), and
Sousa and Ramos (1998, 1999a, b). The resource
holons are simultaneously part of three holons,
the production planning, scheduling, and process
planning holons, and the task holons are simulta-
neously part of other two holons, the production
planning and the scheduling holons. The same idea
appears in Sousa and Ramos (1999a) where sev-
eral functional units of the shop floor are mod-
eled as holons and there are multiple intersections
across the functional units in the architecture. Silva
and Ramos (1999) modeled a dynamic schedul-
ing manufacturing system using the same approach
with scheduling, production planning and process
planning holons comprising common elements for
more than one holon. All these papers make use of
two important properties of holons, first a holon
can be formed of other holons, and second, that a
holon can be part of several larger holons.

Product Resource Order Staff Architecture
(PROSA) is a HMS architecture developed at PMA-
KULeven (Van Brussel et al., 1998) and aims to be
used as reference for future HMS implementations.
It gives the basis of the architecture design, defines
the terminology within the architecture, presents
the component entities and their responsibilities
within the architecture, and also gives examples of
test-bed implementations. Three basic holons are
the main components of PROSA reference archi-
tecture namely, product, resource and order ho-
lons. Their responsibilities are covering the main
aspects of manufacturing control, product and pro-
cess related planning, shop floor resources, and
manufacturing tasks respectively, making it a good
modeling tool in the design of SFCS. The other
type of holon used in PROSA, the staff holon, aids
the basic holons with its global view of the system,
and can deliver optimal plans for particular manu-
facturing situations.
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Table 3. Comparison of holonic frameworks for modeling manufacturing enterprises

Holonic framework

Holonic
characteristic

Holonic enterprise model devel-
oped at the University of Cal-
gary (Ulieru and Norrie, 2000;
Ulieru et al., 2000, 2001; Ulieru,
2001a, b,)

Holonic enterprise model developed
for small to medium enterprises at
Loughborough University, UK (Toh
et al., 1998, 1999)

Holonic enterprise
model developed by
Huang et al. (2002)

Scope Inter-enterprise and enterprise-
wide control

Enterprise-wide control Inter-enterprise
control

Reference holons
(sub-holons) types

Enterprise (resource knowledge,
design, product model, order,
resource scheduling, resource
control)

Executive Business (purchasing,
production planning) manufactur-
ing (machine)

Virtual Enterprise
(member enter-
prise (planning,
task, scheduling,
resource))

Holonic system
architecture

Three levels: inter-enterprise,
intra-enterprise, physical

Holarchy: reference holons contain
sub-holons

Holarchy: refer-
ence holons contain
sub-holons

Decision-making Mediator holons included in
each of the levels

Individual holons or sub-holons
based on their functions

Member enterprise
holons with medi-
ation from virtual
enterprise holons

Valckenaers et al. (1998) argued that PROSA,
aiming at being reference architecture, is a good
“starting point for the design and development
of holonic manufacturing control systems.” And,
as suggested by authors, PROSA was applied by
other researchers to develop holonic manufactur-
ing control architectures and implement them in
test-bed systems. As an example, Liu et al. (2000)
used PROSA to develop the control architecture
for an automated guided vehicle (AGV) system
which will be discussed in one of the next sec-
tions. Another PROSA-based system was devel-
oped under the Manufacturing Control Systems
Capable of Managing Production Change and Dis-
turbances (MASCADA) project for a car body
painting at a German plant (Bruckner et al., 1998).
In the MASCADA project, the PROSA refer-
ence architecture is the starting point for a more
detailed system, which includes all the specific
aspects of the car body paint facility. As the holon
and agent terms are used in many situations inter-
changeably in the distributed manufacturing con-
trol architecture literature, the paper adopts the
term agent, instead of holon for the basic entities
in PROSA. Related to the MASCADA project, the
ManAge manufacturing control architecture (Hei-
kkila et al., 2001) uses agent technology to develop
a distributed control architecture and provides a
clear differentiation of agents and their functions
in the architecture, enables scalability, and gives a
detailed framework of inter-agent and inter-process

communication. Specific to ManAge is the imple-
mentation of a belief database that is shared by the
agents in the architecture, giving it an improved
reaction to changing environments.

EtoPlan (Engineer-to-order Planning) is a holonic
architecture for manufacturing planning and control
developed at the University of Twente in Netherlands
designed to work within a manufacture-to-order
environment (Wullink et al. (2002). The EtoPlan
architecture is based on multiple and temporary
holarchies of applicable resources, called applica-
bility groups (AG). Each activity on the shop floor
has an AG associated with it, which groups all
the resources needed to perform that specific activ-
ity. EtoPlan aims at dealing with large amounts
of uncertainty, caused by incomplete and unreli-
able information. A prototype software implemen-
tation and more information about EtoPlan can be
found in Giebels et al. (2001). Table 4 summarizes
the main characteristics of the EtoPlan, PROSA,
and the holonic framework developed at Instituto
Superior de Engenharia do Porto.

Shop floor control is usually the first stage for the
application and implementation of the holonic con-
cept to industrial situations. Cholski and McFarlane
(2001) presented their vision of implementing the
holonic approach in the chemical process indus-
tries. The paper presents both the particular char-
acteristics of this industry and specific ways to
implement the holonic principles. Rannanjarvi and
Heikkila (1998) applied the holonic concept in the
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Table 4. Comparison of holonic frameworks for modeling shop floor control systems

Holonic framework

Holonic charac-
teristic

The Holonic framework devel-
oped at Instituto Superior de
Engenharia do Porto, Portu-
gal (Ramos, 1996; Sousa and
Ramos, 1998, 1999a, b)

The holonic reference archi-
tecture (PROSA) developed at
Katholieke Universiteit Leuwen,
Belgium (van Brussel et al.,
1998, Valckenaers et al., 1998)

The holonic architec-
ture (EtoPlan) devel-
oped at University of
Twente, The Nether-
lands (Giebels, et al.,
2001; Wullink, et al.,
2002)

Scope Production planning and sched-
uling

Entire manufacturing system Production Planning
and Control

Reference holons
(sub-holons) types

Task manager Production plan-
ning Task Resource

Basic: Product Resource Order
Assistant: Staff

Applicability Group
(AG): group of
resources that are
applicable for the
execution of an
order

Holonic system
architecture

Holarchy: reference holons
include sub-holons; a holon can
be part of several broader holons

Holarchy: reference holons
include sub-holons

Temporary holarchy:
AG, Parent-AG,
Peer-AG, Resource,
Child-AG. Resource
can be member of
multiple AGs

Decision-making Task holons Task manager holon
deals with uncertainties

Basic holons Assistant holon
provides advice only

AG controller

development of the control software for surface
treatment robots. They present a very detailed soft-
ware development process and include models and
tools used in analysis of the requirements for ho-
lonic systems, models for system design, models
for structure design, models for design of behavior,
and implementation models. Chirn and McFar-
lane (2000b) developed an architecture structured
on a modular mix of standardized, autonomous,
cooperative and intelligent components capable to
cope with rapidly changing environments. They
implemented the architecture for a robot assembly
cell and report an encouraging preliminary perfor-
mance evaluation, which include system integra-
tion and communication infrastructure.

5.4. Holonic modeling of material handling
and logistics systems

Most of the research in the HMS area did not focus
specifically on the material-handling task, so mate-
rial movement within a manufacturing system is
not much presented as potential implementation for
holonic-based systems. However, several examples
that consider the material handling aspect are pre-
sented here. The agent-based implementation for a
material handling system (MHS) presented in Vrba

and Hrdonka (2001), Marik and Pechoucek (2001)
and Marik et al. (2003) is formed of a sorting sys-
tem that includes several conveyors, diverters and
storage units and supports two different types of
dynamic reconfigurations. First one, called light-
weight reconfiguration, when a resource failure is
detected, and the second one, called heavy-weight
reconfiguration, when the architecture of the sys-
tems is changing by adding or removing some of
its physical elements.

Based on PROSA, the holonic reference archi-
tecture discussed above, a number of researchers
developed holonic control frameworks to operate
different parts of manufacturing systems, but only
a few considered the MHS specifically. Liu et al.
(2000) developed a holonic control architecture for
an AGV system by further detailing PROSA to
incorporate the AGV system, capable of being
robust in the presence of disturbances. The archi-
tecture developed uses CNP as the communication
methodology, and simulation tools for performance
evaluation. The reported results show that the
holonic system can offer considerable improvement
compared to the traditional hierarchical control.

In the hybrid manufacturing control architecture,
placed between hierarchical and totally decentralized
architectures, developed at Rensselaer Polytechnic
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Institute (Heragu et al., 2002; Kim et al., 2004) the
entities comprising the architecture are referred as
both agents and holons interchangeably. The par-
ticularity of this architecture resides in the fact
that it has an intermediate agent responsible for
the decision-making in the control architecture. A
higher level global view agent has the ability to
deliver optimal schedules, while the lower level
agents are responsible for preparing the individ-
ual schedules, but they need to get permission
form the intermediate level agent. The intermedi-
ate level agent, called middle level guide agent, has
a larger system view than lower level agents, so it
acts as a coordinator for the actions of lower level
controllers. The authors argued that this architec-
ture is more suited to satisfy the new requirements
imposed on manufacturing system operations since
it enables communication and decision-making in
both horizontal (as in a heterarchical structure)
and vertical (as in a hierarchical structure) direc-
tions among the entities in the architecture. The
architecture was used to model a gantry robot sys-
tem for order picking operations.

Within the HMS Project, the Holomobiles work-
package (Bussmann et al., 2004) analyzed the lim-
itations of the material flow system in existing
engine assembly systems. The aim of the Holomo-
biles work-package was to optimize the material

flow in industrial manufacturing systems served by
AGV systems. Using the holonic concept a new
material flow design was proposed. The new design
demonstrated improvements in the robustness and
volume flexibility of the assembly process. Csel-
enyi and Toth (1998) presented a discussion of
the logistics related issues in holonic systems. The
paper gives the necessary features for holonic sys-
tems and the requirements that need to be satis-
fied from the logistics point of view. Collecting the
transport demands, determining the delivery dead-
lines and sequences, and providing the transpor-
tation means are only a few of the capabilities
of the system proposed. In the holonic transport
system presented in Ritter et al. (2003), the ho-
lonic AGVs are capable of deriving a demand
for orders individually and at the system level
the cooperation mechanism prevents and resolves
the potential deadlock conflicts. The holonic con-
trol architecture for automated MHS developed
at Virginia Polytechnic Institute and State Univer-
sity (Babiceanu et al., 2004, 2004b) addresses spe-
cific requirements for NGM systems that include
reliability, real-time scheduling, fault-tolerance and
material handling hardware reconfigurability. The
holonic system is capable of delivering quality fea-
sible real-time solutions when different types of
changes occur during operation. A comparison of

Table 5. Comparison of holonic frameworks for modeling material handling systems

Holonic framework

Holonic charac-
teristic

The FIPA-compliant system
for material handling control
developed at Czech Technical
University and the Rockwell
Automation Research Center,
The Czech Republic (Marik
et al., 2003, Marik and
Pechoucek, 2001, Vrba and
Hrdonka, 2001)

The hybrid manufacturing con-
trol architecture developed at
Rensselaer Polytechnic Institute,
USA (Heragu et al. 2002, Kim
et al., 2004)

The holonic control
architecture devel-
oped at Virginia
Polytechnic Institute
and State University,
USA (Babiceanu
et al., 2004a, b)

Scope Material Handling Control Production planning, control and
scheduling

Production planning,
control and schedul-
ing

Reference holons
(sub-holons) types

Workplace agent (node, stor-
age, machine) Crossing agent
(diverter, Intersection) MHS
agent (conveyor)

Order/Part Machine/MHD Mid-
dle level Cell/System

Order Resource
(machine, material
handling, equipment)
Global scheduler

Holonic system
architecture

Decentralized, composed of
autonomous and cooperative
agents

Low level: Machine, MHD Mid-
dle level: Guide Higher level:
Cell/System

Holarchy: Refer-
ence holons include
sub-holons

Decision-making Crossing agent Order holons with permission
from middle level holons

Order holons
Resource holons:
re-scheduling
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the basic characteristics of this holonic framework
with the ones developed by Marik and Heragu,
mentioned above, is presented in Table 5.

5.5. Industrial applications of holonic systems

Presently, the industrial acceptance of holonic sys-
tems is relatively low due to reasons inherent to
the holonic systems development process and as a
consequence of companies’ business strategies. So,
to date, there are only a few real-world implemen-
tations of holonic systems. The holonic shot-blast-
ing system presented in Heikkila et al. (2003) is
a demonstration of how separate robots can both
act autonomously and cooperate with each other
to complete the need-to-be-done tasks. The Ho-
lomobiles project mentioned in the previous sec-
tion and developed for existing engine assembly
systems in the automotive industry offered robust-
ness and scalability as additional resources can be
added easily to the system, unprecedented achieve-
ments in existing assembly systems (Bussmann and
Sieverding, 2001). Two other holonic industrial
implementations reported in literature were men-
tioned briefly in the previous sections. The first one
is the model-based holonic diagnosis developed for
an Australian automotive assembly plant (Jarvis
and Jarvis, 2003), and the second one is the indus-
trial automated warehousing system developed by
Heragu et al. (2002) to which an intelligent holon-
ic scheduling and control framework is applied for
order picking and replenishing.

6. Conclusions and future research

Holonic control, as stated by Bongaerts et al. (2000)
“tries to merge the best properties of both hier-
archical and heterarchical systems, namely, a high
and predictable performance with a high robust-
ness against disturbances and unforeseen changes,”
and therefore it is appropriate for NGM systems.
As holonic concept is implemented using MAS,
advances in MAS theory can offer valuable tools
for future development and enhancement of holonic
systems. Agent technology is a vast area of research
and parts of it are especially promising for future
application in the holonic systems theory. Learn-
ing from experience and interaction with the envi-
ronment, learning from future by using simulation,
self-organization of societies of agents, or different
types of emergent behavior are just a few promising
research areas within DAI having potential applica-
tions in holonic systems. As an example, Cardon et
al. (2000) suggested that incorporating genetic algo-

rithms as the driver for the agents in MAS and con-
sidering the artificial intelligence behavior motiva-
tion for agents, newly formed agents become a com-
pletely autonomous genetic entity that “can lead to
a drastically new kind of emergence phenomenon in
self-organizing multi-agent systems.”

In theory the holonic control approach is con-
sidered a viable solution for the NGM systems.
While the holonic system theory evolves and new
systems are being developed and implemented in
research centers, a needed step forward is to refine
and prepare the new control systems for the big
real-world challenge in which holonic systems must
demonstrate an improved performance beyond that
of traditional control systems. In this regard there
are some open issues in both holonic control sys-
tem design and implementation that need to be
addressed to obtain a larger industrial acceptance.
For the holonic control system design, McFarlane
and Bussmann (2003) pointed out the need for
proven design methodologies that can provide con-
sistency and reliability in holonic systems, clearly
evidence of improvements delivered by the holon-
ic control mechanisms and migration to full holon-
ic control algorithms. On the other hand, for the
holonic control system implementation, McFarlane
and Bussmann (2003) indicated the need for adapt-
ing the holonic control systems to be used with the
available computing systems, and the need for stan-
dardization of data exchange, internal algorithms
and architectures of the holonic control systems.
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