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Abstract
Multi-modal opinion summarization aims at automatically generating summaries of prod-
ucts or businesses from multi-modal reviews containing text, image and table to present
clear references for other customers. To create faithful summaries, multi-modal structural
knowledge should be well utilized, which is neglected by most existing work on multi-modal
opinion summarization. Thus, we propose an opinion summarization framework based on
multi-modal knowledge graphs (MKGOpinSum) to utilize structural knowledge in multi-
modal data for opinion summarization. To construct a multi-modal knowledge graph, we
first build a textual knowledge graph from review text and then enrich it by linking detected
image objects to its corresponding entities. Our method obtains each modality representation
from their own encoders, and generates the summary from the text decoder. To address the
issue of heterogeneity of multi-modal data, we adopt a multi-modal training pipeline. In the
pipeline we first pretrain text encoder and decoder with only text modality data. Then we
respectively pretrain table and MKG modality by taking text decoder as a pivot. Finally, we
train the entire encoder-decoder architecture and fuse representations of all modalities to
generate the summary text. Experiments on Amazon and Yelp dataset show the framework
has satisfactory performances when compared to ten baselines.
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1 Introduction

Recently E-commerce industry such as online shopping is in full swing and has the tendency
to replace offline stores. Being unable to touch the real products, other customers’ comments
become a significant reference to reach the purchase decision. However, it is quite difficult for
one to quickly obtain reliable and useful information from numerous reviews. Thus, opinion
summarization aiming at automatically generating summaries from several reviews arouses
wide attention (Hu and Liu, 2004; Medhat et al., 2014).

Most reviews are multi-modal reviews with text, image, table, and e.t.c. Existing work
makes use ofmulti-modal information to generate summary reviews.However, thesemethods
utilize multi-modal data but ignore structural knowledge in reviews. Figure 1 shows an
example of howmulti-modal structural knowledge helps summary generation.With structural
knowledge, meaningful characteristics that could offer intuitive information to customers
are extracted, the target of reviews “steamer” is extracted and used to resolve ambiguity as
well. The words colored red in Fig. 1 all point to the same product, while methods only

Fig. 1 Sample of constructed multi-modal knowledge graph
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with reviews may misunderstand these pronouns, which can cause a negative effect on the
generated summary.

To make full use of multi-modal structural knowledge for opinion summarization,
we propose to build and use multi-modal knowledge graph (MKG) to improve opinion
summarization. To build MKG, we first construct text knowledge graphs, and then detect
objects from pictures that are in the image set. After calculating the similarities between
entities in textual knowledge graphs and detected objects, we connect those related pairs to
form the final MKG. For instance, Fig. 1 shows the contribution of MKG. Apart from the
benefits of knowledge graphs wementioned before, with the help of detected objects inMKG
the generated summary accurately catches the reason of replacement “lid is broken”, which
is missed by other multi-modal opinion summarization methods.

For there can hardly find an off-the-peg summary for reviews, recent studies prefer self-
supervised way (Bražinskas et al., 2020; Amplayo and Lapata, 2020; Elsahar et al., 2021) that
they select a review text from the entire review set as the pseudo summary. We propose our
opinion summarization framework called MKGOpinSum by following these self-supervised
studies. Our framework is an encoder-decoder architecture that each modality has its own
encoder to obtain representations, and generates summaries through the text decoder. To
address the issue of heterogeneity of multi-modal data, we adopt and modify a multi-modal
training pipeline based on (Im et al., 2021). This pipeline takes text modality as a pivot, so
that we pretrain text encoder and decoder with the entire review set first. Thenwe respectively
pretrain table encoder and MKG encoder. To fully utilize the structural knowledge in table
data, we create a graph structure to encode table modality data. In order to make better use
of constructed MKG, we modify graph attention network (GAT) (Velickovic et al., 2017)
by taking relation information into consideration to acquire MKG embeddings. During the
training process of table modality and MKG modality, we froze the text decoder pretrained
before to train their encoders’ ability of obtaining homogenous representation with text
encoder. Finally, we combine the multi-modal information obtained from each modality by
training the entire model. Following are the main contributions of our work:

• Our work is the first to apply MKG to the task of opinion summarization.
• We propose the summarization framework MKGOpinSum that first builds MKG from
reviews and contains a training pipeline to issue the problemof heterogeneity.We propose
to modify graph attention network to make use of our constructed MKG as well.

• Experiments show that our model outperforms baselines such as Self&Control and Mul-
timodalSum on Yelp and Amazon datasets according to ROUGE score and BERT score,
which proves the effectiveness of our model.

2 Related work

2.1 Multi-modal knowledge graph

Knowledge graph can be seen as a semantic network used to describe entities and concepts in
the real world and the relationships between them. As its extension, Multi-modal Knowledge
Graph(MKG) is able to fully integrate and utilize data frommulti-modal sources such as texts,
images and videos.Recently, several studies have appliedMKG to their own task and achieved
remarkable results. For instance, (Pezeshkpour et al., 2018) uses different neural encoders to
learn embeddings of entities and multi-modal data in the knowledge graph, and then employs
them to the knowledge base completion task. (Wilcke et al., 2020) learns knowledge from
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both the structure of graphs and the possible divers set of multi-modal node features. (Chen
et al., 2020, 2022) integrate the embeddings of relational, visual and attribute modality as a
total embedding and leverage it to align entities between different MKGs. (Li et al., 2023)
feeds the constructed attritube-consistentKG into graph neural network for relation and entity
representations. (Zhao et al., 2022)modifysGraphConvolutionalNetwork (GCN) to leverage
cross-modal relation information for multi-modal NER task. Besides, there are also lots of
studies putting MKG into real world applications. (Sun et al., 2020) enhances recommender
systems by utilizing a multi-modal graph attention technique over MKG. (Sacenti et al.,
2022) leverages Graph Summarization to recommend movies with help of knowledge graph.
(Ma et al., 2022) proposes a special multi-modal event knowledge graph that bridges and
complements different modalities of knowledge for better understanding. So far, there hardly
exists studies that focus on applying MKG to opinion summarization.

2.2 Summarization

2.2.1 Multi-modal summarization

Different from text summarization, multi-modal summarization has the ability of extracting
information from different modalities and generating more reliable summaries. (Li et al.,
2018) creates single-modal summary by taking other modalities data as additional input.
(Xiao et al., 2023) takes the contribution of images into consideration by a contribution
network, which helps the generation of summary. (Liang et al., 2023) generatesmore accurate
summaries by capturing the summary-oriented visual features. Apart from the output of
single-modal, there are also studies that provide multi-modal outputs (Zhu et al., 2018; Chen
and Zhuge, 2018; Zhu et al., 2020; Zhang et al., 2022; Xie et al., 2022). In this paper, we focus
on generating single-modal summaries with the help of text modality data, table modality
data and the constructed MKG.

2.2.2 Opinion summarization

Existing studies on opinion summarization can be divided into extractive and abstractive
methods. The extractive methods aim to select a subset of useful sentences from the input
review to get a concise summary. (Ku et al., 2006); (Paul et al., 2010); (Angelidis and
Lapata, 2018) collect cluster opinions about the same side and then choose the text that
represents each cluster. (Basu Roy Chowdhury et al., 2022) leverages dictionary learning to
obtain semantic information from the review and learns the potential representation of each
sentence to identify representative opinions. (Amplayo et al., 2021) conducts a synthetic
training dataset and leads summary generation towards the specified aspects. The abstractive
methods generate summaries based on the reviews, and the generated words do not have to
exist in the original reviews. (Chu and Liu, 2019) generates summaries from the information
aggregated from the encoder-decoder architecture. (Bražinskas et al., 2020) randomly selects
one review as the pseudo summary while others as source reviews. (Zhang et al., 2023) builds
a heterogeneous graph consisting of reviews and opinion clusters as nodes, and design an
attention mechanism to select aspects that are most likely to appear in summary.

The most related work for our study is (Im et al., 2021). They use different encoders to
respectively obtain representation of eachmodality, and a text decoder to generate summaries.
They propose a training pipeline to address the heterogeneity problem of multi-modal data.
(Im et al., 2021) shows good performance for using multi-modal data. However, for image
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modality they aggregate all image representations to generate summary which neglects struc-
tural knowledge in images and review text. For tablemodality, their study simply concentrates
representations of field name and field value, ignoring structural knowledge between fields
and source text. Our study is different from (Im et al., 2021). We model text and image
modality data by constructing MKG from text and image data to make use of multi-modal
structural knowledge. We use the graph structure to model table modality data, providing
more structured information. Hence, we are able to deeply mine the knowledge among text,
image and table, creating more detailed and related summaries.

3 Ourmethod

The goal of our method is to generate the summary with review texts, tables and images as
input. Figure 2 shows our opinion summarization framework based on multi-modal knowl-
edge graphs called MKGOpinSum. Firstly, MKG is constructed from input review texts
and images. Secondly, the multi-step training pipeline is proposed to generate review sum-
maries by separately pretraining text, table and MKG modality, and then we train the entire
framework for summary generation. Details are given in following subsections.

3.1 Multi-modal knowledge graph construction

Common knowledge graphs are usually in the form of barely text. MKG add information
of additional modalities such as image, which enhances representation of images and text.
We denote a MKG as G = {E, C}, where E represents the entity set and C represents the
relation set. The entity set E contains both entities from review text and detected object from
image. To construct a MKG, we first build a textual knowledge graph and then enrich it by

Fig. 2 The structure of our proposed method. The whole framework can be divided into two parts: The first
part is pretraining for text, table and MKG modality. We firstly pretrain text modality and use the pretrained
text decoder to train table and MKG decoder; The second part is multiple modalities training, we further train
the whole framework for generation of summaries

123



196 Journal of Intelligent Information Systems (2024) 62:191–208

Fig. 3 The construction process of MKG

linking detected objects to their corresponding text entities. Figure 3 shows an example of
how we construct our MKG.

To build the text knowledge graph Gt = {Et , Ct } where Et represents the entities in the
review text and Ct represents the relations, we integrate several reviews of one product or
business as a document, and then utilize the Stanford CoreNLP toolkit (Manning et al.,
2014) along with spaCy (Honnibal et al., 2020) for Named Entity Recognition (NER),
entity extraction and coreference resolution. The output is a set of triples in the form of
< head, relation, tail >. For each triple, we take its head and tail as nodes and connect them
with a directed edge whose attribute is the relation.

To enrich the knowledge graph, we apply YOLOv3 (Redmon and Farhadi, 2018) to detect
objects from the image set. The output is a set of detect objects called Ei . The similarity
between each entity in Et and Ei is calculated through CLIP (Radford et al., 2021) model.
CLIP is a pre-training neural networkmodel formatching images and texts, which can be said
to be a classic work in the field of multi-modal research in recent years. For the entity-object
pairs whose similarities are higher than 0.75, we create a directed edge from text entity to
the detected object with the attribute ‘hasImage’.

3.2 Training pipeline

Pretraining has been widely used in the field of machine learning because of its ability of
making model less burdensome for specific tasks. Thus, inspired by (Im et al., 2021), we
employ a training pipeline which contains four steps. The first is text modality pretraining
that we pretrain the text encoder and decoder with only text modality data. Secondly, we
pretrain the table encoder with the pretrained text decoder as a pivot. The third step is similar
to the second step that we pretrain the MKG encoder. Finally, we train the whole framework
by using all modality data.
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3.2.1 Text modality pretraining

Given adataset,we take R = {r1, r2, r3, ..., rN } to present the reviewset related to oneproduct
or business. For each review ri , it is made up of the review text ti and the review rating gi .
Here the review rating means the general grade of evaluation. Since there is no ground-of-
the-truth summaries for supervising, we use a self-supervised way for training by choosing a
review from the review set as the hypothetic summary. The review is denoted as tk which is
the k-th review in the review set. We pretrain our text encoder and decoder based on BART
(Lewis et al., 2020) with a denoising autoencoder for our model. BART is a Transformer-
based model (Vaswani et al., 2017) with contextual information and autoregressive features,
and shows great performance in the area of generation task and text comprehension task. Our
text encoder and decoder work as follows:

mtext = B ARTencoder (T
∗),

tk = B ARTdecoder (mtext ),

where mtext ∈ R(N−1)∗lT ∗dT is the text representation acquired from the text encoder, lT

means the number of tokens a review text contains, and T ∗ = {t1, t2, ..., tk−1, tk+1, ..., tN }
represents the review text set.

For a review text set with N items, the loss function is adopted as follows: L =∑N
k=1 log p(tk |R∗) where R∗ = {r1, r2, ..., rk−1, rk+1, ..., rN }. The text decoder integrates

the representation of N − 1 review texts to generate the summary. The integration process
is carried out in the multi-head self-attention layer of the text decoder. In order not to left
information unconcerned, we take the mean of all N − 1 single-head attention results for
each encoded representation at each head (Elsahar et al., 2021).

Since we use the hypothetic summary, we utilize review ratings in review set as the extra
features. We apply rating deviation (Im et al., 2021) to reduce the disparities between the
training task and the generation task. Here is the definition of the rating deviation: gtk =∑N

i �=k
gi

N−1 − gk . During training, rating deviation operates normally while we let it be 0
when generating summaries in testing. Figure 4 shows how rating deviation is applied. We
make some changes to how Transformer gets the input embeddings. Similar to positional
embeddings, we add gtk*deviation embeddings which has the same dimension with token
embeddings to the token embeddings together with positional embeddings.

3.2.2 Table modality pretraining

The table in reviews consists of several pairs of field names and field values that are used
to provide detailed information of the product or business. Previous work (Im et al., 2021)
uses table data by simply encoding field names and values with BART and concentrating
the representations as the output of table encoder, ignoring the structural knowledge in table.
Different from previous work , we propose to construct graphs for tables. We convert the
table to the graph structure by taking the field of product name as the center node of the
graph, and connecting other fields to the center node with undirected edges, as is shown
in Fig. 2. To obtain representations of the constructed graphs, we adopt graph attention
network(GAT) (Velickovic et al., 2017) to encode the nodes. Finally, we get the overall table
representation mtable by stacking every node representation into U . To fit the dimensionality
and feature distribution with text modality representation acquired from text decoder, we add
an additional linear layer:

ui = B ARTencoder (ni ; vi ),
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mi
table = G AT (ui ),

mtable = U · Wtable,

where n and v are dT able-dimensional representations that respectively represents the field
name and the field value, ui is dT able-dimensional representation that represents the i-th
node, lT able is the number of fields that one product has, U ∈ RlT able∗dT able denotes the
stacked representations of all nodes, WT able is the weight matrix of the additional linear
layer, mtable ∈ RlT able∗dT

For using textmodality as themainmodality, we thus pretrain theGAT-based table encoder
by taking the pretrained text decoder as a pivot to obtain the table representation mtable, and
then use the text decoder to generate a summary from it. We simply create N single reference
pairs from each product or business and shuffle pairs to construct the training dataset (Zheng
et al., 2018).

3.2.3 MKGmodality pretraining

As is well-known, GAT (Velickovic et al., 2017) solves the problems existing in GCN and
achieves the state-of-art performance in many tasks such as node classification and link
prediction.However, commonGAT leaves the nodemodality aside, causing loss of significant
information. To fully utilize cross-modal information, we propose to modify GAT to encode
constructedMKGs for pretraining. For preparation, we use the pretrained BART text encoder
to encode the text modality data in MKGs. For image modality data, we apply ResNet101
(He et al., 2016) pretrained in ImageNet and add an additional linear layer to obtain image
representations. Following are how we extract information from the edges which represent
relations in MKGs:

pi j = Leaky ReLU (W2(W1ci j + b1) + b2),

Fig. 4 Illustration of how rating deviation works
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ai j = exp(pi j )
∑

j∈Ni
exp(pi j )

,

hl
ci

= σ(
∑

j∈Ni

ai j Wchl−1
j ),

where ci j denotes the dT -dimensional relation embedding between node i and node j , Ni

is the set of adjacent nodes of node i , hl
ci
represents the relational-attentional head in l-th

layer,and W1, W2, Wc, b1 and b2 are trainable parameters.
The node-attentional head hl

nodei
and the final representation of MKG is computed as

follows:
ei j = Leaky ReLU (W3hi ||W4h j ),

zi j = exp(ei j )
∑

j∈Ni
exp(ei j )

,

hl
nodei

= σ(
∑

j∈Ni

zi j Wnodehl−1
j ),

hl
i = ||i∈En σ(W (hl

nodei
||hl

ci
) + b),

Hl
i = F F N (hl

i ),

mmkg = (||i∈En Hl
i )Wmkg,

where hi and h j are representations of node i and node j , || is the concatenation operation;
En is the entity set of MKG, W3, W4, Wnode, W and b are learnable parameters, F F N
denotes a Feed Forward Network layer, Hl

i is the node embedding, mmkg is the aggregated
representations of MKG, Wmkg is the weight matrix of the additional linear layer.

As with the text encoder and the table encoder, we pretrain the GAT-based MKG by
obtaining MKG representations with the encoder and then feeding the representations to the
text decoder to generate the summary.

3.2.4 Multiple modalities training

After the pretraining for each modality we get three pretrained encoders for text, tables, and
MKG respectively. Then we train the whole model in this step. We obtain the representation
of each modality mtext , mtable, mmkg from encoders, and generate the hypothetic summary
tk based on them from the text decoder. Like using text decoder as a pivot, we also take text
modality as themainmodality in ourmodel, whichmeans that ourmodel shouldworkwithout
table and MKGmodality. To achieve that goal, we modify the multi-head self-attention layer
of BART model with a multi-modality fusion method. Each layer would provide us with the
attention result of each modality, and we fuse these attention results as follows:

f a f use = f atext + α � f atable + β � f amkg,

where f atext , f atable, f amkg represents the attention result of each modality, � is
the mathematical operator that means element-wise multiplication; α and β are dT -
dimensional multimodal gates that is calculated by α = φ([ f atext ; f atable]Wα), β =
φ([ f atext ; f amkg]Wbeta) where φ is activation function. It is obvious that α and β should
be zero vectors when table and MKG modalities do not exist. Thus, we use ReLU function
as φ instead of common use of sigmoid function. The values of α and β are initialized at
approximately 0.5.

123



200 Journal of Intelligent Information Systems (2024) 62:191–208

4 Experimental setup

4.1 Datasets

Our experiments are mainly conducted on two review datasets: Yelp Dataset Challenge and
Amazon product reviews (He and McAuley, 2016). The data statistics are shown in Table 1.
TheYelp dataset focusesmore on reviews that reflect personal preference of a specific product
or business. Also, the Yelp dataset provides various images and meta data including several
characteristics of businesses such as “good for kids” or “good for meal dessert”. The Amazon
dataset focuses more on providing objective reviews, and for one product it usually offers
only one image. The Amazon dataset also provides the more limited metadata than the Yelp
dataset.

4.2 Evaluation criteria

We adopt ROUGE-1, 2, L (Lin, 2004) and BERT-score (Zhang et al., 2019) to evaluate
the quality of generated summaries. ROUGE is a common evaluation criterion in Machine
Translation, automatic summarization and QA generation. ROUGE-1, 2, L actually splits the
result generated by themodel and the standard result by 1, 2, andL-gram to calculate the recall
rate. BERT-score is an assessment criterion based on pretrained BERT context embedding
which is for language generation task. BERT-score calculates the similarity of two sentences
as the sum of the cosine similarity between their mark embeddings. In Machine Translation,
BERT-score correlates more strongly on multiple common benchmarks with system-level
and segmental levels of human judgement than existing criteria do.

4.3 Compared baselines

We compare our method with several baselines including extractive and abstractive methods.
For extractive methods, Clustroid (Bražinskas et al., 2020) selects the reviewwith the highest
ROUGE score. Lead (Bražinskas et al., 2020) selects the leading sentences from review texts
and concatenate them to construct a summary. Random (Bražinskas et al., 2020) randomly

Table 1 Data statistics of Yelp
and Amazon dataset

Yelp Train Dev Test

businesses 50113 100 100

reviews/business 8 8 8

summaries/business 1 1 1

max images 10 10 10

max fields 47 47 47

Amazon Train Dev Test

products 60935 28 32

reviews/product 8 8 8

summaries/product 1 3 3

max images 1 1 1

max fields 5+128 5+128 5+128
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selects a review text as the summary. LexRank (Erkan andRadev, 2004) constructs a similarity
graph of sentences to select important sentences.

For abstractive methods, MeanSum (Chu and Liu, 2019) is an end-to-end unsupervised
model that generates the summary with the mean of the representations of input reviews.
DenoiseSum (Amplayo and Lapata, 2020) selects a review and creates the noisy version of it,
then learns to denoise the text and generates the summary. Copycat (Bražinskas et al., 2020) is
a self-supervisedmethod that hierarchically extends the variational autoencodermodel and its
decoder has direct access to the text of input to include specifics in the summary. Self&Control
(Elsahar et al., 2021) can be seen as an extension of Transformer architecture and makes use
of some control codes to generate the more fluent and correlative summary. COOP (Iso et al.,
2021) is a latent vector aggregation framework that considers convex combinations of the
latent vectors of input reviews for summary generation. MultimodalSum (Im et al., 2021)
takes the modality of image and table into consideration as well and proposes a multi-modal
training pipeline to fully extract useful information.

4.4 Implementation

Our model was implemented in PyTorch (Paszke et al., 2019) and the Transformer comes
from theHuggingFace (Wolf et al., 2020) library.WeutilizedBART-Large as our text encoder
and decoder. We optimized our model by the Adam optimizer (Kingma and Ba, 2014) with
a linear learning rate decay. The dimensions of dT and dT able were both set to 1024. The
flattened image feature map size obtained fromResNet101 was set to 14*14. The size of FFN
layer was set to 512. The hyperparameters of each modality pretraining are shown in Table 2.
For Table pretraining, MKG pretraining and multimodal training, we set label smoothing as
0.1 and the maximum gradient norm as 1. The generated summaries were limited to at most
144 tokens and at least 56 tokens.

5 Experimental results

5.1 Comparison with state-of-the-art models

We compare MKGOpinSum with several state-of-the-art opinion summarization methods
including extractive and abstractivemethods on the Amazon andYelp datasets to evaluate our
model. Table 3 demonstrates the evaluation results of the methods. For Yelp dataset, it shows
thatMKGOpinSumperforms the best in the token level and the segment level according to the
scores of R-L, and FB E RT . We ascribe the higher R-2 score of Self&Control method in Yelp
dataset to that it utilizing inferred control tokens which enrich reviews. For Amazon dataset,
MKGOpinSum has the highest R-2, R-L and FB E RT scores. When compared to that of the

Table 2 The hyperparameters of
training

Pipeline step batch epochs warmup lr

Text pretraining 16 5 0.5 5e-05

Table pretraining 32 20 1 1e-04

MKG pretraining 32 20 1 1e-04

Multimodal training 8 5 0.25 1e-05
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Table 3 Experimental results of opinion summarization on Yelp and Amazon datasets

Yelp Amazon
Model R-1 R-2 R-L FB E RT R-1 R-2 R-L FB E RT

MeanSum (Chu and
Liu, 2019)

28.86 3.66 15.91 86.5 29.20 4.70 18.15 -

Clustroid (Bražinskas
et al., 2020)

26.28 3.48 15.36 85.8 29.27 4.41 17.78 86.4

Lead (Bražinskas
et al., 2020)

26.34 3.72 13.86 85.1 30.32 5.85 15.96 85.8

Random (Bražinskas
et al., 2020)

23.04 2.44 13.44 85.1 28.93 4.58 16.76 86.0

LexRank (Erkan and
Radev, 2004)

34.90 2.76 14.28 85.4 29.46 5.53 17.74 86.4

DenoiseSum
(Amplayo and
Lapata, 2020)

30.14 4.99 17.65 85.9 - - - -

Copycat (Bražinskas
et al., 2020)

29.47 5.26 18.09 87.4 31.97 5.81 20.16 87.7

Self & Control
(Elsahar et al., 2021)

32.76 8.65 18.82 86.8 - - - -

COOP (Iso et al.,
2021)

35.37 7.35 19.94 - 36.57 7.23 21.24 -

MultimodalSum (Im
et al., 2021)

33.00 6.63 19.84 87.7 34.19 7.05 20.81 87.9

MKGOpinSum(Ours) 35.11 7.11 20.26 89.1 36.25 7.37 21.64 89.5

The first block shows the results of extractive methods while the second shows the results of abstractive
methods. The third one shows the results of multi-modal methods. The best results are bolden

Yelp dataset, the results on Amazon dataset have the better performance because of Amazon
dataset providing the more objective and targeted reviews and pictures. It’s worth noting
that as a single-modal method, COOP shows the excellent performance on R-1 score in both
datasets for its exquisite processing of latent vector aggregation. Although the encoding strat-
egy of text modality data seems relatively simple when comparing to COOP, MKGOpinSum
still get a similiar R-1 score, highlighting the effectiveness of MKG modality. MKGOpin-
Sum outperforms the multi-modal opinion summarization method MultimodalSum because
of structural information obtained from the table encoder and the MKG encoder. Thus, the
conclusion is that MKGOpinSum outperforms most kinds of opinion summarization meth-
ods, and has its specific advantages when compared with the well designed text opinion
summarization methods.

5.2 Ablation study

To investigate the effect of each part in MKGOpinSum, we carry out ablation study on the
Amazon dataset.

Firstly, we respectively remove tablemodality andMKGmodality to evaluate their effects.
The results are shown in the upper part of Table 4. It shows that both table and MKG
modalities can improve the performance of our model, comparing with the model using only
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Table 4 Ablation study on
Amazon dataset

Models R-L

MKGOpinSum 21.64

w/o table modality 21.32

w/o mkg modality 20.98

w/o table & mkg modality 20.48

w/o table modality pretraining 20.37

w/o mkg modality pretraining 20.34

w/o text modality pretraining 20.29

w/o all modalities training 20.24

text modality. Concretely, themodel withMKGmodality performs better than themodel with
table modality. This is because that MKGs fully utilize the inner relations in review texts and
the relations between text and images. The image encoder we use also extract some important
details like the appearance of the product that table data does not offer. However, table data
also provide comprehensive information which may not be mentioned in the reviews and
images such as their brands, categories and prices, etc. All these narrow the gap between
MKG and table modalities, and proves the effectiveness of the table modality.

Secondly, for the training pipeline, we compared the performance by removing text pre-
training part, table pretraining part, MKG pretraining part, or multiple modalities training
part to investigate the effect of each part. The results in Table 4 show that there are large
degrees of decline on performances when removing each pretraining part. In detail, the lack
of table pretraining and MKG pretraining leads to different degrees of performance decline,
which shows the interference of heterogeneity of multi modalities. MKG pretraining per-
forms better, indicating that MKG has the potential of better performance with sufficient
pretraining. Since we take the text modality as the major modality, removing text modality
pretraining cause the maximal performance decline. In general, we can conclude that the
training pipeline helps a lot with the summarization model.

5.3 Evaluation of MKG

To further evaluate the effectiveness of our MKG, we conduct several comparative experi-
ments. The results are shown in Table 5. The upper part focuses on the use of knowledge
graphs and the multi-modal information in them. It can be seen that text KG is able to truly
help the summary generation task with its inner relational information, and with image data
being added the newly formed MKG promotes the better performance. The lower part offers

Table 5 Evaluation results of
MKG

Models R-1 R-2 R-L

MKGOpinSum 36.25 7.37 21.64

MKGOpinSum(w/ text KG) 34.96 7.01 21.17

MKGOpinSum(w/o MKG) 33.95 6.93 20.98

MultimodalSum(w/o table modality) 33.84 6.91 20.53

MKGOpinSum(w/o table modality) 34.61 7.07 21.32
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the specific comparison results betweenMultimodalSum andMKGOpinSum. For the reason
that we also adjust table modality, we respectively remove the table modality of these two
models to compare the performance of their image modality and our MKG modality. Result
shows that taking context and structural information into consideration by MKG performs
better than simply extracting features from images. Thus, we can conclude that the above
studies reveal the significant effect of our MKG.

5.4 Human evalutaion

We utilize the Best-Worst Scaling (BWS) (Louviere et al., 2015) which is widely used in
the field of opinion summarization to evaluate the generated summaries. We invite 5 par-
ticipants to evaluate 50 examples where one example contains the gold summary randomly
selected from the Amazon test set, the summary generated by MultimodalSum, and the sum-
mary generated by MKGOpinSum. Participants are asked to compare summaries according
to three criteria, Gramma (the summary should be grammatical and readable), Coherence
(the structure of summary should be well organized) and Overall (judging the summary by
participants’ own opinions). For each example, the participants make their judgement and
give the best summary with 3 points, the worst with 1 point and the middle one with 2 points.
By averaging the points of all examples from all participants we obtain the final points for
each method. Results of human evaluations in Table 6 show that as multi-modal methods,
MKGOpinSum is more favored by participants than MultimodalSum, which agrees with the
automatic evaluation results.

5.5 Case study

Table 7 shows the summary generated by MultimodalSum, the summary generated by
MKGOpinSum, and the gold summary for us to compare the two multi-modal opinion sum-
marizationmethodsmore intuitively. All the summaries are generated from the source review
of steamer on the Amazon dataset with production id B00006IUVM. MultimodalSum mis-
understoods the information related to time and generates the wrong expression “it is still
going”. Also, it generates the characteristic “color” that does not exist in the source review.
Thanks to the constructed MKG shown in Fig. 1, MKGOpinSum is able to provide a more
accurate summary. Contrary to the mistake of MultimodalSum, MKGOpinSum catches the
reason of replacing the old steamer “broke”, and it further recognizes the lid from the picture,
thus generates the more detailed expression “but the lid is broken”. What’s more, it can be
seen from Fig. 1 and the summary that MKGOpinSum makes full use of the information
extracted by MKG. On the whole, the summary generated by MKGOpinSum is closer to
the source review and has fewer mistakes, which highlights the effectiveness of our model,
especially the MKG.

Table 6 Human evaluation
results on Amazon dataset

Models Gramma Coherence Overall

MutimodalSum 1.87 1.72 1.38

MKGOpinSum 1.96 2.03 2.05

Gold 2.25 2.26 2.57
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Table 7 Summaries generated by different models

Gold

This is our second B/D steamer. The first served us well for years before
the plexiglass bowl cracked and finally broke. It was impossible to find a
replacement in any major chain stores. Lots of rice steamers but no small in
size vegetable steamers. Thanks Jeff!

MultimodalSum

I love this steamer. I have had one for years and it is still going. I love the
color and the size of the steamer. It’s a little smaller than I expected, but I
still love it so much. It’s a replacement of my old one.

MKGOpinSum

This is my second steamer. I have had one but the lid is broken and I have
been finding a replacement. This steamer is definitely a good design. The
steamer has a perfect size. This is a nice and roomy steamer. I love the
steamer very much and I would recommend it to all customers.

6 Conclusion

In this paper, we propose the multi-modal opinion summarization methodMKGOpinSum by
making use of multi-modal structural knowledge in the self-supervised way. There are two
types of structural knowledgewe used. The one ismulti-modal knowledge graphs constructed
from the input texts and images. The other is the graphs constructed from tables. We further
propose a training pipeline that pretrains text, table andmulti-modal knowledge graph to deal
with the interference caused by heterogeneity of multi-modal data. Extensive experiments
on Yelp Dataset Challenge and Amazon product reviews show that our method performs
better than most baselines such as Self&Control and MultimodalSum on ROUGE score and
BERT score. Ablation study and further researches also show effectiveness of each part of
our model, especially the MKG modality. In the future, we expect to link MKG to external
data such as Wikipedia to make use of knowledge beyond reviews, and to apply our method
to other NLP tasks such as image captioning and text-image summarization.
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