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Abstract
Data fusion is the process of merging records from multiple sources which represent the
same real-world object into a single representation. This review of the literature concerns
Data Fusion in the context of data integration, i.e., the integration of structured and semi-
structured data from the same domain, and provides an overview of this field of research.
We present why data fusion is becoming increasingly necessary, what it is used for (What
for?), what methods and solutions for data fusion have been proposed in the literature (In
what form?), what research challenges are still open in the data fusion area and what future
research directions could usefully take (What is next?)

Keywords Data integration · Data fusion · Truth discovery

1 Introduction

The Big Data era has produced petabytes of data together with several challenges, includ-
ing those of attempting to identify and fuse data which represent the same real world object.
In general, gathering a very significant amount of data leads to having a substantial vol-
ume of contradictory and redundant data. In this scenario, data that describe the same object
can come from multiple sources and may contain conflicting information. For example,
a Google search on “What is the population of the city of Recife – Brazil?”, will obtain
different results, viz. “1,625,583 population”, “1,633,697 population” and “1,537,704
population”.

Due to incomplete, erroneous, and out-of-date data, data from different sources of the
same domain may conflict with each other (i.e., different values of the same attribute of
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an entity). The main reasons for this are an increase in the volume of conflicting data that
are published on the Web as well as the fact that people are using the Web to spread false
information. Currently, the concepts of data quality and trustworthiness have become more
important than ever. Thus, Data Fusion, the focus of this survey, has become an important
topic of research that aims to detect and solve data conflicts from multiple sources. Nowa-
days, most Data Fusion approaches aim to resolve conflicts based on the trustworthiness of
the sources that provide the data. In these approaches, the notion that guides them is that the
more reliable data sources are, the more accurate the data they provide will be.

Data fusion is also applied in different fields, always with the same main purpose: to
provide a unified view of data, thereby resolving conflicts and finding truth values. Exam-
ples of such applications include sensor data fusion (Sethi and Sarangi 2017), linked data
fusion (Michelfeit et al. 2014; Liu et al. 2017b), knowledge fusion (Preece et al. 2001), and
information retrieval (Wu 2012a).

In the literature, the fusion of unstructured data is generally referred to as Information
Fusion. Typical Information Fusion problems involve the integration of multi-source infor-
mation for signal and image processing, knowledge representation, and inference. These
areas have been the objective of considerable research over recent years (Xu and Yu 2017).
In this context, the feasibility and advantages of applying granular computing have been
investigated. Granular computing is an umbrella term that covers any theories, methodolo-
gies, techniques, and tools that make use of information granules in problem solving. It is
the processing of complex information entities (information granules), which gives rise to
the process of data abstraction and derivations of knowledge from information (Wang 2010).

In the context of Data Integration i.e., the integration of structured and semi-structured
data from multiple data sources of the same domain, the trend of using Data Fusion is
increasing due to the growth in the need to integrate data. Recent decades have seen exten-
sive research in this field. Nowadays, far from Data Fusion having been solved, researches
with new approaches and methods for Data Fusion are continuously being developed (e.g.,
Bleiholder (2010), Dong et al. (2014), Yin and Tan (2011), Hara et al. (2013), Xie et al.
(2017), Wang et al. (2017), Zhang et al. (2016), Fang et al. (2017b), Pasternack and
Roth (2013), Pochampally et al. (2014), Li et al. (2014a), and Wang et al. (2015)). Early
approaches were based on rules and applied functions (i.e., the average value, the most
recent value) in order to resolve conflicts. Recently, approaches have used several character-
istics, such as source quality (Broelemann et al. 2017; Li et al. 2016; Xiao et al. 2016; Zhao
et al. 2012), copying between data sources (Fang et al. 2017b; Dong et al. 2009a; 2009b),
object difficulty (i.e., recognizing how difficult it is to infer the real true value of the object
and to tackle this issue) (Wang et al. 2017; Galland et al. 2010), object relationship (Nakhaei
and Ahmadi 2017; Pasternack and Roth 2010), and object popularity (Fang 2017). Further-
more, there are approaches for distributed data (Wang et al. 2017) and ensemble approaches
(i.e., combining various competing models) (Fang et al. 2016; Berti-Équille 2015).

In general, the most recent studies combine iteratively estimating the quality of the source
with truth discovery. The basic principle is that sources that provide true information are
more reliable, and that it is more likely that the information provided by reliable sources is
true.

The constant research in the Data Fusion field reflects its importance. Thus, in this paper,
we examine the field, by conducting a review of the literature. Other studies have pre-
sented the state-of-the-art in Data Fusion, e.g., Bleiholder and Naumann (2008) Li et al.
2012, 2015b. However, the methods for Data Fusion are in constant evolution, and a large
number of studies are constantly being added to the literature. Many recently relevant
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published papers are not covered in these earlier reviews. New papers address the prob-
lem of data fusion using new concepts such as object popularity and object difficulty. In
addition, machine learning techniques, which were not previously used, have been used in
data fusion such as Bootstrapping or Restricted Boltzmann Machines (Xiao et al. 2016;
Broelemann and Kasneci 2018).

This survey sets out to review the current literature including relevant new papers on Data
Fusion of structured and semi-structured data from multiple sources of the same domain as
part of data integration processes. The papers selected are classified according to the meth-
ods used to undertake Data Fusion. The comparison of Data Fusion methods is based on
the following criteria: supported data types, the heterogeneity of data, and the quality of the
source. By using comparative analysis, we seek to provide an understanding of the meth-
ods adopted by each proposal and how data characteristics and data sources are exploited to
assist the Data Fusion process. In addition, we point out some possible limitations of each
method that has been proposed. Another contribution will be to identify both the existing
research challenges and open questions in the Data Fusion area with a view to indicating
directions for future research.

It is hoped that this review of the literature will be helpful both to researchers looking for
an overview of the Data Fusion area, as well as to those wishing to know what the current
research subjects are and what lines of future research will be useful to explore.

The remainder of this paper is organized as follows. Section 2 presents an overview of
Data Fusion in the context of Data Integration. Section 3 describes several Data Fusion
applications. In Section 4, different classifications of Data Fusion methods are presented. In
Section 5, these Data Fusion methods are compared. In Section 6, research challenges are
discussed and future directions are suggested. Finally, in Section 7, some conclusions are
drawn.

2 Data fusion - an overview

The purpose of Data Integration is to provide unified access to data residing in multiple,
autonomous, and heterogeneous data sources. Integrating these data sources can be quite
tricky because the semantics of the data in each source needs to be fully understood in
order to resolve ambiguities. In the context of this work, we are mainly interested in the
integration of structured and semi-structured data. The integration of unstructured data (e.g.,
sensor data and streaming data) is not within the scope of this survey.

Data Integration is challenging for many reasons. For example, there are various schemas
and models, distinct representations for the same object, as well as an enormous redundancy
of data. To adequately address these challenges, considerable efforts have been made over
the years with respect to data integration researchers. Given these challenges, according to
Dong and Srivastava (2015a), Data Integration traditionally has three main steps:

– Schema alignment: In this step, the heterogeneity at the schema level is resolved by
specifying the semantic relationships between the attributes of entities from different
data sources

– Record linkage: Instance-level heterogeneity is solved by detecting records that refer
to the same real-world entity

– Data fusion: Data Fusion aims to resolve data conflicts from heterogeneous sources
that conflict with each other, and to find the truth that reflects the real world values of
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an entity. Thus, Data Fusion creates a final representation for each distinct real-world
entity.

The general purpose of the above three steps is to resolve the different types of con-
flict that arise between distinct data sources which represent the same real-world object.
The conflicts that can arise are as follows: schematic conflicts, which involve different
structures to represent the same object; identity conflicts, where the same object is iden-
tified in different ways; and data conflicts, where semantically equivalent attributes of an
object in different data sources have different values. Data conflicts can be distinguished
into two kinds: i) uncertainty is a conflict between a not null value and one or more null
values related to the same attribute of a real-world entity, and ii) contradiction is a conflict
between two or more different not null values associated with the same attribute of an entity
(Dong and Naumann 2009).

According to Dong et al. (2009a, 2015), the Data Fusion problem can be defined as fol-
lows: considering a set of data sources D, and a set of objects O, an object represents a
particular aspect of a real-world entity, such as the affiliation of a researcher (in the rela-
tional database, an object corresponds to a cell in a table). For each object o ∈ O, a source
s ∈ S can (but not necessarily) provide a value. Among different values provided for an
object, one of them correctly describes the real world and is true, and the others are false.
Thus, the purpose of Data Fusion is to decide which value among the conflicting values is
the true value for each object o ∈ O given the values provided by the data sources s ∈ S for
this object.

How to best resolve data conflicts has been a widely studied problem in the traditional
Data Integration scenario especially in the Data Fusion process (Bilke et al. 2005; Fuxman
et al. 2005; Motro and Anokhin 2006; Bleiholder and Naumann 2008). Early research pro-
posed strategies for conflict resolution which were based on different ways of dealing with
conflict. These strategies are classified into three main classes based on how they handle (or
do not handle) conflicting data: ignorance, avoidance, and resolution (Fuxman et al. 2005;
Bleiholder and Naumann 2008). Strategies to avoid and ignore conflicts became insuffi-
cient due to some limitations (e.g., these strategies did not resolve existing data conflicts).
Therefore, strategies for resolving conflicts have emerged, and new solutions are continually
being proposed. Further details about these strategies are presented in Section 4.

Thus, the first methods of Data Fusion for conflict resolution were generally rule-based.
Therefore, the methods of Data Fusion used conflict handling functions such as average,
maximum, minimum, or voting. Among these functions, voting was highlighted, and its
use in different scenarios became widespread. However, simple voting does not consider
the quality of data sources. Given the increasing amount of data available on the Web,
in the age of Big Data, data quality has become more critical than ever. Many false data
are published, thereby introducing a veracity problem which makes simple voting flawed.
Veracity directly refers to inconsistency and data quality problems (Saha and Srivastava
2014). In this scenario, conventional Data Fusion techniques are not sufficient to deal with
these new challenges.

Thus, there was a need to discuss and solve the problem of data veracity in the Data
Fusion process. Yin et al. (2008) were the first to formally introduce the truth discovery
problem, namely, the task of finding true values for conflicting data using the reliability of
the data source providers. This task has received immense research support from both the
Artificial Intelligence and Database communities under various names: fact-finding (Paster-
nack and Roth 2011), information corroboration (Galland et al. 2010), truth-finding (Li et al.
2012), and truth discovery Liu et al. (2017b, 2019).
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In our view, Data Fusion may be defined as the complete process of identifying
and resolving conflicting data, thereby creating the final representation for each distinct
real-world object. The truth discovery task applied in this context is seen as the main
component in the general process of Data Fusion. Thus, Truth Discovery and Data Fusion
have practically the same main purpose, and both are cited in many studies as synonyms.
Therefore, the studies considered in this review propose both Data Fusion and Truth Dis-
covery methods. Nowadays, methods for Data Fusion are needed in several applications.
So, in what follows, applications of Data Fusion will be discussed.

3 Data fusion applications (what for?)

To illustrate that Data Fusion is a broad concept and that Data Fusion methods have been
used in several domains, in this section some domain applications are briefly shown. It
is important to emphasize that the scope of this survey is only Data Fusion focused on
structured and semi-structured data integration of data sources from the same domain.

3.1 Sensor data fusion

Sensor Data Fusion is defined by Hall and Llinas (1997) as a method of combining sensor
data frommultiple sensors to produce more accurate, complete, and dependable information
which it would not be possible to achieve using a single sensor.

In the IoT (Internet of Things) context, Data Fusion helps building knowledge about
specific events and environments which is not possible when only individual sensors are
used. In this domain, Data Fusion also enabled a context-aware model, i.e., a model that
considers the situational context of an object. The situational context helps to achieve one
of the ultimate objectives of sensor data fusion: understanding the environment and acting
accordingly. Figure 1 illustrates the process of Data Fusion in a Smart City environment.

IoT produces a substantial amount of data that is less useful unless knowledge can be
derived from them. Therefore, applying sensor data fusion techniques at the different levels
of the IoT application chain is essential (Wang et al. 2016).

There are studies in the IoT domain which propose different solutions. OpenIoT
(Soldatos et al. 2014) is a framework for collecting and processing data from different

Fig. 1 Data Fusion in Smart City (Wang et al. 2016)
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sources in IoT. OpenIoT includes a sensor middleware and a sensor data fusion capability
in the cloud. Lau et al. (2019) e Ding et al. (2019) present a review on the state-of-the-art of
data fusion in main IoT application domains.

Due to the relevance of multi-sensor data in many fields such as medical and military
imaging applications and remote sensing, image fusion has become an important research
area, and several lines of research are emerging. In remote sensing, the field of geographical
imaging is concerned with overlapping satellite images from the same region and is inter-
ested in determining, for example, a land cover (mountain, water or woods). Image fusion
in remote sensing plays a role in many essential applications, which range from detecting
climate changes to managing natural disasters and preserving the environment. A general
architecture of the process of integrating information from sensors is presented in (Torra and
Narukawa 2007). Moreover, the authors discuss the topic and highlight methods for aggre-
gating data. In sensor data fusion, data aggregation is considered as part of the data fusion
process, whose purpose is to summarize data in order to eliminate or reduce redundancy
(Chhabra and Singh 2015; Akkaya et al. 2008). In Fonseca et al. (2011), a review of fusion
techniques and methods is presented, as well as a discussion of using techniques in remote
sensing applications.

In Medicine, image fusion is increasingly being used for medical diagnostics, analysis,
and treating patients. Moreover, the use of multi-sensor and image fusion methods offers
information processing that is more robust and can reveal information that is otherwise
invisible to the human eye. In order to extract more information, medical image fusion com-
bines features of different types of images (e.g., MRI-T1 gives greater detail of anatomical
structures, whereas MRI-T2 provides a higher contrast between normal and abnormal tis-
sues) into one fused image. Medical image fusion not only helps in diagnosing diseases,
but it also reduces the storage cost by reducing storage to a single fused image instead of
multiple-source images (Wang and Ma 2008). A survey of medical image fusion can be
found in James and Dasarathy (2014).

3.2 Linked data fusion

In the Linked Data scenario, Data Integration is also an open problem which has the same
purpose, i.e., to provide a unified view of data and to simplify the creation of applications
that consume Linked Data (Michelfeit et al. 2014). This process reveals different Uniform
Resource Identifiers (URIs) that represent the same real-world entities while conflicting
values appear due to missing data, errors, or outdated values. The Data Fusion task aims to
resolve these conflicts.

In the context of Linked Data, which are represented as a Resource Description Frame-
work (RDF), real-world objects are represented as resources. A set of RDF triples describes
a resource corresponding to a “record”. Conflicts are resolved, and low-quality values are
purged, so as to obtain a clean representation of a resource (Michelfeit and Mynarz 2014).

According to Michelfeit et al. (2014), the issue of Linked Data Integration has its specific
features and challenges, which include: i) different URIs are used to represent the same
real-world entity; ii) data conflicts emerge when RDF triples which share the same subject
and predicate have inconsistent values in place of the object; iii) different schemas can be
used to describe data.

Several tools that implement Linked Data Fusion have come on to the market, e.g.,
OBResolution (Liu et al. 2017a), TruthDiscover (Liu et al. 2017b, 2019), ODCS-FusionTool
(Michelfeit et al. 2014). Liu et al. (2017a) propose OBResolution to identify a true object
from multiple conflicting objects using a Markov Random Field (Koller and Friedman
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2009) to model all pieces of evidence under a unified framework. From the same authors,
TruthDiscover (Liu et al. 2017b, 2019) is a novel system proposed to identify the truth in
Linked Data with the scale-free property. Both systems leverage the topological features of
the graph of the belief of a source to estimate the prior beliefs of sources, which are used to
tease out the trustworthiness of sources. The HiddenMarkov Random Field is used to model
interdependencies among objects in order to make accurate estimates of the trustworthy
values of objects. Figure 2 presents an overview of the TruthDiscover method.

In the ODCS-FusionTool (Michelfeit et al. 2014), Data Fusion is applied at query time.
The system has a modular architecture in which quality computation and fusion functions
are independent. It also leverages OWL to resolve schemas and identity conflicts based on
mappings. The architecture of the ODCS-FusionTool is flexible, and both new resolution
functions and quality assessment methods can be plugged in.

3.3 Knowledge fusion

When building a knowledge base, multiple knowledge extractors are used to extract values
from various data sources. These values can be conflicting and, therefore, the degree of cor-
rectness of the extracted knowledge must be determined. This problem is called Knowledge
Fusion.

The process of Knowledge Fusion consists of a succession of steps that locate and
extract knowledge from multiple, heterogeneous online sources, and transform them so that
a common representation can be applied as the basis for solving the problem.

Knowledge Fusion considers an additional dimension of errors (i.e. the errors made by
knowledge extractors). Moreover, knowledge fusion was proposed for use on theWeb, a sce-
nario rich in resources (both memory and processing) and which has higher semantic levels
of data (such as decisions) (De Oliveira Costa et al. 2018; Dong and Srivastava 2015b).

Fig. 2 Overview of the Truthdiscover method (Liu et al. 2019)
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Dong et al. (2014) defines the knowledge fusion problem and presents how existing data
fusion techniques can be adapted to solve it. Three existing Data Fusion methods were
adapted and implemented based on MapReduce. Figure 3 shows the architecture of the
system.

In De Oliveira Costa et al. (2018), the authors proposed a knowledge fusion algorithm
named Athena which should support knowledge extraction. This is needed to adapt knowl-
edge graphs for the IoT scenario. Athena applies Data Fusion techniques combined with
Bayesian Decision Theory and Reinforcement Learning to enable Knowledge Fusion.

Finally, in Preece et al. (2001), the KRAFT project (Knowledge Reuse And Fusion/
Transformation) aims to define a generic architecture for knowledge fusion to ease the
development of knowledge fusion systems. In Dong and Srivastava (2015b), a survey on
knowledge fusion is presented.

3.4 Data fusion in information retrieval

The critical point in Information Retrieval is how to rank all the documents that are retrieved.
This is the task of the ranking algorithm. There may be several differences between infor-
mation retrieval systems. These can cover a broad range of issues, such as different models
(Boolean, Vector Space, and Probabilistic models), different treatments on many other
aspects (parsing rules, phrase processing, relevance feedback techniques), documents and
queries represented in distinct ways, and so on. Thus, Data Fusion is performed in order
to combine the results from multiple information retrieval systems, and to obtain more
effective results (Wu 2012b).

According to Bleiholder and Naumann (2008), Information Retrieval Data Fusion aims
to combine the search results of different search engines into one single ranking, which
is therefore also called rank merging. Data Fusion has been used successfully in many
retrieval scenarios, such as meta-search and expert finding. Data Fusion models in Infor-
mation Retrieval are of two types: score-based and ranked-based. Many methods have been
proposed and many experiments on how to apply them in different applications scenarios
have been conducted in order to evaluate them Wu et al. (2015).

Fig. 3 Architecture of Knowledge extraction and fusion (Dong et al. 2014)
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In Lillis et al. (2006), ProbFuse, a probabilistic approach to Data Fusion, is proposed.
ProbFuse ranks documents based on the probability of their relevance to the given query.
The probability is calculated during a training phase. The input to the fusion process are
results that are produced by different information retrieval systems. For an overview of
several Data Fusion methods in information retrieval see Wu (2012b).

4 Classification of data fusionmethods

Data Fusion, as a part of structured and semi-structured data integration process, has been
extensively studied over the years. Thus, several works have classified Data Fusion methods
differently. Table 1 shows the different classifications proposed in each of them.

Initially, the Data Fusion problem has directly addressed the issue of how to integrate
data from relational databases. For this reason, in Bleiholder and Naumann (2008), existing

Table 1 Classification of Data Fusion methods proposed in the literature

Published Study Classification Proposed

Bleiholder and Naumann (2008) – Based on conflict resolution

– Based on conflict avoidance

– Based on conflict ignorance

Li et al. (2012) – Voting

– Web link-based

– IR-based

–Bayesian-based

Dong et al. (2014) – Voting

– Relation-based

– Quality-based

– Web linked-based

– IR-based

– Bayesian

– Graphical-model

Berti-Équille and Borge-Holthoefer (2015) – Agreement-based

– Maximum A Posteriori (MAP)

– Analytical

– Bayesian inference-based

Li et al. (2015b) – Iterative

– Optimization-based

– Probabilistic graphical model-based

Classification proposed in this paper – Rule-based

– Probability-based

– Optimization-based

–Machine Learning

Bold entries highlight the classification of data fusion methods proposed in this paper and used in Section 5
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Data Fusion systems were classified into three groups based on conflict-handling strategies.
The systems initially proposed, based on conflict-handling strategies, used only conflicting
data in conflict resolution, i.e. they did not consider other characteristics. Over the years,
new Data Fusion methods were proposed by addressing new features and applying new
techniques to solve the problem. The Data Fusion methods were classified in accordance
with the characteristic exploited or the technique used. Therefore, new classifications were
presented and may result in further research being conducted.

Based on existing classifications, and on our evaluation of more recent studies, we have
created a slightly different rating. We divide Data Fusion methods into four categories: Rule-
based,Machine Learning, Optimization-based, and Probability-based. The main difference

Table 2 Definitions of the classification categories of the Data Fusion methods

Categories Description

Conflict resolution Uses a variety of strategies that have different forms of implementations
to resolve conflicts

Conflict avoidance Manipulate data to avoid conflicts occurring

Conflict ignorance Manipulate data but ignores existing conflicts

Voting/Baseline When values from different sources conflict, one vote is given to each
data source. The value which received the highest number of votes is
regarded as the correct one. This is the standard strategy

Web linked Is driven by measurement web page-based links (e.g., it uses PageRanka)

Information Retrieval (IR) Measures the reliability of the source and the similarity between the
given values and actual values. Similarity measures such as
Cosine similarity, are used and widely accepted in the area of IR

Bayesian/Bayesian
inference

Uses Bayesian analysis. They rely on Bayesian modeling to calculate
the accuracy of the source and the confidence of the value

Graphical-model/Probabilistic
graphical model

Uses probabilistic graphical models to jointly obtain the reliability
of the source and the value of correctness

Copying-affected Discounts the votes for values copied from other sources from the total
of votes initially calculated

Agreement-based Counts the number of sources that agree/disagree with each data item

Maximum a posteriori
(MAP) estimate

Calculates optimal latent variables (i.e. truth and source reliability)
by means of Expectation maximization or Gibbs sampling based on
available observations

Analytical Uses matrix diagonalization in the truth discovery which is reformulated
as an optimization problem

Relation-based Also considers the relationships between sources

Iterative Uses iteration during the steps for calculating the truth and estimating
the reliability of the source until the convergence

Optimization Considers truth discovery is an optimization problem to infer the
reliability of the source and reliable information and to update truths
and reliability weights from sources, iteratively to convergence. Thus
methods based on optimization are similar to those iterative-based
methods.

Machine learning Uses a Machine Learning technique

Probability-based Uses a probabilistic technique

aAn algorithm that evaluates relevance which is used by Google to position websites in search results. For
further details, see PageRank (Brin and Page 2001)
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from prior classifications is that the categories of Rule-based and Machine learning have
been included. In the Rule-based category, we include the methods first proposed for Data
Fusion, as well as those in which the base strategy is voting. What prompted our inclusion of
a Machine Learning category was the sharp increase in the number of data fusion methods
proposed that use Machine Learning techniques. Another difference is the probabilistic-
based category which is more general because it covers studies that use probability to
perform Data Fusion, regardless of the technique used (e.g., Markov, Bayesian).

Each category that appears in the classifications presented in Table 1 is described in
Table 2. The categories that appear in more than one classification (Table 1) with different
names are all listed together in Table 2.

5 Data fusionmethods (in what form?)

In the previous section, we have summarized several classifications of Data Fusion methods
that appear in the literature. In this section, we will briefly describe several Data Fusion
methods which will be classified according to the categorization proposed in this paper.

Conflict resolution was first mentioned in the literature in the relational database inte-
gration area. It was about the problem of an attribute of the same entity that has different
values in different data sources. However, this was not given much importance at the time,
since most of the proposed techniques used strategies to avoid conflicts or merely ignored
them Bleiholder and Naumann (2008).

More recently, due to the ease of publishing and sharing data, many data sources provide
incorrect information and do not have the desired reliability. Therefore, the topic of truth
discovery has gained increasing attention. The first study to formally introduce the truth
discovery problem was (Yin et al. 2008).

Nowadays, many data fusion methods have been proposed for resolving conflicts by
discovering the truth (e.g., Zhang et al. (2018), Broelemann et al. (2017), Broelemann et al.
(2018), Li et al. (2017), Xie et al. (2017), Wang et al. (2017), Zhang et al. (2016), Fang
et al. (2017a), and Nakhaei and Ahmadi (2017)). These methods, while using different
approaches to solve the task of Data Fusion, apply the same principle: the higher the quality
of the source is, the more likely it is that it provides truth and, the more truth it gives, the
higher the quality of the source is.

In this paper, the intention is to discuss the most recent methods. However, we will
briefly cite some popular methods commonly used by researchers. The main studies on Data
Fusion, proposed over the years, are listed in Fig. 4 (represented by squares). In this figure,
the surveys on Data Fusion are represented by ellipses. Although each paper is classified by
the primary strategy used, in only one category, some papers can be related to more than one
category. The methods included in this paper were classified and are also listed in Fig. 4. In
this paper, methods that have been proposed more recently (from the year 2016 onwards)
will be discussed, none of which were included in the study in Li et al. (2015b) (the most
recent survey on Data Fusion).

We now describe and compare each data fusion method briefly in accordance with the
classification proposed in this paper. For further information about these studies, please
consult the papers we have cited.
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Fig. 4 The most important Data Fusion studies published since 2005

5.1 Rule-basedmethods

The first methods to be proposed in the literature to resolve data conflicts were rule-based
methods. Generally, these methods use the mean or median (for numerical data) or a major-
ity vote (for categorical data) to predict true values. The advantage of these approaches
is that the result is generally easier to debug and to understand. Approaches have greatly
evolved over time, and few recent papers are based on rules for discovering true values.
DTQ (Xie et al. 2017), the rule-based method proposed to find true values for multi-valued
attributes, is discussed below.

DTQ (Xie et al. 2017) This method is proposed with a goal to finding multiple true values
for multi-valued attributes. The authors introduce the concept of quality predicates in order
to differentiate true values from false ones. Quality predicates can be of three types, namely:
priority predicates, status predicates, and interaction predicates. These quality predicates
are in a simple form and can be found automatically by existing methods. An algorithm
is proposed to infer quality vectors for each tuple, based on its quality predicates. A qual-
ity vector is an n-ary vector representing the quality of a tuple, where the real number in
each dimension represents the quality of the corresponding attribute value in the tuple. True
values are found based on the voting approach. For attributes labeled as multi-valued, all
attributes with non-negative values in quality vectors are returned, and for attributes labeled
as time-sensitive, the attribute with the highest value in quality vectors is replaced.

5.2 Probability-basedmethods

Probability-based approaches use probabilistic models to jointly calculate the reliability of
the source and the correctness of the values. Several papers have been published that use
this approach, the most prominent of which are briefly presented below.

IATD (Zhang et al. 2016) Influence-Aware Truth Discovery (IATD) is an unsupervised
probabilistic method based on the Bayesian model. The authors believe that claims made
by one source may be influenced by others. To model influences between sources, IATD
introduces the concept of “claim trustworthiness”, which fuses the trustworthiness of the
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source which provides the claim, and the trustworthiness of its influencers by a parameter
ensemble. By taking the source correlations as prior knowledge for deriving influence, the
trustworthiness of a source can be estimated more accurately. The IATD model is divided
into two stages: in the first stage, the generation of the individual trustworthiness of each
source is specified as is the fusion of the influence-aware trustworthiness, given the set for
each claim. Then, the second stage seeks to generate heterogeneous claims, given the “claim
trustworthiness” of each claim. The model can handle both numerical and categorical types
of data that are modeled in a unified manner.

FTS (Zhang et al. 2018) This method proposes the use of Silent Rate, True Rate, and False
Rate to measure the quality of the source. Compared with state-of-the-art which does not
consider how the source quality is affected when the source provides null, this model makes
full use of all claims and null to improve the accuracy of truth discovery. However, for the
truth discovery task, the authors make use of the Hub Authority method (Yu et al. 2014;
Galland et al. 2010) and redesign metrics for source quality, measured by three indexes: true
rate, false rate, and silent rate. The silent rate is the differential because it uses the null data
provided by the source to measure source quality.

SmartMTD (Fang 2017; Fang et al. 2017b) The graph-based approach of multi-
valued Truth Discovery uses Markov chain models with Bayesian inference. This approach
incorporates four implications, namely: source relations, object popularity, loose mutual
exclusion and the long tail phenomenon on source coverage. An overview of the framework
is shown in Fig. 5. For source relations, modeling two-sided relations between sources is
proposed. Supportive agreement graphs are used to capture source authority features and
two-sided source precision (i.e., positive precision and negative precision), while malicious
agreement graphs are used to quantify the copying relation among sources.

Fig. 5 The framework of SmartMTD (Fang 2017)
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Object popularity is quantified by the frequency of its occurrence in the claims of
sources, i.e., objects covered by more sources are usually more popular than those cov-
ered by fewer sources. With regards to loose mutual exclusion, for a multi-valued object,
the mutual exclusion among values is not as strict as that of the single-valued object, for
many reasons. The sources may provide partial true values, omit the values they are not
sure about, or audaciously provide all potential values, even if the veracity of the values
claimed is uncertain. SmartMTD applies source confidence scores to differentiate the extent
to which a source believes its positive claims and negative claims. The balancing long-tail
phenomenon component calculates the compensation of long-tail phenomenon on source
coverage for each link in the ±supportive agreement graphs to avoid the reliability of small
sources from being over- or under- estimated.

HLCR (Nakhaei and Ahmadi 2017) High-Level Conflict Resolution is based on graph-
ical model, which performs high-level data fusion and uses relationships between objects
for inferring the truth value. In short, the approach has two main goals: to find the relation-
ship between objects and to estimate true values by using the relationship between objects.
For the former, the authors introduce the concepts of attribute identifier – elements that
describe attributes much more fully and are extracted from the attribute itself or others (i.e.,
keywords that can be extracted from the book title attribute). Two objects that have more
than the specific threshold common identifiers are potentially related. For the latter goal, an
undirected Conflict Resolution Graph (CRG) was introduced, and each node is an attribute
object pair, and attribute identifiers estimate relationship between objects.

DART (Lin and Chen 2018) The authors propose an integrated Bayesian approach to
incorporate the domain expertise of data sources and confidence scores of value sets, with
the aim of finding multiple possible truths without any supervision. They believe that source
reliability usually varies among different domains, and it is better to consider domains sep-
arately in the truth-finding model. Thus, they propose an integrated Bayesian approach
which comprehensively incorporates the domain expertise of the data source and the con-
fidence score of the value, to infer multiple possible truths of a data item. They also
investigate the mutual influence between domains, which will affect the inference of domain
expertise.

PTDCorr (Yang et al. 2018) What this paper proposes is a chain graph-based framework,
Probabilistic Truth Discovery with Object Correlations (PTDCorr), in which source relia-
bilities, the claims of sources, and object truths are modeled as random variables. Based
on PTDCorr, an incremental iPTDCorr algorithm was developed. The algorithm works
efficiently in a dynamic environment. iPTDCorr is able to incorporate time-invariant corre-
lations between different objects as well as temporal correlations for the same object and
therefore can effectively infer object truths. Thus, a temporal correlation is considered for
truth inference. The method is probability-based and takes into account source reliability
and object correlations to find the truths.

GTFC (Zheng et al. 2019) The GTFC (Gaussian Truth Finder with Source Correlations)
method is proposed in this paper. The source quality is modeled by considering accuracy
and recall. In addition to the quality of sources, the correlations between sources can also
affect the precision of the truth discovery algorithm. To measure the similarity between
sources based on the similarity of their claims, the algorithm uses the existing DHNE (Deep
Hyper-Network Embedding) model to learn the vector representation of each source, and
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Fig. 6 The scenario of DTD (Wang et al. 2017)

then it calculates the similarity between sources according to the embedding vector. So, the
duplicate data sources are removed from the process.

5.3 Optimization-basedmethods

Optimization-based approaches model the truth discovery as an optimization problem.
Source reliability and truth discovery are modeled iteratively until convergence. Some
recent papers that use the optimization-based approach are briefly discussed below.

DTD (Wang et al. 2017) A Distributed Truth Discovery (DTD) Framework is proposed
for a new scenario of truth discovery, namely distributed data. In short, the information about
the observed objects provided by different sources is usually distributed across a group
of local servers, as shown in Fig. 6. DTD entails estimating the uncertainty inferred from
the claims of each object, and consists of two components: Local truth computation which
estimates the local truths and variances of objects in each local server, and Central truth
estimation which is used to infer the final truths in the central server from the outputs from
all the local servers. An approach called UbTD (Uncertainty-based Batch Truth Discovery)
is proposed in the local truth computation step, in order to model the differences among
objects as the uncertainty values that are used for estimating the truths in local servers. The
central truth estimation step aims to infer the final truths of the objects by considering the
quality of local servers and to infer the estimated truths as well as object variances uploaded
by the local servers.

CRH (Li et al. 2016; Li et al. 2014b) The Conflict Resolution on Heterogeneous Data
(CRH) framework aims to infer the truths from multiple conflicting sources, each of which
involves a variety of data types. The truth discovery problem is modeled as an optimization
problem that can handle heterogeneous data. The proposed algorithm solves the optimiza-
tion problem by iteratively updating truths and source weights. Another version of the CRH
framework is proposed for working incrementally in a streaming data scenario.
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5.4 Machine learningmethods

Machine Learning-based approaches use machine learning techniques in the truth-finding
process. The number of studies using machine learning is growing, and some of which are
discussed below.

LTD-RBM (Broelemann et al. 2017; 2018) The proposed Latent Truth Discovery (LTD)
approach based on Restricted Boltzmann Machines (RBM) provides a practical inference
procedure based on Contrastive Divergence and Gibbs sampling. The algorithm uses RBM
for inferring the true facts and source reliabilities regarding true positive rate and false
positive rate. The reason for using RBMs for latent truth discovery is their ability to learn
hidden factors. Given that the sources must provide correct claims, the authors believe that
the main hidden factor behind the claims of all sources is the unknown truth, which they try
to discover.

GRBM (Broelemann and Kasneci 2018) This study proposes an extension of (Broele-
mann et al. 2018; 2017), and, unlike most methods, it incorporates arbitrary features to solve
the latent truth discovery problem. An extension of the LTD-RBM is proposed that makes
use of the differentiable reliability function, such as those represented by feed-forward
neural networks. The reliability function enables the reliability of similar sources to be
determined in a combined way and thus addresses the long-tail problem. This approach uses
unsupervised training of feed-forward networks, with the contrastive divergence of the RBM
on top of back-propagation in feed-forward networks, but the pre-training is conducted in a
supervised way.

ETCIBoot (Xiao et al. 2016) The Estimating Truth and Confidence Interval via the Boot-
strapping method is proposed to automatically construct confidence interval estimates as
well as to identify the truth of objects. Most truth discovery methods focus on provid-
ing a point estimator for the truth of each object, but in many real-world applications,
estimating the confidence interval of truth is more desirable. For example, two objects
A and B receive the same truth estimate, e.g., 25, but the confidence in this estimate
could differ significantly – A may receive 1000 claims around 25 while B only receives
one claim of 25 and the confidence in the truth estimate for A is much higher. An
estimated confidence interval of truth can benefit any truth discovery scenario by pro-
viding additional information in the output, with greater advantage in long-tail scenarios.
ETCIBoot consists of the following three steps: Weight Update, Truth Estimation, and Con-
fidence Interval Construction. In the first, given initialization of truths, source weights are
updated. In the Truth Estimation step, for each object, the truth estimators are obtained.
In the final step, for all objects, the estimation of confidence intervals for their truths are
obtained.

SLiMFast (Rekatsinas et al. 2017) This paper proposes a framework that expresses Data
Fusion as a statistical learning problem over discriminative probabilistic models to perform
Data Fusion. An overview of the SLIMFast is shown in Fig. 7. Its main components are
Compilation, Optimizer, and Data Fusion. There are two main tasks in a Data Fusion mod-
ule: performing statistical learning to compute the parameters of the graphical model which
are used to estimate the accuracy of data sources, and performing probabilistic inference to
predict the true values of objects. SLiMFast is the first Data Fusion approach to combine
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cross-source conflicts with domain-specific features as an additional signal to estimate the
accuracy of sources.

5.5 Comparison of data fusionmethods

We compared the methods under the various features described below. Figure 8 summarizes
the studies according to the characteristics that are compared.

– Data types - There are several different data types. The most basic definition of data
type is whether the data is continuous (quantitative) or categorical. This is used by most
Data Fusion methods. Exceptions are Yang et al. (2018) and Zheng et al. (2019) which
deal only with continuous data, while (Fang 2017; Zhang et al. 2018; Fang et al. 2017b;
Nakhaei and Ahmadi 2017; Lin and Chen 2018) deal only with categorical data, but
can be extended to encompass continuous data.

– Heterogeneity - Heterogeneous data types can be used to describe a real-world object.
It is essential that when a data fusion method is being applied, a joint Data Fusion on
all types of data is conducted simultaneously. Some approaches deal with data hetero-
geneity e.g., Zhang et al. (2016), Xie et al. (2017), Li et al. (2016), Xiao et al. (2016),
Wang et al. (2017), and Broelemann and Kasneci (2018) all deal with more than one
data type at a time.

– Multi-truths - Most Data Fusion approaches assume that each attribute of an object
has only one truth. This assumption is formally defined as a “single-truth”. However, in
the real world, many attributes may have multiple true values (i.e., multiple-truths). For
example, a person can have more than one phone number, and all of them can be true.
In Fang et al. (2017b), Fang (2017), Xie et al. (2017), Zheng et al. (2019), and Lin and
Chen (2018) the multi-truth discovery problem is discussed, and approaches to solve
the problem are proposed.

– Source quality - In truth discovery methods, estimating the quality of sources is added
as a step. This step aims to evaluate the trustworthiness of each data source accord-
ing to the correctness of the values it provides. Truth-discovery methods measure the
quality of a source by using metrics such as accuracy, exactness, freshness, reputation,
precision, and recall. All methods discussed in this paper use source quality in Data
Fusion.

– Copying between sources - Many truth discovery methods assume that data sources
are independent. However, in the real world, copying exists between data sources. There
are two types of data source: independent sources, that provide all values independently,
and copier sources, which copy part (or all) of data from other sources. Detecting copy-
ing between data sources can help in the process of discovering the truth in such a way
that a discounted vote count can be assigned to a copied value in voting. In Fang et al.

Fig. 7 An overview of SLiMFast (Rekatsinas et al. 2017)
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(2017b), Fang (2017), and Zheng et al. (2019), the copy relation among sources, and
the common false values shared by two sources are defined by a malicious agreement
and used in the truth discovery task.

– Object relationship - Studies usually assume that objects are independent of each
other. However, objects can have relationships. For example, the “department” in which
a person studies has a strong relation with the “university” of this person, or with his/her
“date of birth” and “age”. In Nakhaei and Ahmadi (2017), the authors claim that two
objects are related if they have some identifiers in common. Two objects that have more
than the specific threshold common identifiers are potentially related. So, when recog-
nizing such relations, it is possible to select a consonant value for attributes of correlated
entities.

– Object popularity - Popular objects tend to be covered by more sources, as sources
tend to publish popular information to attract more audiences. Therefore, objects cov-
ered by a large number of sources are usually more popular than those covered by fewer
sources (Fang et al. 2017b). For example, the phone number of a restaurant is more
popular and has a more significant impact than the year when it was opened because
customers need to contact the restaurant. Since the size of the potential audience is
generally more significant for popular objects, more people will be misled if a popular
object has a false value than when a less popular object has a false value. The con-
cept of object popularity appears in Fang et al. (2017b) and Fang (2017). These studies
propose using it to determine the extent of source reliability by differentiating the pop-
ularity of objects, and therefore to minimize the number of people potentially misled by
false values. Thus, sources that provide false values for popular objects can be penal-
ized more heavily and this can be done by assigning a higher negative weight to their
measurement of quality.

– Object difficulty - Commonly, objects are treated equally, and the characteristics of
each object are not considered. However, objects have different levels of difficulty.
In other words, for some objects, it is easier to find the truth than it is for others. In
Wang et al. (2017), the difficulty of objects is modeled as uncertainty and considers
two aspects: the inner factor and the outer factor. First, if the object is extremely hard
(i.e., if it is challenging to infer the real true information of the object), then the object

Fig. 8 Comparison of Data Fusion methods
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has a high uncertainty value. Second, if few sources provide claims on the object, then,
since there is insufficient data, estimating the truth becomes more difficult, and so the
object also has a high uncertainty value.

5.6 Some other studies

In this section, we discuss some studies found in the current literature that were not included
in our comparative study. These papers cannot be compared to each other or to other studies
due to one of the following reasons: i) the paper does not cite a specific Data Fusion method;
e.g. papers that propose solutions for Data Integration, where Data Fusion is part of the
process; and papers that suggest the combination of several existing Data Fusion methods
that have been published in the literature, but the method has not been classified as a new
original Data Fusion method, i.e., ensemble approaches; ii) the paper does not provide suf-
ficient information about the proposed method. Even though none of them contains detailed
information on the features of Data Fusion they use, these papers are included in this survey
as they introduce new and exciting solutions which address Data Fusion challenges.

In Li et al. (2017), the authors propose a model, namely HYBRID, which works for
multi-truth applications. HYBRID makes two decisions: it states how many truths there are
for the attribute of an entity, and what they are. On the condition that there is a sequence
of true values that have been selected previously, HYBRID computes the probability of a
value being the next truth and the probability that there is no more truth values, based on a
Bayesian model. HYBRID also works for entities with a single-truth values because it can
automatically decide on the number of truths.

An ensemble approach for Truth Discovery is proposed in Fang et al. (2016), who ana-
lyzes the feasibility of the ensemble truth discovery approach, and formally defines the
ensemble truth discovery problem. The authors propose to fully leverage the advantages
of existing methods by extracting truth from the prediction results of these existing truth
discovery methods. To implement the approach, two models are proposed: a serial and a par-
allel model. The parallel model unifies the format of truth discovery methods and combines
their outputs into existing ensemble methods. In the serial model, the output of a method is
used as if it were the input of another method for initializing prior methods. The input of
the ensemble truth discovery problem is a three-dimensional data matrix, where the third
dimension represents different truth discovery methods.

In Ahmed and Sadri (2018), incorporating the correctness (or confidence) measure of
facts besides the accuracy of sources is proposed. The authors argue that there are several
advantages to incorporating these measures, especially that of greater accuracy in the results
of Data Fusion. Another contribution of this study is that it is an approach to determine
the correctness threshold based on users’ assessment of the correct facts. In Data Fusion,
the correctness threshold is a variable that contains a probability value, since facts with
probabilities equal to or higher than this value are considered true.

A novel graph-based Data Integration Framework based on the Unified Concept Model is
proposed in Ma et al. (2017). The framework has three main components: UCM generation,
automatic instance graph transformation, and graph analysis and visualization. UCM gen-
eration consists of extracting the schemas of entities and relationships and translates them
into the Unified Concept Model (UCM), which describes a global combined schema. In
UCM, concepts are represented as nodes and relationships as edges. The automatic instance
graph transformation step aims to transform original data stored in heterogeneous sources
that can be automatically transformed into graph instance data. In this step, data cleaning,
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record linkage, and Data Fusion are performed automatically. For the graph database sys-
tem, the Neo4j1 was chosen, so that users can visually navigate through the graphs and also
query them.

6 Research challenges and future directions (what is next?)

Several studies have been conducted on Data Fusion and truth discovery. Nevertheless, there
are still many open issues to explore. In this section, we discuss some research challenges
and future directions for Data Fusion which were identified in the analysis of the papers
published and included in our survey.

6.1 Scalability

The characteristics of Big Data, such as volume, and velocity, make the Data Fusion prob-
lem even more complex. The need to access and analyze large-scale data sets efficiently is a
challenge that traditional methods of Data Fusion do not consider. Most of the solutions do
not scale up, because they usually demand human assistance, which is difficult to provide
in an efficient manner, since the problems are large scale. Thus, distributed and scalable
versions of existing algorithms are required.

In Waguih and Berti-Équille (2014), several truth-discovery algorithms were experimen-
tally evaluated by using real-world and synthetic datasets with different configurations. The
authors concluded that most algorithms have efficiency problems and are computationally
expensive to apply to large scale problems.

Examining each component of Data Fusion sequentially for billions of data items and
data sources can be prohibitively expensive. A natural thought is to parallelize the compu-
tation in a MapReduce-based framework. The complexity of truth discovery and estimating
the reliability of sources are linear to the number of data items and data sources. Therefore,
a structure based on MapReduce is useful for scaling them up Dong and Srivastava (2015a).

Some studies examine the Data Fusion scalability problem. In Dong et al. (2014), a
framework for offline data fusion based on MapReduce is proposed. It covers the discovery
of truth and the estimation of the reliability of the sources. However, the detection of copies
between data sources has a quadratic complexity since this is done for each pair of sources,
which the framework is not designed to do. Li et al. (2015a) studied the problem of how to
improve the scalability of copy detection and proposed various methods for improving the
efficiency and scalability of doing so by using structured data.

In Liu et al. (2011), the authors propose to fuse data from different sources at query
answering time, which makes the process more efficient, since this can deal with large vol-
umes of data, large amounts of sources, and high refresh frequency scenarios. They assumed
that checking the accuracy of the sources and copy detection were done offline, while truth
discovery is conducted at query answering time.

Despite these initial efforts, much research still needs to be done to solve the problem.
Making the current Fusion algorithms scalable is not an easy task because of the complex
parameter settings and the assumptions that must be taken into consideration. The issue of
scalability in Data Fusion methods is an essential and extremely promising research topic.

1Neo4j - https://neo4j.com
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6.2 Initializing parameters

Most truth discovery methods need to initialize input parameters. According to Waguih and
Berti-Équille (2014), parameter settings can dramatically impact the quality of the truth
discovery algorithms. However, many parameters, such as reliability of the source, are not
known a priori.

Currently, most proposed methods start from the default reliability for each source and
then iteratively refine this reliability while also leading to truth discovery. Therefore, the
trustworthiness computed may not be precise, and it appears that knowing precise trustwor-
thiness from the start can fix nearly half of the errors in the best fusion results (Li et al.
2012). So, can we start with some seed trustworthiness that is better than the default values
currently used to improve fusion results?

From the example of the reliability parameter of the sources, note that this parameter
initialization must be performed efficiently, with a view to obtaining quality results at the
end of the process. How to automate parameter initialization is still an open problem.

6.3 How to combine different methods and results

Many methods are proposed to solve the data fusion problem. However, no single method
outperforms the others in all scenarios, i.e., no generic solution can be applied to all sce-
narios. Many assumptions are made by the methods proposed, which greatly complicates
generalization.

Methods assume, for example, that each object attribute has only one truth value, that
the data is categorical, that the sources are independent of each other, and that the data is
sufficient to evaluate the reliability of the sources. In general, each method is applied only
to a few specific scenarios.

Can we combine several methods, where each method is chosen according to input data
parameters? Put in another way, can we combine the results of several methods? Would the
result be better? Going farther than this, could a general method be proposed that can be
configured according to different scenarios?

6.4 Object relationships

Most Data Fusion methods depend on the reliability of the data sources, which, in turn,
depends directly on the coverage (i.e., the greater the coverage, the greater the reliability).
In scenarios where most sources are unreliable (i.e., pessimistic scenarios), or in scenarios
where most sources have low coverage (i.e., long-tail phenomenon), it is ineffective to use
only source reliability. Mainly for these scenarios, exploring relationships between objects
can be useful.

Few papers explore the relationships among objects, and most assume that each object
is independent from all others. However, in real scenarios, objects can be related, such as
someone’s age and date of birth. These relationships need to be further explored in order to
aid the Data Fusion process.

In Pasternack and Roth (2010), a framework was proposed for incorporating prior knowl-
edge into any truth discovery algorithm, which expresses both general “common sense”
reasoning and specific facts already known to the user as first-order logic, and translates this
into a linear program. Thus, prior knowledge can be added as relationships between objects
or attributes.
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In Nakhaei and Ahmadi (2017), a Data Fusion method at a higher level of abstraction
(i.e., high-level fusion) is proposed, in which the relationships between objects are assessed.
The basic idea behind this paper is that the information existing in relationships between
objects can help to resolve conflicts and lead to truth discovery.

6.5 Variety

The problem of the variety of data in the Big Data era goes far beyond dealing with the
heterogeneity of continuous and categorical data. Some papers propose methods of Data
Fusion that can deal with this heterogeneity of data. However, with regards to the amount
of data available on the web, much of it is not structured, and the main and growing need is
to extract value from this data, mainly in the Big Data era. To this purpose, Data Fusion is
crucial.

Most of the proposed Data Fusion methods deal with structured data, but not with semi-
structured and unstructured data. It is extremely important to develop methods that are able
to deal with semi-structured and unstructured data. This is a big open problem that needs
much research and is far from being solved.

7 Conclusions

Data Fusion is not a new field, as we have emphasized in this paper. Over the years,
researchers have proposed solutions to the problem, mainly by addressing the fusion of
structured data. However, the vast amount of data that is being made available on the Web
has led to Data Fusion facing new challenges. Among the main challenges, the variety of
data (e.g., structured, semi-structured and unstructured), the large amount of false data and
the enormous variation in the quality of data sources can be mentioned. Several types of
research have been conducted to address these new scenarios.

In this paper, we have reviewed research studies on the state of the art of Data Fusion,
including those related to Truth Discovery. We have also discussed the application areas
of Data Fusion and have summarized objectives and research in the fields. We have pre-
sented classifications for Data Fusion methods found in the literature and have made a
detailed comparison of the methods utilized, according to their characteristics. Finally, we
have briefly summarized each method and its main features.

The process of automatic Data Fusion in heterogeneous and large-scale data is still new.
Therefore, there is still no single and complete solution for all scenarios. Many challenges
thrown down by the era of large volumes of data have been added to the traditional problem
of Data Fusion. Some open issues have been mentioned, such as the need to evaluate the
feasibility of scaling existing methods or to propose new scalable ways to handle large-scale
data efficiently.

It is hoped that this review of the literature will prove to be both a useful guide to
researchers unfamiliar with this area and as a reference for the more experienced to remind
themselves of how the various fields have developed and to update themselves on recent
contributions.
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