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Abstract The existing collaborative recommendation algorithms have poor robustness
against shilling attacks. To address this problem, in this paper we propose a robust rec-
ommendation method based on suspicious users measurement and multidimensional trust.
Firstly, we establish the relevance vector machine classifier according to the user profile
features to identify and measure the suspicious users in the user rating database. Secondly,
we mine the implicit trust relation among users based on the user-item rating data, and con-
struct a reliable multidimensional trust model by integrating the user suspicion information.
Finally, we combine the reliable multidimensional trust model, the neighbor model and
matrix factorization model to devise a robust recommendation algorithm. The experimental
results on the MovieLens dataset show that the proposed method outperforms the existing
methods in terms of both recommendation accuracy and robustness.
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1 Introduction

As an important information filtering means, the collaborative recommender systems pro-
vide an effective way to solve the problem of “information overload” on the internet, and
have been widely used in e-commerce websites (Xu et al. 2009). However, due to their
natural openness, malicious users motivated by the commercial profit can inject a large
number of fake profiles into the systems’ rating database in order to manipulate the recom-
mendation results. Such behavior has been termed shilling attacks (Gunes et al. 2014), also
called profile injection attacks (Aghili et al. 2011) or recommendation attacks (Zhang et al.
2006), and the fake user profiles injected are called attack profiles. Common shilling attack
types include random attack, average attack, AoP attack and bandwagon attack (Burke et al.
2006). According to the purposes of attacks, shilling attacks can be divided into push attacks
and nuke attacks (Hurley et al. 2007), which are used to increase and decrease the rec-
ommended frequency of target item respectively. A number of studies have indicated that
collaborative recommender systems are vulnerable to shilling attacks, and the quality of
recommendation will be harmed.

To reduce the influence of shilling attacks on the recommender systems, one way is
to perform shilling attack detection before making recommendations. However, the exist-
ing shilling attack detection methods are based on binary classification, which is prone to
filtering out the real user profiles, resulting in the decline of recommendation accuracy.
An alternative way is to construct robust recommendation algorithms, i.e., to enhance the
anti-attack ability of algorithms. In the field of recommender systems, robustness refers to
the ability of a recommender system to provide stable recommendations when its rating
database is contaminated with some portion of noisy or attack profiles (O’Mahony et al.
2004a). In this paper, we focus on developing a robust recommendation algorithm which
not only has better anti-attack ability but also has higher recommendation accuracy.

In recent years, research on the robustness of recommendation algorithms has been
conducted in the context of shilling attacks. A neighbor selection method is proposed by
O’Mahony (2004). First, the active user’s neighbors are divided into two groups by cluster-
ing according to the rating of the target item. Then, the standard deviations of the target item
are calculated respectively, and the group of users with smaller standard deviation is deemed
as the attack users. O’Mahony et al. (2004b) propose a profile utility calculation method
based on the item’s inverse popularity to adjust the similarity weight between users, and then
an intelligent neighborhood formation method is proposed to reduce the influence of attacks
on recommendation results. The trust is introduced into collaborative recommendation, and
a trust measurement method is proposed by Weng et al. (2006). Compared with the conven-
tional similarity-based recommendation algorithms, the trust-based algorithm can improve
the recommendation accuracy, coverage and robustness. O’Donovan and Smyth (2005) pro-
pose the profile-level and item-level computational models of trust, and the experimental
results show that the latter performs better than the former in recommendation accuracy.
Pitsilis and Marshall (2004) propose a trust computation method based on the uncertain
probability theory. This method analyzes the trust relation between users from the perspec-
tive of subjective logic thinking. A multidimensional credibility model based on the source
credibility theory is proposed by Kwon et al. (2009). However, it only takes into account
the heterogeneous of ratings of users and still has the vulnerability when there are shilling
attacks in recommender systems. Based on the theoretical analysis of knowledge-based
trustworthiness and deduction trustworthiness, a multidimensional trustworthiness model is
proposed by Maida et al. (2012), but it does not give the specific calculation method.
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Mobasher et al. (2006) propose two recommendation algorithms.One is based on
k-means clustering and the other is based on probabilistic latent semantic analysis
(PLSA). Compared with standard k-neighbor approach, they have better robustness.
Furthermore, the PLSA-based algorithm can achieve comparable recommendation accu-
racy. The recommendation algorithm based on association rule mining is presented by
Sandvig et al. (2007). This algorithm can get better robustness, but the robustness is
acquired at the cost of coverage. Mehta et al. (2007) propose a matrix factorization
algorithm based on M-estimator (MMF), which can resist the outliers to some extent
in comparison with PLSA and k-neighbor. But this method only works on moderate
attacks. The least trimmed squares estimator based matrix factorization (LTSMF) (Cheng
and Hurley 2010) shows better robustness and accuracy compared with MMF. LTS-
estimator trims part of the largest residuals, which may cause the loss of recommendation
accuracy.

In this paper, we propose a robust recommendation method based on suspicious users
measurement and multidimensional trust (RRM-SUMMT). The main contributions are
summarized as follows:

– According to the user profiles features, we construct the RVM-based classifier to iden-
tify and measure the suspicious users in the user rating database and get the user
suspicion degree.

– Based on the user-item rating data of the recommendation system, we mine the
implicit trust relationships between users and combine with the user suspicion degree
to construct a reliable multidimensional trust model.

– We design a robust recommendation algorithm which incorporates reliable multidimen-
sional trust model, neighbor model and matrix factorization model and demonstrate the
effectiveness of the proposed algorithm.

2 Background

In this section, we first introduce the theory of relevance vector machine. Then, we present
the theory of matrix factorization.

2.1 Relevance vector machine

Relevance vector machine (RVM) is a machine learning technique based on Bayesian
theory framework, which is proposed by Tipping in 2000. Similar to the support
vector machine (SVM), RVM also converts the nonlinear problem of low-dimensional
space into the linear problem of high-dimensional space based on the kernel function
mapping (Tipping 2001a, b). Compared with SVM, RVM has the following advan-
tages: a) the selection of kernel function is not limited by Mercer condition; b) the
parameters can be obtained without cross verification; c) it has good generalization
ability; d) there are fewer relevance vectors and the model is sparser; e) it provides
the probability of prediction which can be used to analyze the uncertainty of the
problem.

For binary classification, a training set {(xi, ti ), i = 1, 2, ..., N} is given, in which N is
the number of sample, and the corresponding objective output is ti ∈ {0, 1}, where 0 and
1 represent the category label of the two kinds of samples, respectively. The prediction
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model of RVM maps the linear combination y(x) to the interval (0, 1) by means of Sigmoid
function for the judgment of category:

σ(y) = 1/(1 + e−y) (1)

where y(x) is the output of RVM, which is the linear combination of weight vector and
nonlinear kernel function:

y(x) =
N∑

i=1

wik(x, xi ) (2)

where k(x, xi ) is a kernel function, and wi represents the weight.
Assume that the samples are independent identically distributed, and p(t |·) obeys

Bernoulli distribution, and then the likelihood function of the sample set can be expressed
as:

p(t |w) =
N∏

i=1

σ {y(xi; w)}ti [1 − σ {y(xi; w)}]1−ti (3)

If the maximum likelihood estimation method is employed in the formula (3), it is likely
to generate the problem of over-fitting. To avoid this, RVM assumes that the parameter wi

obeys the Gaussian conditional probability distribution with mean value of 0 and variance
α−1

i , therefore:

p(w|α) =
N∏

i=1

N(wi |0, α−1
i ) (4)

where, α is the hyper-parameter vector deciding the prior distribution of the weight
vector w, which controls the degree of deviation from zero mean of each weight value.

According to the Bayesian theory, if the likelihood distribution of sample set and the
prior probability distribution of the weight value are known, then the posterior probability
of the model parameter is:

p(w, α|t) = p(w|t,α)p(α|t) (5)

For the sample x∗ to be detected, the prediction distribution of the corresponding output
t∗ is:

p(t∗|t) =
∫

p(t∗|w,α)p(w|t,α)p(α|t)dwdα (6)

In the above formula (6), the weight posterior probability p(w|t,α) and marginal like-
lihood function p(α|t) can not be directly solved through integral, so we use the Laplace
method proposed by Mackay (1992) for approximation.

2.2 Matrix factorization

Matrix factorization model can reveal the hidden characteristics of users and items in ratings
data, which is denoted by user feature matrix P and item feature matrix Q. Let R̂ be the
matrix of predicted ratings, and then the matrix factorization model is defined as follows:

R̂ = QT P (7)

where P = (p1, p2, ..., pm) is the f × m(f < m) matrix, and pu is the f -dimensional
feature vector for user u, Q = (q1, q2, ..., qn) is the f × n(f < n) matrix, and qi is the
f -dimensional feature vector for item i. Let r̂u,i be the predicted rating, which is expressed
as follows:

r̂u,i = qT
i pu (8)
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Fig. 1 Framework of the robust recommendation algorithm RRM-SUMMT

In order to solve the vectors pu and qi , the least squares problem is defined as follows:

P ∗, Q∗ = arg min
∑

ru,i �=φ

(ru,i − qT
i pu)

2 + λ(
∥∥q i

∥∥2 + ∥∥pu

∥∥2
) (9)

where ru,i is the real rating, λ(
∥∥qi

∥∥2 + ∥∥pu

∥∥2
) is a regularization term which can avoid

overfitting and λ is a constant.
We use stochastic gradient descent to solve the optimization problem above, and its steps

are defined as follows:

qi ← qi + γ (pueu,i − λqi) (10)

pu ← pu + γ (qieu,i − λpu) (11)

where eu,i is the residual between real rating and predicted rating in recommender systems,
which is computed as follows:

eu,i = ru,i − r̂u,i (12)

Fig. 2 Framework of the suspicious users measurement based on RVM
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3 The proposed method

To ensure the quality of recommendation, we first use RVM-based classifier to iden-
tify and measure the suspicious users in rating database and get the user suspicion
degree. Then we mine the implicit trust relationships between users and incorporate the
user suspicion degree to construct a reliable multidimensional trust model. Finally, we
combine the trust model, neighbor model and matrix factorization to design a robust rec-
ommendation algorithm RRM-SUMMT. The framework of RRM-SUMMT is shown in
Fig. 1.

3.1 Suspicious users measurement based on RVM

In this Section, we propose a RVM-based method for the suspicious users measurement
(SUM RVM). As shown in Fig. 2, SUM RVM consists of two stages: training stage of
RVM-based classifier and measurement stage of suspicious users.

In the process of training, the training set includes genuine and attack profiles which are
marked with 0 and 1, respectively. In order to generate training set and user profile set to be
measured in feature space, we use the following features proposed by Williams (2007a, b).

– 6 generic features: WDMA, RDMA, WDA, Length Variance, DegSim and DegSim’;
– 3 Average attack model features( 3 for push): FMV, FMD, PV;
– 2 Random attack model features( 2 for push): FAC, FMD;
– 2 Bandwagon attack model features( 2 for push): FAC, FMD;

The training set is expressed as the form of feature vectors. We can employ the training
set composed by the feature vectors to train the relevance vector machine and generate
RVM-based classifier.

In the process of measurement, the user profile set to be measured is expressed as feature
vectors set. So, we can employ RVM-based classifier to get the prediction probability of
user classification (we call it user suspicion degree). The larger prediction probability is, the
larger the user suspicion degree is.

Let Susdegreeset denote the set of measurement results. The algorithm of suspicious
users measurement based on RVM (SUM RVM) is described as follows.

Algorithm 1 SUM RVM

Input: training set
user profile set to be measured

Output:
Begin
1 Generate training set and user profile set to be measured in feature space

by use of the 13 profile features mentioned above to extract features of each user
and ;

2 Generate the by using to train RVM;
3 Generate the suspicious degree of every user in by using , and

the suspicious degrees are stored in ;
4 return ;
End

u in
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3.2 Reliable multidimensional trust model

In this section, we introduce three trust attributes (i.e., rating authority, rating objectivity, and
rating similarity) and combine the user suspicion degree with them to construct a reliable
multidimensional trust model.

Definition 1 (Rating authority) The rating authority of v ∈ U , denoted as A(v), is defined
as follows:

A(v) =
∑

i∈Iv
T rust item(v, i)

|Iv| × (1 − sus degree(v)) (13)

T rust item(v, i) =
∑

c∈Ui
Correctv(c, i)

|Ui | (14)

Correctv(c, i) =
{

1 , |pc,i − rc,i | < ε

0 , others
(15)

where pc,i represents the prediction rating of user c on item i under the condition of the
user v is as the sole recommendation user of user c ; rc,i represents the real rating of user c

on item i ; Iv is the set of items rated by user v ; for item i ∈ Iv , the set of users who rate
on item i is expressed as Ui = {c|c �= v, c ∈ U, rc,i �= 0} ;sus degree(v) represents the
suspicion degree of user v; ε = 1.8 (O’Donovan and Smyth 2005).

Definition 2 (Rating objectivity) The rating objectivity of user v ∈ U , denoted as O(v), is
defined as follows:

O(v) =
(

1 −
∑

i∈Iv
|rv,i − r̄i |
|Iv|

)
× (1 − sus degree(v)) (16)

where, r̄i is the average rating of item i ; Iv is the set of items rated by user v ; sus degree(v)

represents the suspicion degree of user v.

Definition 3 (Rating similarity.) For user u ∈ U and v ∈ U , the rating similarity between
user u and user v, denoted as S(u, v), is defined as follows:

S(u, v) =
∑

i∈I (u,v) (ru,i − r̄u)(rv,i − r̄v)√∑
i∈I (u,v) (ru,i − r̄u)

2
√∑

i∈I (u,v) (rv,i − r̄v)
2

× (1 − sus degree(v)) (17)

Where, r̄u and r̄v are the average ratings of user u and user v respectively; I (u, v) is the set
of items co-rated by user u and user v; sus degree(v) represents the suspicion degree of
user v.

Based on the above definitions, we propose the computing method of reliable multidi-
mensional trust model, which is regarded as the sum of the trust attribute and its importance
weight, the trust value of user u for user v is shown in the following equation:

T rustu,v = wAA(v) + wOO(v) + wSS(u, v) (18)

where, wA, wO and wS represent the importance weight of rating authority, rating objec-
tivity and rating similarity, respectively. We use analytic hierarchy process to compute the
importance weight of each trust attribute.
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Analytic hierarchy process (AHP) (Dyer 1992) is a hierarchy weight decision-making
analysis method proposed by American operational research expert T. L. Saaty. AHP can
mathematize the thinking process of decision-making with less quantitative information,
thus providing a simple decision-making method for the multi-objective and multi-criteria
complicated decision-making problem.

The main steps are as follows:

Step 1: We implement three recommendation strategies based on the above trust
attributes (i.e., rating authority, rating objectivity, rating similarity). For each
of the recommendation strategies, we calculate its recommendation accuracy,
coverage and prediction shift, respectively.

Step 2: Take the recommendation accuracy, coverage and prediction shift as the assess-
ment criteria of the importance of trust attributes and construct the hierarchy
model.

Step 3: Compare the recommendation accuracy, coverage and prediction shift of three
recommendation strategies respectively and use “1-9 scale method” to construct
the pairwise comparison matrices.

Step 4: If the pairwise comparison matrices satisfy the consistency verification, we com-
pute the weight vectors of pairwise comparison matrices using geometric mean
method. Then we get the weight vectors of the trust attributes aiming at the above
assessment criteria.

Step 5: Aiming at the trust attributes, we compute the combination of weight vectors
and get the importance weight w = [w1 w2 w3]T , where w1, w2 and w3 denote
the importance weight of rating authority, rating objectivity and rating similarity,
respectively.

Based on the above multidimensional trust model, we can calculate the degree of trust
between users. The algorithm of user trust computation (UTC) is described as follows:

Algorithm 2 UTC

Input: user-item rating matrix
the set of suspicion degree

Output: the trust of user for user
Begin
1 Get the suspicion degree of user from ;
2 Compute the rating authority of user using formula (13);
3 Compute the rating objectivity of user using formula (16);
4 Compute the rating similarity between user and user using formula (17);
5 ;
6 return ;
End

Algorithm 2 mainly includes two parts: the first part, from lines 1 to 4, is to get the
suspicion degree of user v and compute user v’ s rating authority, rating objectivity and
rating similarity. The second part, from lines 5 to 6, is to compute the trust of user u to user
v and return the trust value.
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3.3 Robust recommendation algorithm

By combining the multidimensional trust model, matrix factorization model and neighbor
model, we propose a robust recommendation algorithm based on suspicious users measure-
ment and multidimensional trust (RRM-SUMMT). The formula of prediction rating can be
written as

r̂u,i = μ + bu + bi + qT
i pu + |R(u)|− 1

2
∑

v∈R(u)

(rv,i − r̄v)T rustu,v (19)

where, μ refers to the average value of all ratings in rating database; bu and bi indicate the
observed deviations of user u and item i, respectively, from the average; R(u) is the set of
similar users for the target user u, rv,i is the rating of user v to item i, r̄v is the average rating
of user v, T rustu,v is the trust of user u to user v.

bu = 1

|Iu|
∑

i∈Iu

(ru,i − μ) (20)

bi = 1

|Ui |
∑

u∈Ui

(ru,i − bu − μ) (21)

where, Iu is the set of items rated by the user u; Ui is the set of users who rate on item i.
Formula (19) can be solved by stochastic gradient descent, and the iterative formulae are

as follows:

qi ← qi + γ (eu,ipu − λqi) (22)

pu ← pu + γ (eu,iqi − λpu) (23)

bu ← bu + γ (eu,i − λbu) (24)

bi ← bi + γ (eu,i − λbi) (25)

The core idea of RRM-SUMMT is summarized as follows:
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Algorithm 3 RRM-SUMMT

Input: user-item rating matrix
Output: the predicted rating for target user on target item
Begin
1 Initialize feature matrix ;
2 for each item do
3 for each user do
4 compute ;
5 compute ;
6 end for
7 end for
8 repeat
9 for each user do

10 for each item do
11 if 0 then
12 ;

13 ;

14 ;
15 for =1 to do
16 ;
17 ;
18 end for
19 ;
20 ;
21 end if
22 end for
23 end for
24 until no longer changes
25 compute the predicted rating using Formula (19);
26 return ;
End

Algorithm 3 mainly includes three parts: the first part, from lines 1 to 7, is to initialize
user feature matrix and item feature matrix and calculate the bu and bi . The second part,
from lines 8 to 24, is to complete model training process and obtain the optimal user fea-
ture matrix and item feature matrix. The third part, from lines 25 to 26, is to compute the
predicted rating r̂t,j for user t on item j .

4 Experimental evaluations

4.1 Dataset

We use the MovieLens 100K dataset as the experimental data Miller et al. (2003). This
dataset consists of 100,000 ratings on 1682 movies by 943 users. All ratings are integer
values between 1 and 5, where 1 is the lowest (disliked) and 5 is the highest (most liked).
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Fig. 3 Comparison of PS for five algorithms with random attack

For the number of items which one user has rated in the dataset, the minimum is 20. The
dataset is divided randomly in a ratio 80:20 into training and test sets.

4.2 Evaluation metrics

We use mean absolute error (MAE) and prediction shift (PS) to evaluate the performance of
RRM-SUMMT.

MAE is commonly used in recommender systems as the measurement of accuracy, and
it is defined as follows (Kantor et al. 2011):

MAE =

n∑
j=1

∣∣ru,i − r̂u,i

∣∣

N
(26)

Fig. 4 Comparison of PS for five algorithms with average attack
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Fig. 5 Comparison of PS for five algorithms with bandwagon attack

where ru,i is the real rating of user u on item i, r̂u,i is the predicted rating of user u on item
i, N is the total number of prediction.

PS is commonly used in recommender systems as the measurement of robustness, and it
is computed as follows (Kantor et al. 2011):

PS =
∑
u∈U

∣∣∣r̂ ′
u,i − r̂u,i

∣∣∣

N
(27)

where r̂u,i and r̂ ′
u,i are the predicted ratings of user u on item i before and after the target

item i is attacked respectively, N is the total number of prediction.

Fig. 6 Comparison of PS for five algorithms with AoP attack
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4.3 Experimental results and analysis

To evaluate the performance of algorithm, we compare the performance of RRM-SUMMT
with the following methods.

(1) MMF: Matrix factorization algorithm based on M-estimator proposed by Mehta et al.
(2007).

(2) LTSMF: Matrix factorization algorithm based on least trimmed square estimator
proposed by Cheng and Hurley (2010).

(3) CF: User-based collaborative filter recommendation algorithm.
(4) WItem: Recommendation algorithm based on trust proposed by O’Donovan and

Smyth (2005).

To evaluate the robustness of algorithm, average attack, random attack, bandwagon attack
and AoP attack are respectively injected into the training set. The attack size is 1 %, 2 %,
4 %, 6 %, 8 % and 10 %. The filler size is 3 % and 5 %. The results of experimental data
comparison for the five algorithms are shown in Tables 1, 2, 3 and 4 and Figs. 3, 4, 5 and 6.

From Tables 1 to 4, we can see that under the same attack size and filler size, MAE
value of RRM-SUMMT is best. Take MAE value under random attack with the filler size
of 5 % for an example. Compared with MMF, LTSMF, CF and WItem, MAE values of
RRM-SUMMT reduce 1.3 %, 1.2 %, 2.9 % and 2.3 %, respectively. On the whole, MAE
values of MMF and LTSMF are between 0.7457 and 0.7516; MAE values of WItem and
CF are between 0.7551 and 0.7633; MAE value of RRM-SUMMT is between 0.7377 and
0.7422. Since lower MAE value means better recommendation accuracy, the recommenda-
tion accuracy of RRM-SUMMT is superior to MMF, LTSMF, CF and WItem. It thus can be
seen that the combination of the neighbor model with matrix factorization can improve the
recommendation accuracy of algorithm.

From Figs. 3 to 6, it can be seen that under the four attack types mentioned in this paper,
when the filler size is the same, the PS values of the five algorithms rise with the increase of
attack size. Thus, the anti-attack ability of the algorithms gradually drops with the increase
of the attack users. Under the condition of the same filler size and the same attack size,
compared with MMF, LTSMF, CF and WItem, the PS value of RRM-SUMMT is obviously
small. Take PS value of random attack with 3 % filler size for example. Compared with
MMF, LTSMF, CF and WItem, PS values of RRM-SUMMT reduce 22.4 %, 17.4 %, 36.2
% and 18.3 %, respectively.

Under the four attack situations, the PS values of CF and WItem increase obviously;
the PS values of MMF and LTSMF increase obviously along with the attack size increases
under Aop attack. However, the PS values of RRM-SUMMT are not change obviously under
the four attack situations. Lower PS value means better robustness. Thus, RRM-SUMMT
has strong anti-attack ability, i.e. good robustness. The reason is that the RRM-SUMMT
is incorporated with multidimensional trust model. Therefore, the neighbors reliability of
target user is improved greatly so as to reduce the influence of attack profiles on the
recommendation results. So, the robustness of RRM-SUMMT is improved.

5 Conclusions and future work

Improving the robustness of algorithm is an effective approach to increase the recommender
systems’ anti-attack ability. In this paper, we propose a robust recommendation algorithm
based on the suspicious user measurement and multidimensional trust. First, in order to
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measure the possibility of user as attacker, we propose a RVM-based suspicious user mea-
surement method. Then, we mine the user trust attributes from user rating authority, rating
objectivity and rating similarity, and the suspicion degree is incorporated as the weight fac-
tor of attributes. We propose a reliable multidimensional trust model to measure the user’s
reliability. We combine the multidimensional trust model, matrix factorization model and
neighbor model. The experiment demonstrates that the proposed algorithm does not only
increase the robustness, but also improves the accuracy.

Future work can be carried out from the following two aspects. On the one hand, we
will focus on improving the reliable multidimensional trust model proposed in this paper.
In particular, we will propose more effective features to characterize the attack profiles, and
use ensemble method to detect shilling attacks in order to further improve the performance
of classification. On the other hand, we will introduce the items’ attribute information to
address the data sparsity issue in order to further improve the recommendation accuracy.
Particularly, we will explore more effective method to complete the missing values of user
rating matrix.
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