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Abstract
With the development of semiconductor technology, the shrinking of feature size in integrated circuits has made them more 
sensitive to multiple-node-upsets (MNUs). Researchers have proposed various circuit-hardened methods, such as hardened 
latches, to address this issue. Currently, the reliability verification of latches relies on complex EDA tools, such as HSPICE, 
Cadence Virtuoso, and other tools for error injection. Therefore, this article proposes a high-performance quadruple-node-
upset (QNU) tolerant latch design, called the HQNUT latch, based on 32 nm CMOS technology. Additionally, an algorithm-
based latch verification process is proposed to enhance the efficiency and reliability of latch verification. This approach 
enables a fast and accurate assessment of the latch’s fault-tolerant capability. Due to clock gating technology and high-speed 
path technology, HQNUT’s power consumption and delay are reduced. Simulation results show that the proposed algorithm 
can certify the soft-error-tolerability of hardened Latches. Compared with existing QNU-tolerable hardened latches, the 
proposed latch reduced power consumption, area, delay, and power-delay product (PDP) by about 36.9%, 5.6%, 19.8%, and 
46.4%, respectively.

Keywords  Latch design · Algorithm-based verification · Fault tolerance · Multiple-node-upset

1  Introduction

Since semiconductor technology entered the nano-meter era, 
the size of transistors has significantly reduced, resulting in a 
notable decrease in the critical charge of circuit nodes. Inte-
grated Circuits (ICs) are increasingly prone to soft errors. 
These soft errors primarily results from single-event effects 
(SEEs) [10] occurring within ICs situated in radiation envi-
ronments. However, these errors do not induce lasting dam-
age to the circuitry; they temporally modify a fraction of 
the logical values stored within the circuit. Hence, they are 
termed “soft errors” [14].

Radiation environments often contain an abundance of 
high-energy particles, including protons and α particles. 
While these particles strike the sensitive area of a circuit 
in such an environment, electron–hole pairs are produced 
along the trajectory. [3]. The drain of transistors collects 
these charges due to the combined effects of the electric 
field and the PN junction characteristics, and when the 
charge is over the critical charge, the circuit's logic state 
may change, leading to a single-node-upset (SNU). The 
size of transistors has significantly reduced nowadays, 
which increases the probability of radiation particles’ 

Responsible Editor: F. Vargas

 *	 Huaguo Liang 
	 huagulg@hfut.edu.cn

	 Hui Xu 
	 xuhui@aust.edu.cn

	 Xuewei Qin 
	 qinxuewei1@foxmail.com

	 Ruijun Ma 
	 ruijun_ma@foxmail.com

	 Chaoming Liu 
	 lchaoming@foxmail.com

	 Shuo Zhu 
	 2021201167@aust.edu.cn

	 Jun Wang 
	 junwangwy@163.com

1	 School of Computer Science and Engineering, Anhui 
University of Science and Technology, Huainan 232001, 
China

2	 School of Microelectronics, Hefei University of Technology, 
Hefei 230601, China

http://crossmark.crossref.org/dialog/?doi=10.1007/s10836-024-06105-x&domain=pdf


46	 Journal of Electronic Testing (2024) 40:45–60

impact-induced charges being collected by multiple sen-
sitive nodes, affecting two, three, or even four close nodes, 
resulting in double-node-upset (DNU), triple-node-upset 
(TNU), or quadruple-node-upset (QNU) [1]. The latch is 
the most commonly used sequential structure in integrated 
circuits. Hardening the latch to tolerate these soft errors 
has become a pressing issue.

According to reference [20], precisely calculating the 
probability of QNU occurrence is a highly challenging task 
because QNU is affected by six or more parameters. There-
fore, to ensure the latch’s reliability, we introduce QNU-
tolerant design requirements. Due to charge sharing, in 
harsh radiation environments, QNU can be induced by the 
impact of one high-energy particle. If advanced circuits are 
manufactured with ultra-small technology such as 7 nm, the 
spacing of transistors and nodes will be even smaller, greatly 
increasing the probability of QNU occurrence [21].

Currently, researchers verify the multi-node tolerance of 
the latch by using EDA tools with fault injection testing. 
This method is effective for structures with fewer nodes. 
However, the workload increases significantly when the 
structure has more nodes and multiple nodes can be flipped. 
For example, for a latch with 16 nodes, verifying its QNU 
tolerance would require C4

16
=1820 experiments. Therefore, 

most researchers validate the latch’s tolerance capability 
by testing representative node combinations. However, this 
approach can easily lead to omissions, and transistor has 
higher driving strength ( WNMOS = � and WPMOS = 2� ), there-
fore if both PMOS and NMOS transistors are ON, the output 
is “0”. If both PMOS and researchers cannot guarantee that 
all possible scenarios resulting in latch errors are considered. 
In summary, verifying the multi-node tolerance capability 
of a latch with a large number of nodes is a difficult and 
error-prone task. In the past, a verification algorithm [21] 
was proposed, but it could only perform self-recovery veri-
fication and was only applicable to latches that used Muller 
C-Elements (MCEs) and inverters.

To address the issues above, this article proposes a highly 
reliable latch design that can maintain correct output even 
in the presence of QNU. This design ensures that electronic 
devices can work normally in radiation and high-frequency 
environments. Additionally, this article has proposed a 
new algorithm to assess the fault-tolerance performance 
of latches. Through testing, this algorithm verifies that our 
proposed latch can produce correct output results in the 
presence of any QNU. This algorithm provides a robust 
evaluation of the latch’s fault tolerance, ensuring its reli-
ability under various error conditions. Moreover, compared 
to previous algorithms[21], this algorithm can perform both 
tolerance and self-recovery verification. It can be applied to 
latches that use input-split inverters, dual interlocked storage 
cells (DICE), or other structures that truth tables can charac-
terize, and it is not limited to MCE-based latches.

The rest of the paper is organized as follows. Section 2 
shows the previous radiation-hardened component and latch 
designs. Section 3 outlines the proposed latch design and 
presents the introduced latch tolerance verification algo-
rithm. Section 4 presents fault tolerance validation, experi-
mental evaluation, and performance comparison with other 
latch designs having similar functionality. Finally, Sec-
tion 5 summarizes the entire paper.

2 � Previous Work

2.1 � Existing Component

Figure 1 illustrates commonly used reinforcement structures 
in latch designs. Figure 1(a) shows a dual-input inverter, 
which functions similarly to an inverter but has two inputs. 
The gate of the PMOS transistor is connected to In1, while 
the gate of the NMOS transistor is connected to In2. When 
In1 and In2 have the same logical value, it works like a 
standard inverter, producing an output complementary to 
In1 and In2 [4]. The NMOS.

NMOS transistors are OFF, the output retains its previ-
ous logic state. This design provides SNU tolerance ability. 
Figure 1(b) and (c) show the schematic of the CEs [11]. They 
will output the logical value opposite to the input when all 
inputs are the same. If one of the inputs changes, they will 
keep the same outputs. So they have complete SNU tolerance 
ability. Figure 1(d) shows the inverter. Figure 1(e) shows the 
schematic of the Modified two-input CE [7]. When In1 is 1, 
and In2 is 0, the pull-up network is OFF while the pull-down 
network is ON, its output value is 0. When In1 is 0 and In2 is 
1, the pull-up network is ON, and the pull-down network is 
OFF, its output value is 1. In other cases, the output doesn’t 
change. This structure has complete SNU tolerance ability 
and will be used in the latch design proposed in this paper.

2.2 � Existing Solutions

(a)	 SHLR latch

Figure 2(a) shows an SNU self-recoverable latch named 
SHLR [8]. It contains three input-split inverters and two 
two-input CEs. When an error occurs in any of N1, N2, or 
N3, the CEs intercepts the error to ensure the correctness of 
both Q and Qa. If an error affects Q or Qa, the three input-
split inverters filter out the error, ensuring the correctness of 
the other nodes. This achieves SNU self-recovery. However, 
the input-split inverters have higher power consumption, and 
SHLR cannot tolerate DNU.

(b)	 NTHLTCH latch



47Journal of Electronic Testing (2024) 40:45–60	

Figure 2(b) shows the structure of the NTHLTCH [9] latch. 
It consists of a 3 × 3 array of nine dual-input CEs and three 
inverters. Each CE is capable of blocking an error in one of its 
inputs. When an error occurs in a column of the array, it will be 
filtered out at the next stage and subsequently restored by other 
correct nodes. It can tolerate up to two node errors but cannot 
tolerate TNU. The area overhead is too large.

(c)	 DNURL latch

The schematic of the DNURL latch [17] is shown in 
Fig. 2(c). It contains three SNU self-recovering units. Each 
single-node self-recovering unit includes two CEs and three 
two-input inverters. Its three CEs are interconnected through 
feedback to maintain the correctness of nodes’ logic values. 
When one of the nodes experiences an error, it ensures that the 
values of other nodes are not affected, and the correct nodes 

can recover the erroneous node. Connecting three such mod-
ules, it can tolerate errors in any two nodes in one module or 
in any two nodes across different modules. In other words, it 
achieves DNU tolerance but cannot handle TNU.

(d)	 LCTNUT latch

Figure 2(d) shows the schematic of the LCTNUT latch [19]. 
It consists of two modules: the storage module (SM) on the left 
and the error interception module on the right. The storage mod-
ule comprises eight input-split inverters that form a loop among 
themselves to store internal data. The error interception mod-
ule filters out errors that may occur in the storage module. This 
configuration ensures that the values of the output nodes do not 
change, thereby achieving TNU tolerance. Nonetheless, as a 
result of the extensive use of input-split inverters, there is a higher 
power consumption caused by current internal competition.

Fig. 1   Schematics, Truth Tables 
and element type of a input-
split inverter, b two-input CE, 
c three-input CE, d inverter., 
e Modified two-input CE

Transistor-level 

Schematic
Truth Table

Gate-level 

Schematic
Component Type

(a)

In1 In2 out

1 1 0

0 0 1

1 0 Z

0 1 0

0

(b)

In1 In2 out

1 1 0

0 0 1

other Z

1

(c)

In1 In2 In3 out

1 1 1 0

0 0 0 1

other Z

2

(d)

In out

1 0

0 1

3

(e)

In1 In2 out

1 0 0

0 1 1

other Z

4
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(e)	 LCTNURL latch

Figure 2(e) displays the structure of LCTNURL [12], 
which consists of a circular structure formed by connecting 
12 three-input CEs in a chain to store data. This configura-
tion enables tolerance to any TNU. Since only CEs are used 
internally, it results in lower power consumption and delay. 
However, the tradeoff is that it incurs a larger area overhead 
due to the increased number of components.

(f)	 TNURL latch

Figure 2(f) shows the structure of the TNURL [18] latch. 
Its main structure consists of seven error interception mod-
ules, each comprising one two-input CE and two three-
input CEs. These seven modules are interconnected to store 
internal data, and the TNURL latch can restore from errors 
occurring in three or fewer nodes. It shares similar advan-
tages and disadvantages with the LCTNURL latch, as it uses 

only MCE and exhibits lower power consumption and delay. 
However, it incurs a larger area overhead. Furthermore, it 
can only tolerate TNU. When encountering QNU or more 
severe disruptions, the latch may be unable to recover from 
the resulting data errors.

(g)	 QNUTL-CG latch

Figure 2(g) demonstrates the QNUTL-CG latch [20]. It 
consists of two modules: a storage module and an error inter-
ception module. The storage module consists of three DICE 
cells. The error filtering module is a three-stage filtering 
structure comprising six two-input CEs. When errors occur 
in the DICE cells, the error filtering module intercepts the 
errors and ensures the correctness of the output nodes. Thus, 
the QNUTL-CG latch achieves complete tolerance to QNU. 
However, due to the DICE cells’ internal structure, there 
is a significant current crowding phenomenon, leading to 
increased power consumption and delay.

Fig. 2   Schematics of existing hardened latches. a SHLR [8]. b NTHLTCH [9]. c DNURL [17]. d LCTNUT [19]. e LCTNURL [12]. f TNURL 
[18]. g QNUTL-CG [20]
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3 � Proposed Solutions

3.1 � Proposed MNU Tolerant Latch

Figure 3 shows the proposed latch structure. In the figure, D is 
the input, Q is the output, CLK is the system clock signal, and 
CLKB is the negative signal. TG1-TG7 are seven transmission 
gates, and n1-n15 and Q are internal data nodes. We proposed 
an Self-Recovery (SF) module composed of two modified 
C-elements and one regular C-element, capable of achieving 
Self-Recovery Under SNU. SF1-SF3 are used to store data. 
C1-C6 are two-input CEs, where n1, n2, n4, n5, n7, and n8 
serve as inputs to C1, C2, and C3. Meanwhile, n3, n6, and n9 
are used to maintain the correctness of the internal data within 
the SFs module. In addition, a clock-gating (CG) inverter after 
C6 is used in the circuit to reduce overhead.

When CLK = 1 and NCK = 0, the HQNUT works in trans-
parent mode, and D transmits data to nodes so that n1, n2, 
n4, n5, n7, n8, n15 and Q can be pre-charged by D. Obvi-
ously, n1 and n2 can determine n3 through SF1. Similarly, n6 
and n9 can be determined through SF2 and SF3, respectively. 
Therefore, the values of n1, n2, n4, n5, n7, and n8 are all the 
same. Ensure to reduce power consumption and transmission 
delay, the clock-gating (CG) technique be used on the inverter 
to decrease current competition on node Q. Therefore, the 
HQNUT can normally work, and Q are driven by D.

When CLK = 0 and NCK = 1, the HQNUT works in hold 
mode, and all TGs are OFF. Therefore, Q is driven only by n15 

rather than by D. At this point, the three nodes inside each SF 
transfer values to each other's inputs, forming a stable cyclic 
structure, storing the internal value, and outputting it through Q.

3.2 � Proposed Algorithm‑based Verification 
Methodology

This article introduces a novel validation algorithm to verify 
the MNU tolerance of the HQNUT (see Alg. 1). This algo-
rithmhas four inputs: the matrix representation of the latch 
structure; the initial states and component types; the list of 
all nodes in the latch; and the count of flipped nodes. The 
false_list in the algorithm is used to store all error nodes.

Algorithm 1:    MNU Tolerant Verification of Latches

To begin with, we will model the latch and convert it into 
an adjacency matrix representing the latch interconnections 

Fig. 3   Proposed HQNUT latch design
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and a two-dimensional array representing the states and 
component types. Because the algorithm requires the cal-
culation of outputs based on different components, we need 
to define the working principles of various components in 
advance and determine the output result based on the truth 
table and input values.

Let us consider the SHLR [8] latch as an example latch. 
Figure 4(a) shows the SHLR latch, which contains two 
two-input CEs and three input-split inverters. Figure 4(b) 
represents the modeling matrix for the SHLR latch. It has 5 
rows and 5 columns, corresponding to the 5 components in 
the latch. The values in the matrix represent the input–out-
put relationships of the components. “1” or “2” indicates 
a connection, while “0” indicates a disconnection. For 
example, in the fourth column of the matrix, there are 
two “1” values in the first and second rows, with the other 

values being “0”. This indicates that the component with 
Q as the output has input n1 and input n2. It is important 
to note that the order of inputs for certain components can 
affect the output. Therefore, we must distinguish between 
inputs 1 and 2 or other inputs using different numbers in 
the matrix to represent the input order. For instance, in 
the first column, the values in the fourth and fifth rows 
are “1” and “2”, respectively, with the other values being 
“0”. This represents that the component with n1 as the 
output has inputs Q and Qa, where Q corresponds to input 
1 and Qa to input 2. In Fig. 4(c), the two-dimensional data 
represents the initial state of the latch and the component 
type. For example, the two values in the first column are 
“0” and “0”, indicating that the initial logic value of the n1 
node is 0, and the component corresponding to the output 
n1 can be identified as an input-split inverter based on the 
Component Types of Fig. 1.

PMOS transistors may induce a 0- > 1 error in a node, 
while NMOS transistors may cause a 1- > 0 error [13]. When 
high-energy particles strike sensitive latch nodes, electrons 
and holes appear in pairs along their trajectory. Under the 
influence of an electric field, PMOS transistors push holes 
toward the drain, and NMOS transistors push electrons 
toward the drain [3]. Depending on the amount of charge 
collected, the drain voltages of PMOS and NMOS transis-
tors may vary, resulting in different node error modes. A 
single impact of high-energy particles may cause one node 
to undergo a 0- > 1 error while causing another to undergo 
a 1- > 0 error. Therefore, it is necessary to consider all sce-
narios when conducting fault-tolerance tests.

To simulate all possible MNU scenarios, we can select 
all possible node combinations from all the nodes. Different 
latches have different combinations for MNU detection. Tak-
ing SHLR as an example, it has 5 nodes. There are C1

5
 =5 pos-

sible scenarios for SNU detection (n1, n2, n3, Q, Qa), requir-
ing 5 tests. There are C2

5
=10 possible scenarios for DNU 

detection (< n1, n2 > , < n1, n3 > , < n1, n4 > ,……, < n3, 
Qa > , < Q, Qa >), requiring 10 tests. For HQNUT, which 
has 16 nodes, if we perform QNU error detection, there will 
be C4

16
=1820 error combinations (< n1, n2, n3, n4 > , < n1, 

n2, n3, n5 > , < n1, n2, n3, n5 > ,……, < n13, n14, n15, Q >), 
requiring 1820 tests.. We create a list called Test_lists to 
store these node combinations. We select a node combina-
tion from the list each time and execute the algorithm to 
simulate errors occurring in the latch. We then check the 
changes in the output nodes. If any combination results in an 
output node error, the latch cannot achieve QNU tolerance.

Figure 5 presents the flowchart of the algorithm, and two 
stages divide into each node detection. In the first stage, 
we simulate the error propagation process. We create a list 
called false_list to store all the error nodes. Then, we execute 
the code from lines 10 to 17 to detect all the nodes not in 
the false_list.

Fig. 4   a SHLR latch. b Modeled matrix of SHLR latch. (Adjacency_
Matrix) c the two-dimensional array of the initial states and the com-
ponents types of SHLR latch. ( State_Array)
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We calculate the value of this node based on the node’s 
corresponding component type and the values of its input 
nodes. If a flip occurs, we add this node to the false_list 
until the false_list is no longer updated, which indicates that 
the error propagation has ended. Then, we enter the second 
phase, which is the recovery phase. We check all the nodes 
in the false_list and calculate their values based on the cor-
responding component type and input node values. If a node 
experiences a flip again (i.e., it is recovered), we remove it 
from the false_list. We repeat this process until the false_list 
no longer updates, indicating that all the recoverable nodes 
have been restored. In this way, we obtain the final list of 
node states. We check the state of the output node. When it 
changes, it indicates that the latch does not have the MNU 
tolerate ability, and we terminate the algorithm. When there 
is no change, we check the next error node combination to 
simulate other MNU scenarios. When there are no changes 
in the output final node state for all the node states, the latch 
can tolerate all possible MNU cases. Let us discuss the algo-
rithm using an example with our proposed latch. Figure 6(a) 
shows the proposed HQNUT latch’s modeling matrix. And 
in Fig. 6(b), the two-dimensional array represents the initial 
state of the latch and the types of components. Suppose the 
node list < n1, n8, n11, n12 > suffers from a QNU. At this 
point, the false_list contains four nodes: n1, n8, n11, and 
n12, the false_list is < n1, n8, n11, n12 > . The first values 
in columns 1, 8, 11, and 12 of the State_Array are flipped.

As shown in Fig. 7(b), first, we enter the error propa-
gation stage, where we need to check all nodes not in the 
false_list. Taking node n10 as an example, according to the 
Adjacency_Matrix, we know that node n10 corresponds to 
the inputs n1 and n8. Referring to the State_Array, n10 as 
the output element type is 1, and the value of n1 and n8 is 1. 
According to the truth table of the component corresponding 
to the type 1 in Fig. 1, we can determine that the final output 
of n10 is 0, which is different from its previous value. There-
fore, we flip the value of n10 and add it to the false_list. We 
also update the value of n10 in the State_Array to 0. Next, 
we move on to the next node not in the false_list, and repeat 
the above steps until the false_list no longer changes. The 
final states of State_Array are shown in Fig. 7(c). And the 
false_list is < n1, n8, n11, n12, n13, n14, n15, Q > .

Next, we move on to the recovery stage and only check 
the nodes in the false_list. Taking n1 as an example, accord-
ing to the Adjacency_Matrix, we know that n1 corresponds 
to the input nodes n2 and n3. Referring to the State_Array, 
n1 as the output element type is 4, and the values of n2 and 
n3 are 1 and 0, respectively. Based on the truth table of the 
component relativing to type 4 in Fig. 1, we determine that 
the final output of n1 is 0,which differs from the value in 
State_Array. Therefore, n1 has been recovered and can be 
removed from the false_list. Additionally, the value of n1 in Fig. 5   The flowchart of the proposed algorithm
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State_Array is updated to 1. We then check the next node in 
the false_list and repeat the above steps until the false_list 
no longer changes. The final state of State_Array is shown 
in Fig. 7(d). The false_list is null. We check the value of Q 
in State_Array and find that it is the same as the initial value. 
This indicates that the latch can tolerate the QNU of < n1, 
n8, n11, n12 > . Then, we check the next set of QNU and 
find that none of the QNU node combinations can affect 
the value of Q. Therefore, the latch can tolerate any QNU.

Here, a counterexample is presented. Let's consider the 
case where < n1, n2, n8, n11, n12 > suffers from errors.
After the error propagation phase, the state of State_Array 
is shown in Fig. 8(c). After the recovery phase, the result is 
shown in Fig. 8(d). The final value of the Q node is 1, which 
is different from the initial value. Therefore, this latch cannot 
achieve quintuple-node-upset tolerance.

3.3 � Simulations

This section will discuss the fault-tolerant principles of the 
HQNUT latch. If a latch can tolerate QNUs, it must tolerate 
SNUs, DNUs, and TNUs. So this paper mainly analyzes 
QNUs. Because of the symmetry in the latch's structure, we 
just need to analyze the following five cases:

Case Q1: In three SF modules, a QNU impacts no node. 
representative node list includes < n10, n11, n14, Q > . In 
this case, nodes n10, n11, n12, n13, n14, n15 and Q will 
be affected.However, none of the nodes in any SF mod-
ules is affected. All nodes can recover to their previous 
correct value through CEs. Therefore, the HQNUT has 
complete QNU tolerance for Case Q1.
Case Q2: In three SF modules, a QNU impacts at most one 
node. Because of the symmetry in the latch's structure, the 
representative node list only includes < n1, n10, n11, n12 > . 
In this case, nodes n1, n10, n11, n12, n13, n14, n15 and Q 
will be affected.Due to the characteristics of the SF mod-
ules, n1 will recover to its previous correct value by SF1. The 
recovery process following this will be the same as in Case 1, 
where all nodes will be recovered individually. Therefore, the 
HQNUT has complete QNU tolerance for Case Q2.
Case Q3: In three SF modules, a QNU impacts at most 
two nodes. Because of the symmetry in the latch's struc-
ture, the representative node list just contains < n1, n8, 
n11, n12 > , < n1, n2, n11, n12 > . When < n1, n8, n11, 
n12 > suffers from a QNU, because n1 and n8 is the input 
of C1, so n10 is impacted. n1, n10, n11, n12, n13, n14, 
n15 and Q will be flipped.Then n1 will be recovered 

Fig. 6   a Modeled matrix for the proposed HQNUT latch.(Adjacency_
Matrix) b the two-dimensional array of the initial state and the types 
of components for the proposed HQNUT latch.( State_Array)

Fig. 7   The states of the nodes a  The initial. b  After suffered QNU. 
c After the first stage. d After the second stage

Fig. 8   The states of the nodes. a The initial. b After suffered 5NU. c 
After the first stage. d After the second stage
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through SF1, and n8 will be recovered through SF3. The 
recovery process following this will be the same as in 
Case 1, where all nodes will be recovered individually. 
The value of Q can be restored correctly. Therefore, < n1, 
n8, n11, n12 > can tolerate the QNU. Likewise, the other 
node lists can not change the value of Q. Therefore, the 
HQNUT has complete QNU tolerance for Case Q3.
Case Q4: In three SF modules, a QNU impacts at most 
three nodes. Because of the symmetry in the latch's struc-
ture, the representative node list just contains < n1, n5, n8, 
n11 > , < n1, n2, n4, Q > , < n1, n2, n3, n12 > . We are only 
considering the worst case. When < n1, n5, n8, n11 > is 
impacted by a QNU, n1, n7, n8, n9, n10, n11 and n13 
will be flipped.The error propagation ends at this point. 
Because n13 and n14 are the input of C6, and n14 does 
not change, the output of C6 will not change. The value 
of Q does not change. Therefore, < n1, n5, n8, n11 > can 
tolerate the QNU. Likewise, the other node lists can not 
change the value of Q. Therefore, the HQNUT has com-
plete QNU tolerance for Case Q4.
Case Q5: In three SF modules, a QNU impacts at most 
four nodes. Because of the symmetry in the latch's struc-
ture, the representative node list just contains < n1, n2, n4, 
n8 > , < n1, n2, n4, n5 > , < n1, n2, n3, n4 > . We are only 
considering the worst case. When < n1, n2, n4, n8 > is 
impacted by a QNU, n1, n2, n4, n8, n10, n11 and n13 
will be flipped, n1, n2 can not be restored because an 
SF module cannot recover DNUs. Just one input of CE6 
are impacted. So, the output Q of CE6 does not change 
its value because the characteristics of the CE. < n1, n2, 

n4, n8 > can not be impacted by the QNU. Similarly, the 
other node lists also have QNU tolerance. Therefore, the 
HQNUT has complete QNU tolerance for Case Q5.

The 32 nm CMOS technology [15] and the HSPICE simu-
lation tool were used in the simulations. The supply voltage, 
temperature, clock period and the duty cycle of the simulation 
is 0.9 V, 27 ℃, 4000 ps and 50%. The ratio W/L of the PMOS 
transistors is 64/32 nm, and the ratio W/L of the NMOS tran-
sistors is 32/32 nm. We used the double exponential current 
source [2] in Eq. (1) in fault injection and set the rise time ( �

1
 ) 

to 0.1 ps and the fall time ( �
2
 ) to 3 ps.

Qinj is the injection charge,t  is the time of the fault 
injected, �

1
 is the aggregation time constant, and �

2
 is the 

ion trajectory establishment time constant [6].
Figure 9 illustrates the simulation outcomes demonstrat-

ing the tolerance of the HQNUT to SNU, DNU, and TNU. To 
ensure that D changes during the hold mode, D will change 
50 ps after the CLK falls. For 0–6 ns, it is simulated toward 
the SNUs situations for nodes n1, n6, n10, n13, n15, and Q. 
They can be recovered to the correct state. For 6–14 ns, possible 
DNU cases are simulated, injecting fault into nodes pairs: < n1, 
n10 > , < n3, n10 > , < n3, n13 > , < n3, n15 > , < n3, Q > , < n13, 
n14 > , < n10, n13 > , < n1, n2 > . It's clear that no node pairs exert 
an influence on the output. For 14-30 ns, possible TNUs cases 
are simulated. Node sets < n1, n2, n3 > , < n1, n2, n4 > , < n2, n4, 

(1)Iinj(t) =
Qinj

�
1
− �

2

(

e
−t

�1 − e
−t

�2

)

Fig. 9   Simulation waveforms for SNU,DNU and TNU cases
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n7 > , < n2, n4, n10 > , < n1, n10, n11 > , < n1, n10, n13 > , < n1, 
n13, n14 > and < n10, n11, n10 > are provided as illustrative 
examples. The HQNUT can tolerate all node sets.

Figure 10 presents the simulation results of injecting  
QNU faults introduced in Section 3.3. Simulation results show 
that particle strikes can not influence the output nodes. All  
node sets cannot change the value of Q. Consequently, the 
HQNUT is completely QNU hardened. The simulation 
experiments show that the HQNUT has complete SNU, 
DNU, TNU, and QNU fault tolerance capability.

4 � Evaluation and Comparative Results

In order to evaluate the performance of our proposed HQNUT 
latch, we conduct a relative analysis against several existing 
latch designs. This evaluation encompasses parameters such 
as power consumption, delay, and other relevant factors, all 
measured under identical conditions (the 32 nm PTM tech-
nology, the supply voltage is 0.9 V, the temperature is 27℃, 
W/L = 64/32 nm for the PMOS transistors, W/L = 32/32 nm  
for the NMOS transistors). At the same time, we utilized the 
algorithm from Section 3 to conduct complete testing on all these 
latches. We calculated how much of the errors these registers  
can intercept when faced with MNU, aiming to assess their 
fault-tolerant capabilities.

Table 1 compares different latches’ SNU, DNU, TNU, 
and QNU fault tolerance capabilities. The table shows that 
SHLR can tolerate SNU but does not provide complete 

DNU fault tolerance. NTHLTCH and DNURL provide. 
complete SNU and DNU tolerance capabilities but only tol-
erate 41.67% of TNU. LCTNUT, LCTNURL, and TNURL 
can tolerate SNU, DNU, and TNU, but they only toler-
ate 32.1%, 74.09% and 92.1% of QNU respectively. Only 
D-latch, QNUHL, QNUTL-CG, and the proposed HQNUT 
have SNU, DNU, TNU, and QNU robustness, they offer the 
highest reliability against MNU.

Table 1 compares different latches' reliability, power con-
sumption, delay, and area. “power” refers to the mean value 
of both dynamic and static power consumption, and “delay” 
is the transmission delay of D to Q. “Number of USTs” repre-
sents the area and “PDP” indicates the power-delay-product. 
Table 1 shows that compared to latch designs that cannot tol-
erate QNU, HQNUT requires a higher number of transistors. 
However, it significantly reduces power consumption and 
delays while improving reliability. Compared to other QNU 
latches, HQNUT uses fewer transistors and achieves low over-
head without compromising reliability. Additionally, HQNUT 
exhibits a smaller PDP than other QNU-tolerant latches The 
HQNUT is cost-efficient.For a clearer comparison, Table 2 pre-
sents the relative saving of other QNU latches in terms of power 
(ΔPower), delay (ΔDelay), the number of transistors (ΔArea) 
and PDP (ΔPDP) compared to the HQNUT. Δ is the factor used 
for showing the percentage change. The relative overhead of the 
latch is calculated as follows:

(2)Δ =
Compared Latch − Proposed Latch

Proposed Latch

Fig. 10   Simulation waveforms for QNU cases
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As shown in Table 2, compared to other existing QNU 
tolerant latches, the HQNUT latch exhibits a reduction of 
19.8% in transmission delay, 36.9% in power consumption, 
5.6% in transistor count, and 46.4% in PDP. In compari-
son, the HTNUT latch has the lowest overhead. Therefore, 
the proposed latch ensures reliability and achieves perfor-
mance improvements superior to other latch designs. It 
reduces overhead without compromising reliability, pro-
viding significant cost-effectiveness.

During the development of integrated circuits, PVT can 
impact the performance of the latch. Thus, to secure that 
the latch reliable operation under PVT fluctuation [6], 
we employed the HSPICE simulation tool to conduct the 
analysis and evaluation of the latch. The sample standard 
deviation in Eq. (3) was employed for a more intuitive 
and accurate comparison of the power consumption and 
delay variations among different latches. A smaller sample 
standard deviation indicates a smaller range of fluctua-
tions, indicating better stability of the latch.

S,xi, x and n represent the sample standard deviation, 
observation in the sample, sample mean and quantum of 
observations in the sample.

In our simulation, the supply voltage varied from 0.6 V 
to 1.2 V, and the temperature ranged from − 25 ℃ to 125 

(3)s =

�

∑n

i=1

�

xi − x
�

n − 1

℃. The process corners have five types: Fast NMOS Fast 
PMOS (FF), Fast NMOS Slow PMOS (FNSP), Typical 
NMOS Typical PMOS (TT), Slow NMOS Fast PMOS 
(SNFP) and Slow NMOS Slow PMOS (SS).

Figure 11 shows the impact of power supply voltage varia-
tions on the power consumption; Fig. 11(a) performances a line 
chart; it can be observed that the power consumption of the latch 
increases with the power supply voltage, and HQNUT has lower 
power consumption, LCTNURL has high. Figure 11(b) shows 
the stability histogram, calculated by Eq. (3); the smaller the 
value, the more stable the latch is. From Fig. 11(b), the HQNUT 
latch is the most stable; the LCTNURL is the least stable. The 
main reason is that LCTNURL does not use clock gating, result-
ing in current internal competition.

Figure 12 illustrates the change of delay under the dif-
ferent power supply voltages. From Fig. 12(a), the delay 
of the latch decreases with the power supply voltage. This 
phenomenon occurs because higher voltage leads to greater 
conduction current in the devices, resulting in increased 
power consumption and decreased delay [6, 16]. The delay 
of HQNUT is low. From Fig. 12(b), it can be observed that 
LCTNURL is the most stable, while HQNUT is also rela-
tively stable, only slightly inferior to LCTNURL, and the 
NTHLTCH is the least stable.

Figures 13 and 14 show the power consumption and delay 
at different temperatures. We can see that HQNUT has lower 
power consumption from Fig. 13(a). Except for LCTNURL, 
the power consumption of other latches doesn't vary sig-
nificantly with temperature. Among them, HQNUT exhibits 
relatively lower power consumption, as shown in Fig. 13(b).

Most of the latches show an increase in delay with ris-
ing temperatures from Fig. 14(a), with HQNUT's curve 
still positioned relatively lower. The changes in SHLR and 
NTHLTCH are significant, and the HQNUT latch is the 
most stable from Fig. 14(b).

Figure 15 shows the power consumption in process corner 
variation. It can be observed that latches have the highest 

Table 1   Reliability and overhead comparisons among the hardened latches

Latch SNU Tol DNU Tol TNU Tol QNU Tol Power
(μw)

Delay(ps) Number of 
transistors

PDP (10−18 J)

SHLR [8] 100% 0% 0% 0% 0.443 12.22 18 5.41
NTHLTCH [9] 100% 100% 67.86% 41.67% 0.883 15.59 58 13.76
DNURL [17] 100% 100% 67.86% 41.67% 0.9544 6.626 66 6.32
LCTNUT [19] 100% 100% 95.15% 32.1% 0.824 4.534 48 3.73
LCTNURL [12] 100% 100% 100% 74.09% 1.841 6.15 84 11.32
TNURL [18] 100% 100% 100% 92.1% 1.002 7.79 128 7.8
D-latch [5] 100% 100% 100% 100% 1.211 11.22 100 13.59
QNUHL [22] 100% 100% 100% 100% 0.819 4.54 76 3.72
QNUTL-CG [20] 100% 100% 100% 100% 0.831 4.54 76 3.77
Proposed 100% 100% 100% 100% 0.582 4.54 78 2.64

Table 2   Relative saving comparison of latches with the same func-
tionality as HQNUT

Latch ΔPower(%) ΔDelay(%) ΔArea(%) ΔPDP(%)

D-latch -51.9 -59.5 -22 -80.6
QNUHL -28.9 0 2.6 -28.8
QNUTL-CG -29.9 0 2.6 -29.9
Average -36.9 -19.8 -5.6 -46.4
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Fig. 11   a The impact of a different voltage on the power consumption. b Sample standard deviation for latches

Fig. 12   a The impact of a different voltage on the delay. b Sample standard deviation for latches

Fig. 13   a The impact of a different temperature on the power consumption. b Sample standard deviation for latches
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Fig. 14   a The impact of a different temperature on the delay. b Sample standard deviation for latches

Fig. 15   a The impact of the process corner variation on the power consumption. b Sample standard deviation for latches

Fig. 16   a The impact of the process corner variation on the delay. b Sample standard deviation for latches
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power consumption at FF and the lowest power consumption 
at SS, as seen in Fig. 15(a). HQNUT has lower temperature 
changes under different process corners from Fig. 15(b).

Figure 16 shows the delay in process corner variation. 
Relatively, latches have the lowest delay at FF and have the 
highest delay at ss from Fig. 16(a). From Fig. 16(b), the 
changes in NTHLTCH are quite significant. HQNUT latch 
is the most stable.

We conducted 2000 Monte Carlo simulations to assess the 
impact of PVT variations on radiation-hardened latches. The 
simulation contains the temperature, voltage and threshold volt-
age of transistors, Fig. 17 shows the simulation result. This simu-
lations were executeed by sweeping the voltage and threshold 
voltage of transistors using ± 20% Gaussian distribution with 

variation at the ± 3σ level. And the temperature uses absolute 
Gaussian distribution with variation at the ± 3σ level, and the 
fluctuation range is -25 ℃-125 ℃. From Fig. 17, it is evident that 
compared to other latches with the same functionality, HQNUT 
has lower power consumption than D-latch. Its power consump-
tion is only slightly different from QNUHL and QNUTL-CG. 
And power data for HQNUT is more concentrated and has a 
lower dispersion degree, indicating that its power consump-
tion is less sensitive to PVT variations. Additionally, HQNUT 
has a lower delay compared to the other three QNU-tolerant 
latches, with more concentrated delay data as well. So the delay 
of HQNUT is also insensitive to PVT variations.

In summary, our proposed latch demonstrates low sen-
sitivity to PVT variation compared to other latch designs.

Fig. 17   Monte Carlo simulation
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5 � Conclusion

With the advancement of microelectronics technology, cir-
cuits are becoming increasingly susceptible to errors pro-
duced by high-energy radiation. Most existing latches lack 
resistance to QNU or have high overhead. Additionally, the 
current verification of latch reliability relies on various EDA 
and fault injection tools. This paper proposes an algorithm 
for verifying latch tolerance ability and a high-performance, 
low-power HQNUT latch for these issues. Experimen-
tal validation demonstrates that the algorithm can quickly 
and accurately verify whether a latch can tolerate various 
MNUs. Additionally, HSPICE simulation results demon-
strate the QNU tolerance capability of the HQNUT latch. 
The HQNUT latch exhibits low power consumption, low 
delay, smaller area, and lower PDP than existing radiation-
hardened latches. Suitable for use in satellites or other aero-
space equipment. In the future, further research is needed to 
design more efficient and reliable latch structures.
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