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Abstract
Radiation-induced single transient faults (STFs) are expected to evolve into multiple transient faults (MTFs) at nanoscale CMOS
technology nodes. For this reason, the reliability evaluation of logic circuits in the presence of MTFs is becoming an important
aspect of the design process of deep submicron and nanoscale systems. However, an accurate evaluation of the reliability of large-
scale and very large-scale circuits is both very complex and time-consuming. Accordingly, this paper presents a novel soft error
reliability calculation approach for logic circuits based on a probability distribution model. The correctness or incorrectness of
individual logic elements are regarded as random events obeying Bernoulli distribution. Subsequently, logic element conversion-
based fault simulation experiments are conducted to analyze the logical masking effects of the circuit when one logic element
fails or when two elements fail simultaneously. On this basis, the reliability boundaries of the logic circuits can efficiently be
calculated using the proposed probability model and fault simulation results. The proposed solution can obtain an accurate
reliability range through single fault and double faults simulations with small sample sizes, and also scales well with the variation
of the error rate of the circuit element. To validate the proposed approach, we have calculated the reliability boundaries of
ISCAS’85, ISCAS’89, and ITC’99 benchmark circuits. Statistical analysis and experimental results demonstrate that our method
is effective and scalable, while also maintaining sufficiently close accuracy.

Keywords Reliability evaluation .Multiple transient faults (MTFs) . Bernoulli distribution . Fault simulation . Probability model

This work was supported by the National Natural Science Foundation of
China (NSFC) (Grant No.61702052, No.61504013, No.61804037),
Hunan Provincial Natural Science Foundation of China (Grant No.
2020JJ4622, No. 2019JJ50648), and the Scientific Research Fund of
Hunan Provincial Education Department (Grant No.18A137,
No.17B011).

Responsible Editor: B. Ghavami

* Shuo Cai
caishuo@csust.edu.cn

Binyong He
big_hebe@163.com

Weizheng Wang
greaquer_w@163.com

Peng Liu
liupeng@gdut.edu.cn

Fei Yu
yufeiyfyf@csust.edu.cn

Lairong Yin
yinlairong@hotmail.com

Bo Li
libo3@ime.ac.cn

1 School of Computer and Communication Engineering, Changsha
University of Science and Technology, Changsha 410114, HN,
China

2 School of Computer, Guangdong University of Technology,
Guangzhou 510006, GD, China

3 School of Automotive and Mechanical Engineering, Changsha
University of Science and Technology, Changsha 410114, HN,
China

4 Key Laboratory of Silicon Device Technology, Institute of
Microelectronics, Chinese Academy of Sciences, Beijing 100029,
China

https://doi.org/10.1007/s10836-020-05898-x

/ Published online: 1 August 2020

Journal of Electronic Testing (2020) 36:469–483

http://crossmark.crossref.org/dialog/?doi=10.1007/s10836-020-05898-x&domain=pdf
http://orcid.org/0000-0003-4375-3187
mailto:caishuo@csust.edu.cn


1 Introduction

The continuous advances made in the field of semiconductor
technology are leading to an increasingly aggressive reduction
of device dimensions down to the nanometer scale. As a re-
sult, integrated circuits (ICs) are becomingmore susceptible to
soft errors induced by transient faults (TFs). These faults can
be caused by a range of temporary environmental phe-
nomena, such as high-energy particle strikes originating
from cosmic rays, capacitive coupling, electromagnetic
interference, or power transients [14, 16, 38, 42]. Of
these factors, radiation-induced energy particle strikes
have a particularly serious impact on circuit reliability
[5, 55]. When a high-energy particle hits the sensitive
transistors, a large number of electron hole pairs are
generated; these electron hole pairs may change the
stored state of flip-flops and latches for sequential cir-
cuits, and may also affect the logic value of combina-
tional circuit elements [31]. The TFs caused by a single
particle strike in sequential and combinational elements
are referred to as single event upsets (SEUs) and single
event transients (SETs), respectively [3, 12].

Furthermore, due to the fact that the distance between junc-
tions is decreasing and the critical charge of internal nodes is
reducing in today’s technology, the amount of energy
contained in radiation particles that is required to cause a mul-
tiple transient fault (MTF) is decreasing [20, 23, 54].
Consequently, the probability that a single high-energy
particle will affect more than one circuit node is no
longer negligible [36, 39, 48]; moreover, if the affected nodes
belong to different logic elements, MTFs can be gener-
ated and propagated to the primary outputs or flip-flops
of circuits [9, 19, 22, 24, 28].

Reliability evaluation has proven to be essential in
the early design stages for improving system lifetime
[2, 11, 52]. A feasible and accurate reliability evaluation
approach resulting from MTFs in logic circuits is crucial
for identifying the features required for future reliable
circuits. In this paper, we present an efficient reliability
calculation approach for logic circuits based on a prob-
ability distribution model. The solution can obtain an
accurate reliability range through single fault and double
faults simulations, and scales well with the size of logic
circuits.

The paper is organized as follows. Related works are stud-
ied in Section 2. Then in Section 3, we introduce the soft error
reliability of logic circuits and the probabilistic model for
MTFs. The reliability evaluation approach is proposed
in Section 4. In Section 5, the simulation experiments
and analysis of results on some standard benchmark
circuits are presented to validate our approach. Finally,
Section 6 concludes the paper.

2 Related Work

Many analysis methods have been proposed to evaluate the
soft error-induced reliability of nanoscale logic circuits, as
well as more complex systems [10, 36, 45, 49, 53, 56]. One
common approach to analyzing the impact of TFs involves
injecting numerous fault pulses into the target circuit and sim-
ulating the circuit for several different excitation-vectors to
determine whether the faults propagate to the circuit outputs
[15, 33, 46]. This approach can offer a high level of accuracy
through fault simulation with large sample sizes; however, it is
also very time-consuming and intractable for very large-scale
integrated (VLSI) circuits. For instance, if only 1 millisecond
is required to simulate the value of outputs of a circuit for each
input vector, an exhaustive algorithmwill spend about 50 days
calculating the reliability for a relatively small circuit with
only 32 input ports (i.e. the number of input vectors is 232)
[27]. Therefore, the selected sample size directly affects both
the evaluation accuracy and calculation time.

Another type of evaluation method involves analyzing the
soft error rates (SERs) and the reliability of circuits by using
signal probability theory [3, 4, 32]. This technique develops
TF propagation rules for different types of logic gates and
employs signal analysis of the fault pulse propagation proba-
bilities through the sensitized paths. Some research suggests
that the computational complexity of this approach is linear,
and that analyzing the circuit reliability via analytical means is
thus orders of magnitude faster than using simulation-based
methods [4]. Nevertheless, this approach also requires a sig-
nificant amount of calculation time when taking reconvergent
fanout-induced signal correlations into account. In addition,
once the simultaneous occurrence of MTFs is accounted for,
the computational complexity of this type of approach in-
creases dramatically, making it unsuitable for the evaluation
of large-scale and very large-scale circuits.

A general computational tool based on probabilistic trans-
fer matrices (PTMs) has also been introduced in order to an-
alyze the effects of TFs on logic circuits [21, 29, 30, 37, 40].
The reliability of a given logic block can be represented by its
PTM, which expresses all probabilities of its input/output oc-
currences [21, 29, 40]. The circuit is partitioned into proper
logic blocks, and the reliability of the entire circuit is calculat-
ed based on the reliability values of all of these blocks.
Specific mathematical tools, such as algebraic decision dia-
grams (ADDs), are used to implement and optimize PTM-
based approaches to analyze the circuit reliability [34–36].
However, as circuit size increases, this kind of methods will
encounter the problem of an explosion of required storage
space.

In [8], a transient fault propagation metrics (TFPMs)-based
reliability evaluation method is proposed. The TFPM of each
node is calculated via reverse topological traversal using
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Boolean operations in parallel. The reliability of the combina-
tional circuits can be evaluated efficiently by means of these
fault propagation features. In [26], the fault propagation prob-
abilities from the fault site to the primary outputs or reachable
flip-flops are computed; however, the influence of signal cor-
relations cannot be completely solved, which is also an issue
faced by the TFPMs-based approach [8]. A new concept
called statistical vulnerability window (SVW) is pro-
posed to analyze SER in [43]. SVW is an inference of
the necessary conditions for a SET to cause observable
errors in the given circuit, and the SER is calculated
using a probabilistic formulation based on the parame-
ters of SVWs. In [44], a vulnerability analysis technique
and probabilistic computation model is presented and
the effects of all masking factors are considered in the
SER estimation of the circuits without any dependency
on the initial width of SETs. Furthermore, a soft error
analysis approach for evaluating the vulnerability of
combinational circuits is proposed in [10]; this approach
can effectively handle single event multiple transients
(SEMTs) events by combining fault injection techniques
with Monte Carlo simulation. In [17], a method with
four-value logic is employed to compute the logical
masking factor; this technique can handle the effects
of both STF and MTF propagation in reconvergent
paths. A probabilistic gate model (PGM) that relates
the output signal probability to the error and input sig-
nal probabilities of an unreliable logic gate is presented
in [25], while some approximate and accurate PGM-
based computational algorithms for evaluating circuit
reliability are also proposed in this work to meet the
need for reliability evaluation techniques.

Fast and accurate evaluation of circuit reliability can help
IC designers tomake targeted fault-tolerant designs [47].Most
reliability evaluation approaches aim to provide an effective
tradeoff between accuracy and runtime. However, the reliabil-
ity evaluation of logic circuits for MTFs still needs improve-
ment, especially for the case of VLSI circuits. Accordingly, in
this paper, we present an efficient approach to evaluate the
reliability of logic circuits in the presence of MTFs, based
on fault simulation and probability analysis. The proposed
approach involves decomposing the evaluation objective of
the circuit affected by MTFs to different components, after
which the principal component and the primary high-order
component are calculated accurately. This approach has sev-
eral advantages: 1) The proposed method can be used to solve
the circuit reliability evaluation with multiple transient faults;
2) Since the fault injection and simulation technique is
adopted, the influence of signal correlations is fully consid-
ered; 3) Simulation experiments and statistical analysis dem-
onstrate that the runtimes of the single fault and double faults
simulation are quite acceptable; 4) The results of the proposed

method can be easily extended to other manufacturing pro-
cesses; 5) Our method is suitable for VLSI circuits, even those
that are industrial-sized.

3 Circuit Reliability and Probabilistic Model

In this paper, we mainly evaluate the soft error reliability of
combinational circuits and extend the research to the sequen-
tial circuits with full-scan design structure.

3.1 Reliability of Combinational Circuit

The soft error reliability of a logic circuit is a metric
concerning the probability that the values of outputs will be
correct despite the occurrence of some TFs in this circuit. In
simple terms, the reliability of a combinational circuit is de-
fined as the probability of the outputs having the expected
logic values. Let us first consider a combinational logic circuit
with m inputs and n outputs, as shown in Fig. 1:

The reliability R of such a circuit can be determined by

R ¼ ∑
for all X

p Xð Þp Y ¼ correctjXð Þ ð1Þ

where X and Y represent the input vector and output vector of
the combinational circuit, respectively. Meanwhile, p(X) rep-
resents the probability of a given input vector X, and p(Y =
correct|X) refers to the probability that a correct output vector
occurs given an input vector X. Obviously, if the probabilities
of all input vectors are equal, R can be expressed by

R ¼ 1

2m
∑

2m−1

w¼0
p Y ¼ correctjXwð Þ ð2Þ

where Xw denotes the w-th input vector X, represented by the
binary code of w. For example, when m = 4 and w = 6, X6

refers to the input vector (0110).

3.2 Reliability of Full-Scan Design Sequential Circuit

In this paper, we focus on the soft error reliability evaluation
of combinational circuits. Our work here does not involve the
reliability analysis of storage elements, nor the propagation
and capture of TFs under multiple clock cycles in sequential
circuits. However, it is worth noting that for the purposes of

Fig. 1 Generic combinational circuit
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testing, most sequential circuits are using scan design structure
by substituting scan flip-flops (SFFs) for commonD flip-flops
(DFFs), as shown in Fig. 2.

In this full-scan design circuit, all storage elements are
replaced with scan cells, which are then configured as
one or more scan chains during the shift operation. As a
result, all inputs to the combinational logic, including
those driven by SFFs, can be controlled; moreover, all
outputs from the combinational logic, including those
driving SFFs, can be observed. That is to say, the out-
puts and inputs of SFFs can be treated as the primary
inputs and primary outputs of the circuit, respectively
[8, 51]. We can thereby extend our evaluation method
to full-scan sequential circuits.

3.3 Probabilistic Model

When the manufacturing process of the CMOS IC enters the
nanometer scale, the pipeline depth of most modules exceeds
20 or even 30, and the operating frequency of circuits in-
creases dramatically. Therefore, the logical masking effect
occupies the dominant position in the reliability evalua-
tion of multiple factors. Our approach is primarily con-
cerned with the logical masking effect. It is clear that
the calculation results can be enhanced by considering
technology-dependent factors such as the electrical
masking effect and latching-window masking effect [1,
45, 50]. According to this premise, the radiation-induced
TFs in the circuit can be equivalent to the faults of the
logic gates. We use the same fault model as in [25, 41],
namely PGM, in which it is assumed that any logic gate
will fail independently with a constant probability f
[25]. While simplistic, this fault model can be extended
to consider the technologies used to build the logic gate
by incorporating their failure mechanisms and gate
structures. For example, we could develop more reliable
models based on a gate’s physical area, transistor-level
structure, and robustness to faults, then incorporate
these factors into the expression of f [18].

In this paper, we suppose that the logic gates are character-
ized by an equal probability, f, of independently generating an

incorrect output. Vector G = (g1 g2 ... gt) is defined as
representing the status of all gates of a circuit, where t is the
total number of these circuit gates. Each gi takes a value in {0,
1} such that gi = 1 indicates the occurrence of a fault and gi = 0
signifies the proper operation of the gate i. An example of a
small-scale circuit with two faulty gates (gates 2 and 5) is
presented in Fig. 3; the corresponding vector G is
(0100100). The number of faulty gates in the target circuit is
indicated by the number of 1 s in vector G. Gt(k) is used to
denote that the number of 1 s in vectorG is k, corresponding to
a circuit in which k faults occur simultaneously. According to
this notation, Gt(0) is the particular case corresponding to a
fault-free circuit.

It should be noted here that the reliability R of a circuit
includes both correct outputs resulting from fault-free opera-
tion and correct outputs resulting from fault masking; in short,
some faults or their combinations may not be propagated to
the circuit outputs in the end due to the effects of masking.

For a given input vector Xw, and in the presence of k faults,
the Boolean equation in (3) indicates that all outputs of the
circuit are correct:

Y Gt kð Þ;Xwð Þ ⊕Y Gt 0ð Þ;Xwð Þ ¼ 1 ð3Þ

Where Y(Gt(k); Xw) and Y(Gt(0); Xw) represent the output
vector of the circuit with k faults and fault-free circuit by the

Fig. 3 An example of a circuit with two faulty gates

Fig. 2 Scan design structure of
sequential circuit
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excitation of Xw, respectively. The operator ‘⊕ ’ is the XNOR
Boolean operator used for vectors with the same length.

We can rewrite the reliability R as a weighted combination
of all possible functions p(k = i), as shown in (4):

R ¼ ∑
t

i¼0
p k ¼ ið Þp Y ¼ correctjk ¼ ið Þ ð4Þ

Here, p(k = i) is the probability that the number of
faulty gates is i, while p(Y = correct| k = i) represents
the probability that a correct output vector occurs in
the presence of i faults. Using (2), the reliability R
can be determined as follows:

R ¼ ∑
t

i¼0
p k ¼ ið Þ ∑

2m−1

w¼0
p Xwð Þp Y ¼ correctjXw; k ¼ ið Þ ð5Þ

Here, p(Y = correct| Xw, k = i) represents the probabil-
ity that a correct output vector occurs in the presence of
i faults given input vector Xw. Considering that Ci

t de-
notes the number of possible combinations of t gates
experiencing i faults simultaneously, such that Ci

t ¼
t!
t−ið Þ !i!, we use the expression Y(Gt(i): j; Xw) (j = 1, 2,

...,Ci
t ) to denote the output vector that corresponds to

one possible combination situation in the presence of i
faults given input vector Xw. Equation (5) can be rewrit-
ten as follows:

R ¼ ∑
t

i¼0
p k ¼ ið Þ ∑

2m−1

w¼0
p Xwð Þ 1

Ci
t

� ∑
Ci
t

j¼1
Y Gt ið Þ : j;Xwð Þ⊕Y Gt 0ð Þ;Xwð Þ
h i

¼ 1

2m
∑
t

i¼0
p k ¼ ið Þ ∑

2m−1

w¼0

1

Ci
t

� ∑
Ci
t

j¼1
Y Gt ið Þ : j;Xwð Þ⊕Y Gt 0ð Þ;Xwð Þ
h i

ð6Þ

Since each gate is considered to fail independently with a
constant probability, the number of faulty logic gates is a
random variable subject to Bernoulli distribution; that is to
say, p(k = i) can be expressed as follows:

p k ¼ ið Þ ¼ Ci
t f

i 1− fð Þt−i ð7Þ

Equations (6) and (7) can be combined and simplified to

R ¼ ∑
t

i¼0
Ci

t f
i 1− fð Þt−i � Ti ð8Þ

where Ti denotes the probability that the output vectors
of the circuit are correct in the presence of i faults, so
Ti ∈[0, 1].

4 Proposed Evaluation Approach

Our work aims to accurately and efficiently evaluate the soft
error reliability for nanoscale logic circuits. Accordingly, in
this section, we present some concepts pertaining to
reliability boundaries, along with details of their expres-
sions and calculation methods. In addition, we describe
the fault simulation algorithms that will be used in the
following experiments.

4.1 Reliability Boundaries

According to the description of Ti in (8)—and considering
that, when all logic gates of a circuit are fault-free, the circuit
will output correct results—we can conclude that T0 = 1. We
decompose (8) as follows:

R ¼ C0
t f

0 1− fð Þt þ ∑
t

i¼1
Ci

t f
i 1− fð Þt−i � Ti

¼ 1− fð Þt þ ∑
t

i¼1
Ci

t f
i 1− fð Þt−i � Ti

ð9Þ

It can be seen from (9) that R ≥ (1 − f)t. For a given f, the
lowest limit of circuit reliability is expressed by Rc − lower = (1
− f)t, which is termed the conservative lower limit (Rc-lower).
The latter part of (9) can be considered as the sum of i-order
(i = 1, 2, ..., t) components of circuit reliability. The principal
component superimposed on Rc-lower is the first-order compo-
nent R1, which can be expressed as follows:

R1 ¼ C1
t f 1− fð Þt−1 � T 1 ð10Þ

As the feature size and power supply voltage of ICs de-
creases, the error rate of logic elements attacked by
high- energy particles tends to increase, and the possi-
bility of the simultaneous occurrence of MTFs becomes
larger. Therefore, the influence of high-order compo-
nents of circuit reliability cannot be ignored. This paper
focuses on the calculation and analysis of first- and
second-order components and evaluates the reliability
of logic circuits in a reasonable time by combining
mathematical statistics. Similar to the first-order compo-
nent of reliability (i.e., R1) above, we represent the
second-order component of circuit reliability using R2,
which can be expressed as:

R2 ¼ C2
t f

2 1− fð Þt−2⋅T2 ð11Þ

We next define four reliability boundaries: these are
referred to as the first-order lower limit, first-order upper limit,
second-order lower limit, and second-order upper limit re-
spectively, and are calculated using eqs. (12) to (15):

Rlower1 ¼ Rc−lower þ R1 ð12Þ

473J Electron Test (2020) 36:469–483



Rupper1 ¼ Rc−lower þ R1 þ ∑
t

i¼2
P k ¼ ið Þ � 1 ð13Þ

Rlower2 ¼ Rc−lower þ R1 þ R2 ð14Þ

Rupper2 ¼ Rc−lower þ R1 þ R2 þ ∑
t

i¼3
P k ¼ ið Þ � 1 ð15Þ

When we calculate the first-order lower limit of circuit
reliability using (12), we are in fact ignoring all high-order
components and assuming that the circuit will fail in the pres-
ence of MTFs, which is a pessimistic situation. Moreover, the
calculation of the first-order upper limit of reliability using
(13) is another extreme case: at this point, all the Ti (i ≥ 2)
are regarded as 1, which is an optimistic situation. Equations
(14) and (15), by contrast, take the second-order components
of reliability into account, which will evidently make the cir-
cuit reliability calculation results more accurate.

By considering the equation ∑
t

i¼0
P k ¼ ið Þ ¼ 1, (12) to (15)

can be further expressed as follows:

Rlower1 ¼ 1− fð Þt þ C1
t f 1− fð Þt � T1 ð16Þ

Rupper1 ¼ 1− 1−T 1ð Þ � C1
t f 1− fð Þt ð17Þ

Rlower2 ¼ 1− fð Þt þ C1
t f 1− fð Þt � T 1 þ C2

t f
2 1− fð Þt−2 � T 2 ð18Þ

Rupper2 ¼ 1− 1−T 1ð Þ � C1
t f 1− fð Þt− 1−T 2ð Þ � C2

t f
2 1− fð Þt−2 ð19Þ

The remainder of this section will focus on obtaining T1
and T2 by means of fault simulations.

4.2 Fault Simulation Algorithm

Fault injection, combined with the simulation technique, is
used in this paper to calculate the principal and second-order
components of circuit reliability, while the influence of
reconvergent fanout-induced signal correlations is also well
solved.

1) Single Fault Simulation:

The calculations of T1 and T2 are realized using the single
fault simulation algorithm and the double faults simulation
algorithm respectively. The steps for calculating T1 are
outlined in Algorithm I below.

Algorithm I: Calculation of T1

1 Read the netlist file of the circuit

2 Set the number of input vectors

3 For a random input vector do
4 Simulate the fault-free circuit and record the output vector

5 For each single fault do
6 Convert the faulty gate into its opposite element

7 Simulate the above circuit and record the output vector

8 If (POj == POi) then
9 Count_flagi ++
10 End
11 Restore the original circuit

12 End
13 Record Count_flagi
14 End
15 Calculate T1

As shown in Algorithm I, for each excitation-vector, all
logic gates in the circuit take turns at being faulty gates.
Algorithm I converts the faulty gate into the corresponding
opposite element to simulate the faulty circuit: for example,
we convert an AND gate to a NAND gate, an XOR gate to an
XNOR gate, and so on. Table 1 lists the various types of logic
gates and their opposite elements.

We again consider the circuit in Fig. 3 as an example
to illustrate the execution process of Algorithm I. As
shown in Fig. 4, we load four input vectors into the

primary inputs of the circuit to simulate the fault-free
circuit. The correct logic values of all gates are labeled
above the wires; by contrast, the simulated results of the
faulty circuit are labeled below the corresponding wires.
According to the primary outputs of gates 6 and 7, the
fault induced by gate 2 can only be logically masked by
the excitation of the input vector (11111) among the given
4 input vectors. As can be seen from this figure, in order
to evaluate the circuit reliability, we need only to re-
simulate the logic gates contained in the output cone of
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the faulty gate (the sections enclosed by the two dotted
lines in Fig. 4). However, simulating the logic gates in the
output cone will save only limited time if the faulty gate
is close to the primary inputs, while searching for the
output cone of the faulty gate will also be time-consum-
ing. Therefore, we replace the faulty gate with its opposite
element and re-simulate the entire replaced circuit in
Algorithm I. Furthermore, we describe only a 4-bit paral-
lel simulation in this example in the interests of simplic-
ity; in our actual simulation experiment, a parallel simu-
lation occupying a full number of bits per memory unit is
used.

2) Double Faults Simulation:

In our work, the number of simulated double faults is pre-
set, and the locations of these double faults are randomly
selected. Accordingly, the double faults include not only the
logic-level netlist adjacent or the layout-based adjacent [17],
but also the simultaneous faults of two distant nodes caused by
multiple particles strikes. The main steps of the proposed cal-
culation of T2 are summarized in Algorithm II below.

Algorithm II: Calculation of T2

1 Read the netlist file of the circuit

2 Set the number of input vectors

3 Set the number of double faults

4 For a random input vector do
5 Simulate the fault-free circuit and record the output vector

6 For a random combination of double faults do
7 Convert the two faulty gates into their corresponding

8 opposite elements

9 Simulate the above circuit and record the output vector

10 If (POj == POi) then
11 Count_flagi ++
12 End
13 Restore the original circuit

14 End
15 Record Count_flagi
16 End
17 Calculate T2

Two randomly selected faulty gates in the circuit
may not affect each other; alternatively, one of the
faulty gate is the driving gate for the other one. The
locations and relationships of two faulty gates are pre-
sented in Fig. 5. In order to simulate the double faults
circuit, we convert the two faulty gates into their corre-
sponding opposite gates. Such an operation is not only
applicable to two independent faulty gates, but is also
well suited to deal with the active relationship of the
driving gate.

The values of T1 and T2 are obtained using Algorithm I and
Algorithm II, respectively. In the case of a given f, four circuit
reliability boundaries can be calculated according to
(16)–(19), after which the reliability of the circuit is analyzed
on this basis.

Equation (8) shows that the more reliable a single
logic gate is, the lower the probability of MTFs will
be. Therefore, the impact of three or more transient
faults on the overall reliability of the circuit is smaller

in the current CMOS technology. Considering more
transient faults may improve the accuracy of evaluation
results, but it also consumes a lot of extra calculation
time. In fact, our scheme can easily be extended to the
case where three or more t ransient faul ts are
considered.

Table 1 LOGIC GATES

AND THEIR OPPOSITE

ELEMENTS

Logic Gate Opposite Element

AND NAND

OR NOR

NOT BUFF

XOR XNOR

NAND AND

NOR OR

XNOR XOR

475J Electron Test (2020) 36:469–483



5 Experimental Results

Using the proposed method of reliability boundary calculation
and logic element conversion-based fault simulations, we
have performed a deep analysis of the impact of MTFs on
the reliability of nanoscale logic circuits. In order to verify
the accuracy and validity of our proposed reliability evalua-
tion approach, a series of experiments are carried out in this
section and their results are presented and analyzed.

5.1 Fault Simulation of Benchmark Circuits

In this part, T1 and T2 of some benchmark circuits are calcu-
lated via fault simulation experiments. The characteristics and
simulation results of some benchmark circuits, namely
ISCAS’85 [6], ISCAS’89 [7], and ITC’99 [13], are presented
in Tables 2, 3, and 4 respectively. All experiments in this
section were performed on a system equipped with an
Intel(R)Xeon(R) CPU E5@2.7GHz processor and 4GB main
memory.

In Table 2, the first column presents the names of the
ISCAS’85 benchmark circuits, while the next column shows

Table 2 Fault simulation results of ISCAS’85 benchmark circuits

Circuits #Gates(t)
(#PIs, #POs)

T1 T2

C432 160(36,7) 0.710412 0.525295

C880 383(60,26) 0.424378 0.214622

C1355 546(41,32) 0.586675 0.386295

C1908 880(33,25) 0.536405 0.331028

C2670 1193(233,140) 0.624016 0.400774

C3540 1669(50,22) 0.698778 0.303915

C5315 2307(178,123) 0.650723 0.431504

C6288 2416(32,32) 0.105277 0.028212

C7552 3512(207,108) 0.598488 0.358040

Fig. 5 Locations and relationships of two faulty gates. (a) Gates 1 and 5
do not affect each other; (b) Although the output cone of gate 1 intersects
with that of gate 2, gates 1 and 2 do not affect each other; (c) Gate 2 is the
driving gate of gate 5

Fig. 4 A fault simulation
example using Algorithm I
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the number of gates contained in each experimental circuit and
the number of its primary inputs and primary outputs (in pa-
rentheses, respectively). The third and fourth columns present
the values of T1 and T2 obtained by our proposed fault simu-
lation algorithms. It should be noted here that the experimental
circuit C432 in our paper consists of 18 XOR gates, which
may be different from the netlist file of C432 in some other
works. The time required for simulation depends not only on
the size of the circuit, but also on the number of excitation-
vectors applied. According to the number of primary inputs,
the number of excitation-vectors corresponding to the bench-
mark circuits listed in this table ranges from 1000 to 10,000.
Moreover, all figures for T1 and T2 are averages of the simu-
lation results from 10 groups. The accuracy of these experi-
mental results will be further explored in the following part D.

The characteristics and fault simulation results of the
ISCAS’89 benchmark circuits are listed in Table 3. The main
difference between Tables 2 and 3 is the second column: the
PPIs (pseudo-primary inputs) and PPOs (pseudo-primary
outputs) in the second column of Table 3 are the outputs of
SFFs and inputs of SFFs of the full-scan design sequential
circuits respectively. For full-scan sequential circuits, PIs
and PPIs constitute the inputs of the combinational logic,
while POs and PPOs are outputs of the combinational logic.

Table 4 presents the results of some larger experimental
circuits. As the increase in calculation time is too rapid, we
set fewer excitation-vectors for b18 and b19, such that the
standard deviations of the results of multiple simulations
may increase for these two benchmark circuits. However, as
can be seen in the subsequent Table 7, the values of T1 and T2
are less important to the reliability of such a very large-scale
circuit in some cases.

5.2 Circuit Reliability

We employ the reliability boundary evaluation method
outlined in section IV to calculate the lower and upper limits

of circuit reliability. The conservative lower limit (Rc-lower)
and the four reliability boundaries (i.e., Rlower1, Rupper1,
Rlower2, and Rupper2) of the three groups of benchmark
circuits are presented in Tables 5, 6, and 7, respectively. All
reliability boundaries are based on a constant failure probabil-
ity f (f = 1e-4), which is in compliance with the current devel-
opment of CMOS technology; however, it is clear that our
proposed method can be easily extended with the value of f.
As shown in Tables 5 to 7, for a given f, one basic trend that
can be observed is that circuit reliability decreases with the
increase of circuit size, while the distance between the upper
and lower limits of reliability will also increase as the circuit
size increases.

5.3 Reliability Comparison

In this part, we select five large combinational circuits and five
large full-scan design sequential circuits and plot their reliabil-
ity boundaries in the form of curves; see Fig. 6(a) and (b),
respectively. Taking Fig. 6(a) as an example, the reliability
curve at the top connects the first-order upper limits of reli-
ability of these five combinational circuits, while the next-
highest curve represents the second-order upper limits of the
reliability of the experimental circuits. By contrast, the bottom
curve and the next-lowest curve describe the first-order lower
limits and the second-order lower limits of the reliability of
these circuits, respectively. Moreover, there is a red curve in

Table 3 Fault simulation results of ISCAS’89 benchmark circuits

Circuits #Gates(t)
(#PIs + #PPIs, #POs + #PPOs)

T1 T2

S298 119(17,20) 0.476562 0.257650

S526 193(24,27) 0.549212 0.318943

S641 379(54,42) 0.322890 0.120290

S838 390(67,34) 0.475599 0.253499

S1196 529(32,32) 0.699678 0.493274

S1423 657(91,79) 0.554489 0.335770

S9234 5597(247,250) 0.555695 0.245735

S13207 7951(700,790) 0.296153 0.083324

S35932 16,065(1763,2048) 0.661281 0.475321

S38417 22,179(1664,1742) 0.358862 0.124162

Table 5 Soft error reliability of ISCAS’85 benchmark circuits (f = 1e-4)

Circuits Rc-lower Rlower1 Rupper1 Rlower2 Rupper2

C432 0.984127 0.995314 0.995440 0.995379 0.995380

C880 0.962422 0.978067 0.978780 0.978218 0.978227

C1355 0.946861 0.977195 0.978630 0.977739 0.977765

C1908 0.915757 0.958988 0.962637 0.960161 0.960267

C2670 0.887536 0.953616 0.960186 0.956145 0.956403

C3540 0.846277 0.944985 0.957450 0.948566 0.949249

C5315 0.793968 0.913172 0.936017 0.922287 0.924008

C6288 0.785361 0.805346 0.830223 0.805985 0.807946

C7552 0.703831 0.851783 0.900742 0.867323 0.872880

Table 4 Fault simulation results of ITC’99 benchmark circuits

Circuits #Gates(t)
(#PIs + #PPIs, #POs + #PPOs)

T1 T2

b20 20,716(522,512) 0.828275 0.695092

b21 21,061(522,512) 0.838224 0.690710

b22 30,686(767,757) 0.828345 0.690778

b17 33,741(1452,1512) 0.752285 0.567025

b18 117,941(3357,3343) 0.7706 0.5934

b19 237,962(6666,6672) 0.7672 0.5605
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the middle of several reliability curves, which is labeled
“PGM-Simulation” and has been added for the sake of com-
parison. In PGM-Simulation, all logic gates fail with a specific
probability; in line with this premise, we test a large number
(over 1 million) of experimental samples, including various
random input vectors, to calculate the PGM-based reliability
of circuits. We take the results of PGM-Simulation as a rela-
tively accurate reliability reference standard. As shown in
these two figures, among the 10 experimental circuits, the
PGM-Simulation results for only two circuits (i.e., C6288
and S35932) are outside the range of Rupper2 and Rlower2
(part D proves that the calculation results of our method for
these two circuits are still accurate and effective). In addition,
we can see from Fig. 6 that the smaller the circuit size, the
closer the calculation result of the reliability boundaries is to
the actual reliability of the circuit.

5.4 Confidence Interval of Reliability

Figure 6 shows that the PGM-Simulation results for C6288
and S35932 slightly exceed the second-order boundaries of
circuit reliability. The specific PGM-Simulation results of
C6288 and S35932 are 0.805978 and 0.536673, both of which
are slightly less than the second-order lower limits of these
two experimental circuits. Accordingly, in order to demon-
strate the accuracy and credibility of our reliability boundary
calculation results, we next analyze the fault simulation in the

experimental process 10 times. As shown in Table 8, ten in-
stances of experimental data for C6288 and S35932 are listed.
Taking T1 of C6288 as an example, it can be regarded as a
random variable X; the value of each experiment T1 is a ran-
dom sample from overall. X is approximately normal distribu-

tion, i.e., X ~ N(μ, σ2). It can be concluded that X−μ
S=

ffiffi
n

p ∼t n−1ð Þ.
Thus, the confidence interval of μ is X � Sffiffi

n
p tα=2 n−1ð Þ

� �
giv-

en the confidence level (1 −α). We can thus obtain x ¼ 0:10
5277 and s = 3.96092e-5 from Table 8. If the confidence level
is 0.99, the confidence interval of T1 of C6288 is (0.105236,

Fig. 6 Reliability results of the circuits according to PGM-Simulation
and our approach. (a). Combinational circuits; (b). Full-scan design se-
quential circuits

Table 6 Soft error reliability of ISCAS’89 benchmark circuits (f = 1e-4)

Circuits Rc-lower Rlower1 Rupper1 Rlower2 Rupper2

S298 0.988170 0.993774 0.993844 0.993792 0.993793

S526 0.980884 0.991282 0.991465 0.991340 0.991341

S641 0.962807 0.974591 0.975290 0.974674 0.974683

S838 0.961749 0.979589 0.980329 0.979774 0.979784

S1196 0.948472 0.983582 0.984930 0.984235 0.984259

S1423 0.936409 0.970525 0.972589 0.971203 0.971248

S9234 0.571364 0.749089 0.857900 0.771082 0.790397

S13207 0.451518 0.557848 0.747292 0.569741 0.616453

S35932 0.200572 0.413671 0.890847 0.536712 0.755030

S38417 0.108825 0.195450 0.845237 0.228689 0.610774

Table 7 Soft error reliability of ITC’99 benchmark circuits (f = 1e-4)

Circuits Rc-lower Rlower1 Rupper1 Rlower2 Rupper2

b20 0.179804 0.435360 0.947016 0.619355 0.866305

b21 0.174072 0.429179 0.950765 0.612934 0.868482

b22 0.078385 0.243712 0.965740 0.419232 0.887170

b17 0.061708 0.191016 0.957421 0.326753 0.853773

b18 0.000081 0.000666 0.999826 0.002792 0.998369

b19 0 0 1 0.000001 0.999999
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0.105318); similarly, at a given confidence level of 0.99, the
confidence interval of T2 of C6288 is (0.028179, 0.028245).
We can further calculate that the confidence intervals of T1
and T2 for S35932 are (0.661162, 0.661400) and (0.475286,
0.475356) respectively at a confidence level of 0.99.
According to (18) and (19), the value of Rlower2 reaches the
minimum only when T1 and T2 take the minimum values.
Therefore, the minimum Rlower2 of C6288 and the minimum
Rlower2 of S35932 are 0.805976 and 0.536665, respectively;
that is to say, even for these two circuits, the PGM-Simulation
results have a probability in excess of 0.99 of falling inside the
second-order boundaries of circuit reliability.

The confidence intervals of our single fault and double faults
simulation results for eight benchmark circuits in Fig. 6 (except
for C6288 and S35932) are shown in Table 9. In this table, the
second and third columns present the confidence intervals of T1
and T2 respectively at a given confidence level of 0.99. The
relative errors of T1 and T2 (i.e.,Δ1 andΔ2) are listed in the last
two columns. Here, Δ1 signifies the ratio of the difference

between the average value of 10 experiments of T1 (i.e., T1 )

and CImin to T 1, which can be expressed as follows:

Δ1 ¼ T 1−CImin of T 1ð Þ
T1

� 100% ð20Þ

Alternatively, Δ1 can also be expressed as

Δ1 ¼ CImax of T1ð Þ−T 1

T 1

� 100% ð21Þ

Similar to the above, Δ2 can be obtained by (22) or (23).

Δ2 ¼ T 2−CImin of T2ð Þ
T2

� 100% ð22Þ

Δ2 ¼ CImax of T2ð Þ−T 2

T 2

� 100% ð23Þ

The results of Table 9 clearly show that our single fault and
double faults simulation results of ten experiments are very
close, which confirms the accuracy and effectiveness of our
evaluation approach.

Table 9 Confidence intervals of
T1 and T2 and corresponding
relative errors for eight
benchmark circuits

Circuits (CImin, CImax)0.99 of T1 (CImin, CImax)0.99 of T2 Δ1(%) Δ2(%)

C2670 (0.623978, 0.624054) (0.400741, 0.400807) 0.006 0.008

C3540 (0.698734, 0.698822) (0.303868, 0.303962) 0.006 0.015

C5315 (0.650680, 0.650766) (0.431465, 0.431543) 0.007 0.009

C7552 (0.598421, 0.598555) (0.357983, 0.358097) 0.011 0.016

S9234 (0.555656, 0.555734) (0.245692, 0.245778) 0.007 0.018

S13207 (0.296117, 0.296189) (0.083305, 0.083343) 0.012 0.023

b20 (0.828198, 0.828352) (0.695013, 0.695171) 0.009 0.011

b21 (0.838155, 0.838293) (0.690635, 0.690785) 0.008 0.011

Table 8 Ten fault simulation
results for C6288 and S35932 No C6288 S35932

T1 T2 T1 T2

1 0.105232 0.028237 0.661125 0.475296

2 0.105289 0.028165 0.661242 0.475372

3 0.105243 0.028203 0.661436 0.475382

4 0.105312 0.028252 0.661357 0.475335

5 0.105257 0.028229 0.661375 0.475276

6 0.105228 0.028172 0.661333 0.475311

7 0.105357 0.028254 0.661351 0.475307

8 0.105285 0.028219 0.661098 0.475298

9 0.105294 0.028181 0.661164 0.475303

10 0.105273 0.028208 0.661329 0.47533

x 0.105277 0.028212 0.661281 0.475321

s 3.96092

e-05

3.19618

e-05

1.16228

e-04

3.39902

e-05
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5.5 Impact of Parameter f on Reliability Boundaries

In this part, we study the influence of the failure probability f
on reliability boundary calculation. As shown in Table 7, the
second-order boundaries of circuit reliability of b18 and b19
are meaningless, given that f is 1e-4. The reason for this is that
as the circuit size increases, the probability of more than two
logic elements failing simultaneously becomes very large
where f = 1e-4; under these circumstances, the third-order
and even higher order components of circuit reliability cannot
be ignored.

Figure 7(a) to (d) illustrate that the reliability boundaries
are greatly affected by the parameter f. For four large-scale
scan design sequential circuits, the second-order bound-
aries of circuit reliability are shown in Figs. 7(a) to 7(d)
respectively as parameter f is changed; note that the X-
axes in these four figures are negative logarithmic. As
can be seen from the below figures, along with the
decrease of f, the second-order upper limit and second-
order lower limit of reliability will gradually approach
each other until they finally coincide. Accordingly, this exper-
iment demonstrates that the more reliable the logic element,
the more effective our proposed reliability evaluation ap-
proach, particularly for VLSI circuits.

5.6 Runtime

For medium-scale integrated (MSI) circuits and some large-
scale integrated (LSI) circuits, the fault simulation time of our
proposedmethod is slightly less than that of PGM-Simulation.
As the circuit size enters the very large-scale level, however,
the time advantage of the single fault and the double faults
simulation gradually becomes apparent. Compared with
PGM-Simulation, the single fault and the double faults simu-
lations require fewer simulation samples to obtain accurate
results; moreover, once T1 and T2 are obtained, the circuit
reliability can be calculated simply by using the proposed
probability distribution model, regardless of any change in f.
In short, we do not need to conduct time-consuming simula-
tion experiments, which greatly reduces the time required for
reliability evaluation. In addition, the time required by our
method is controllable by adjusting the number of simulations
on the premise that the accuracy of the evaluation results is not
significantly affected. The runtimes of PGM-Simulation and
the proposed fault simulation algorithms for six benchmark
circuits are presented in Fig. 8; note that the Y-axis in this
figure is logarithmic. As can be seen from Fig. 8, the acceler-
ation of our method increases with the increase of circuit size.
As for the VLSI circuits of ISCAS’89 and ITC’99 bench-
marks, the speed of our method is about two orders of mag-
nitude faster than the large sample size-based PGM-
Simulation, while still maintaining sufficiently close accuracy
when f is appropriate.

Fig. 7 Variation of the reliability boundaries of four benchmark circuits.
(a) S35932 benchmark circuit; (b) S38417 benchmark circuit; (c) b18
benchmark circuit; (d) b19 benchmark circuit
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6 Conclusion and Future Work

To properly manage the tradeoffs between the conflicting
goals of maximizing reliability and minimizing fault tolerance
costs, it is essential that the reliability of future nanoscale logic
circuits be accurately and efficiently evaluated. However, the
large number of fault combinations and the exponential
growth of the input vector space could effectively prohibit
the efficient calculation of reliability for large-scale and very
large-scale circuits in the absence of a suitable solution.
Accordingly, the main contribution of this paper is the devel-
opment of an efficient and scalable method for calculating the
reliability boundaries of a circuit with great accuracy and
within a reasonable time, even for VLSI circuits with high
reliable logic elements. Our approach combines a novel
Bernoulli distribution model-based reliability calculation
method, to decompose the evaluation objective of circuits,
with single fault and double faults simulations, to obtain the
principal and primary high-order components of reliability.
The proposed method scales well with circuit size and
is independent of the error rate of the logic element.
Moreover, the evaluation speed is orders of magnitude
faster than the large sample size-based PGM-Simulation.
Furthermore, the accuracy of approximate analytical
methods is very low because the influence of signal
correlation is not considered. However, the accurate an-
alytical methods need to fully consider the influence of
signal correlation, and the calculation time will increase
exponentially with the number of reconvergent fan-out
nodes. And the analytical methods will become more
complicated in the face of MTFs. Our method in this paper
can be applied to the evaluation of large scale and very large
scale circuits, which exceeds the analytical methods in accu-
racy and scalability.

In the future, our approach will take into account the rela-
tionship between the location of the double fault nodes and the
gate-level netlist or layout. In addition, we will also conduct
research into the acceleration of simulation techniques. For
example, the proposed approach could improve fault

simulation speed by using graphical processing units (GPUs)
for parallel implementations.
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