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Abstract As the serial scan design has been one of the most
popular methods in VLSI circuit test, power consumption
during test increases significantly because of its inherent shift
mode. To solve this problem, this paper proposes a novel test
scheme, which makes a few improvements in the traditional
scan architecture and adopts a new two-phase approach. First,
each clock chain is activated in turn and the vectors for scan
cells in the activated chain are applied in parallel within a test
clock period. Second, after one pattern has been applied
completely, all chains are activated to capture the response
altogether. In addition, a compression algorithm is proposed
to augment the parallelism of our method. Experimental re-
sults on benchmark circuits and industrial modules show that,
compared with the traditional serial scan scheme, the pro-
posed approach can reduce average power by 88.98% and
peak power by 59.99% at acceptable area and wire length cost.
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1 Introduction

Serial Scan (SS) design, which makes it possible to test se-
quential circuits with reduced complexity in practical time, is
one of the most widely used Design-For-Testability (DFT)
techniques in industry [4]. However, as the complexity of
digital circuits increases, it suffers from enormous challenges
in high power dissipation. Power dissipation is usually mea-
sured in two aspects: average power and peak power. Average
power, which has a close relationship with heat dissipation,
imposes strict requirements on the cooling mechanisms.
Dissipating excessive heat too long during test may degrade
the circuit performance. Even worse, it can lead to a yield loss
or undesirable malfunctions which in turn increases the chip
cost. On the other hand, peak power determines the thermal
and electrical limits of circuits [19]. Once the Circuit Under
Test (CUT) exceeds the limit, reliability cannot be guaranteed.
Varieties of alternative approaches have been proposed to
tackle with these problems.

Scan clock was slowed down in [5] resulting in test time
elongation. Reordering scan cells after patterns are generated
is a basic approach to suppress high activities [22]. Several
modifications have been also tried in scan cells to mask unde-
sirable toggles in [11, 31]. Instead, Bhattacharya et al. [3]
developed another Bdouble tree^ structure to keep power to
a lower level on the scan path. Chandra et al. [6] came up with
a deferred-broadcast architecture aiming to save the scan-in
power. However, these savings may correspond to only a
small fraction of the overall scan power when filling tech-
niques are used. To save scan-out power, a complementary
solution named expedited-compact technique was proposed
in [20] targeting the scan-out power reduction. A reconfigured
scan forest architecture was proposed to reduce test power in
[26], which can also save test time and compress data volume.
In [28], each chain was divided into several segments with
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different segments activated separately to save power.
However, this approach will bring challenges for routing as
scan enable and scan clock come from the same signal.
Actually, the scan clock must arrive a bit later than the scan
enable signal; otherwise the stimuli cannot be applied into the
scan cells.

Another architecture called Random Access Scan (RAS)
was proposed in [13] and has been applied to AMDAHL [23].
Based on this architecture, test time and data volume, conse-
quently power consumption were all reduced greatly in coop-
eration with the X-identification and compression/scan co-
design techniques in [1, 15]. But the associated routing com-
plexity and extra decoder area made it impractical in the past.
A toggle RAS [16, 17] to remove two global signals and a
Localized Random Access Scan (LRAS) method [30] were
proposed to address these problem, but both of them ended up
with a few other inherent limits.

From the aspect of test pattern, much effort has also been
expended on power reduction [24]. By exploiting the correla-
tion of the neighboring patterns and responses, the reorder
technique can be well utilized in most cases [10, 12, 21].
Grouping for launch-on-capture delay testing can also reduce
the power consumption as well as the test data and responses
[27]. Enokimoto et al. [9] proposed an algorithm to guarantee
capture safety.

For System On Chip (SOC), additional emphasis was laid
on test scheme [7, 8] and compression [14, 29]. A scan feed-
forward scheme was proposed in [18] which improved test
compression. Wohl et al. [25] proposed a multi-level scan
compression architecture to deal with the high test volume
problem effectively.

In this paper, a Parallel Test Application (PTA) test scheme
is proposed to reduce power without resorting to any special
Automatic Test Pattern Generation (ATPG) algorithms. The
proposed technique has the following features:

1) Clock chains are activated separately to avoid undesirable
toggles in the scan cells when stimuli are assigned, thus
concurrently reducing average power and peak power.

2) Traditional scan chains are cut off and stimuli are applied
in parallel through another special bus. Due to this parallel
transmission, ripple propagation effects between scan
cells are effectively removed.

3) Vector assignment and response collectionmethod is non-
destructive, which can reduce the effort for fault diagno-
sis. Additionally, chain test is not required, thus saving
test time.

4) A compression algorithm is proposed to augment paral-
lelism in PTA. It is also proved to be beneficial in reduc-
ing power consumption and test time.

The rest of this paper is organized as follows. In Section 2,
the proposed PTA architecture and modified scan cell are

presented, respectively. Time cost, power consumption, area
and routing overhead as well as timing closure of this method
are analyzed in Section 3. A compression algorithm to mini-
mize the scan input/output (I/O) ports is proposed in
Section 4. Experimental results on ISCAS89 benchmark cir-
cuits and industrial modules are presented in Section 5.
Section 6 concludes this paper and discusses the future im-
provement suggestions.

2 PTA Approach

To avoid the enormous power dissipation induced by shift
operations in SS test, it is necessary to break up the scan chain
and evade the serial shift assignment. In this Section, we de-
velop a parallel assignment strategy for the D flip-flops
(DFFs). Because of its parallelism, we successfully eliminate
the undesirable activities induced by propagation effect along
with the scan chains in traditional SS method.

2.1 PTA Architecture Design

To carry out the PTA approach, a few modifications must be
made on the traditional SS architecture. Figure 1 shows the
PTA architecture.

The Top module consists of two parts: the controller and
the modified CUT. The rectangles standing side by side in the
CUT represent the modified scan cells. In the rest of this paper,
we refer to them as the PTA-DFFs. Assuming that there are
m × nDFFs in the original CUT, we divide all the DFFs intom
rows and n columns. Here m denotes the number of separate
scan clock signals (or scan enable signals) and n denotes the
number of DFFs in each row. However, in practice, the total
number of the DFFs often fails to equalm × n exactly. To cope
with this challenge, we add dummy cells to the CUT. As
shown in Fig. 1, we refer to the PTA-DFFs with the same scan
clock (or scan enable) signals in a row as aCK_chain and the
PTA-DFFs in the same column as a CL_chain. Determining
m and n is a tradeoff between I/O overhead and test time cost.
The larger m is, the longer is the test time that needs to be
expended. The larger n is, the more I/O ports are needed. Each
CL_chain is connected to a Scan In (Sin) bus and a Scan Out
(Sout) bus. Through the Sin bus, stimuli can be applied to
every PTA-DFF as long as the localized Sc_en and Sc_clk
are in active state. Similarly, the captured response can trans-
mit out to the Automatic Test Equipment (ATE) for compar-
ison via the Sout bus.

The controller receives the Test Clock (Test_clk), Reset
and Test Enable (TE) signals from ATE and generates m sep-
arate Scan Clock (Sc_clk) and Scan Enable (Sc_en) signals
for all the CK_chains respectively in the CUT. All Sc_en
pulses last one period of the Test_clk while all Sc_clk pulses
only last half the period of the Test_clk. Thus, the frequency of
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our method can be configured by modifying the frequency of
the Test_clk on the ATE.

2.2 PTA Scan Cell Structure and Controller
Implementation

Figure 2 illustrates the structure of PTA-DFF in our design. As
mentioned above, the key idea to reduce scan-shifting toggles
is to assign test vectors directly. To satisfy this demand with-
out additional modifications on the traditional SS scan cell, we
still use the SI pin to apply stimuli. However, the stimuli come
directly from another propagation path named Sin bus instead
of the Q pin of the former scan cell in traditional SSmethod. A
tri-state buffer is inserted after the Q pin of each scan cell.
Assuming that the output pin Z of tri-state buffer is enabled
when the Output Enable (OE) signal switches to high, we
connect the OE pin of the tri-state buffer to the Scan Enable
(SE) pin and all the Z pins of tri-state buffers in the same
CL_chain to a Sout bus.

The function of PTA-DFF can be defined as three opera-
tions determined by two signals (Clk and SE).More details are
presented in Table 1.

Whenever the SE is set to ‘0’, the PTA-DFF samples data
from the D pin at the rising edge of Clk. Then the subsequent
logic (combinational or sequential) can get the stable value
from the Q pin. Meanwhile, the tri-state buffer is disabled so
that the Sout bus maintains high-impedance (denoted by ‘Z’)
state. At this time, PTA-DFF acts as a normal DFF for nor-
mal-working mode. In the test mode, the SE switches to ‘1’,
resulting in the value on the Q pin being able to propagate
through tri-state buffer to the Sout bus for observation. During
the inactive period of Clk, the value on the Z pin reflects the
response of the last capture. It is the response-output mode.

Once the Clk turns to active, the PTA-DFF samples stimuli
from SI pin and transmits the value to the Z pin. It works in the
vector-application (and observation) modes at this time.

The controller can be mainly implemented by a modulo-m
counter,wherem is the number of CK_chains in the CUT. The
count value i enables corresponding Sc_en[i] and Sc_clk[i]
signals for the specific CK_chain[i]. When the count value
increases up to m, one pattern has been assigned completely.
Right after that, all CK_chains should be activated in the next
cycle to capture the response of the last pattern. To simplify
the test process, we only focus on the combinational test pat-
terns where only one capture cycle is applied between scan
load and scan unload. The sequential test patterns with more
than one capture cycle are not considered in this paper.

2.3 PTA Process Explanation

The entire process of our PTA approach for a CUT containing
four CK_chains is shown in Fig. 3. Assume that there are n
PTA-DFFs in each CK_chain and two test patterns are ap-
plied. As soon as the Test Enable (TE) signal from the ATE
switches to high, the controller bypasses the functional clock
of the CUTand starts to generate Sc_clk and Sc_en for the test

Fig. 2 PTA scan cell structure

Fig. 1 Parallel test application
architecture
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operation according to the Test_clk. The Sc_clk and Sc_en of
each CK_chain are activated one by one in a certain order,
meaning that only one Sc_en and corresponding Sc_clk are in
active state at most during the test mode. Each pulse of Sc_en
lasts a period of the test clock. And it always starts half a cycle
before the rising edge of the corresponding Sc_clk. Once the
Sc_en[i] is activated, the test vector for the whole n PTA-DFFs
of CK_chain[i] is prepared on the Sin[0:n-1] bus. And as the
rising edge of Sc_clk[i] comes, the vector is concurrently ap-
plied to the n PTA-DFFs of CK_chain[i] at the same time. In
the next cycle, another CK_chain is activated and applied to
stimuli while the assigned CK_chains hold previous values
because their Sc_clk and Sc_en signals are inactive.

Because there are some correlated logics among
CK_chains, it is necessary to capture altogether to avoid mu-
tual impacts. After all CK_chains have been assigned, all
Sc_en signals switch off to convert the CUT into normal-
working mode. Meanwhile, the Primary Inputs (PIs) of the
CUTare set to the corresponding values in the specific pattern.
Then, all Sc_clk signals are activated for a cycle to capture the
response of the last pattern.

It should be noted that each CK_chain, as well as its corre-
sponding Sc_en and Sc_clk, is only activated once in a certain
order for each pattern. We refer to the procedure where the
CK_chains are activated in turn as a round. Except the first
and the last round of Sc_en, the response-output operation of
the last pattern and the vector-application operation of the

current pattern for a certain CK_chain are conducted within
the same Sc_en pulse. Specifically, in the first half of the
Sc_en pulse, the response of the last pattern transmits to the
Sout bus because the tri-state buffer behind the DFF is output
enabled at this moment. Thuswe can get an n-bit response of the
n PTA-DFFs on a certain CK_chain within one cycle for com-
parison with expectation. While in the second half of the Sc_en
pulse, the n PTA-DFFs of a certain CK_chain sample the vector
for them at the rising edge of the corresponding Sc_clk. After the
rising edge of the Sc_clk, the value on the Q pin of DFFs reflects
the vector just applied to the DFFs, which can also be observed
on the Sout bus. Therefore, we can verify whether the stimuli
have been assigned to the PTA-DFFs correctly during logic test.

Attention should be paid that the response-output and
vector-application operations are both non-destructive in
PTA. This non-destructive property allows snap-shot of circuit
states at any CK_chain, which benefits fault diagnosis a lot. In
conventional serial scan, it is impossible to achieve this goal
unless adding shadow latches, because the states of the circuit
are serially shifted out (and in). Another difference between
the PTA method and the segmentation design [28] is a phase
difference between Sc_en[i] and Sc_clk[i]. In PTA, the scan
enable and scan clock signals have already got a phase differ-
ence of half a period since they are generated from the con-
troller. Hence, it almost avoids the routing problems in [28] as
explained in introduction.

3 Theoretical Analysis

3.1 Test Time Cost

In the SS approach, stuck-at fault test is conducted in two
steps: chain test and logic (scan) test. During the chain test, a

Fig. 3 PTA scheme timing
example

Table 1 Operation
modes of PTA-DFF Function Clk SE

Normal-working Active 0

Response-output Inactive 1

Vector-application Active 1
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test vector B00110011……^ is applied to every scan chain. It
takes TChain = n + 4 cycles. As mentioned in Section 2.2, se-
quential patterns are not considered in this paper. Therefore,
the logic test takes Tlogic = p(n + 1) + n cycles. In sum, the SS
scheme takes TSS cycles as shown in eq. (1).

Tss ¼ p nþ 1ð Þ þ 2nþ 4 ð1Þ

Here n denotes the number of DFFs in each scan chain and
p is the number of test patterns.

On the other hand, because PTA can verify whether the
stimuli have been assigned correctly to PTA-DFFs during
the vector-application operation, only logic test is required.
Thus PTA approach takes TPTA cycles in total:

TPTA ¼ p mþ 1ð Þ þ m 2ð Þ ð2Þ

Herem is the number of CK_chains in the CUTand p is the
number of test patterns.

Comparing (3.1) with (3.2), the test cycle reduction ΔTcan
be achieved as follows:

ΔT ¼ Tss−TPTA ¼ p n−mð Þ þ 2n−mð Þ þ 4 ð3Þ

To avoid extra I/O ports overhead, we letm = n. Hence, the
test time reduction is achieved from the eq. (4),

ΔT ¼ nþ 4 ð4Þ

In summary, because chain test is not required in PTA, our
method saves at least (n + 4) cycles compared with the tradi-
tional SS method.

3.2 Power Reduction Analysis

PTA decreases the average power considerably in the follow-
ing three aspects.

1) The activities between scan cells caused by the continu-
ous B01^ or B10^ in stimuli or responses during tradition-
al shift mode.

2) The extra activities of combinational logic results from
the undesirable toggles of scan cells during bits shifting.

3) The clock tree power consumption. As previous studies
demonstrated, for VLSI, the major portion of the energy
consumption is dissipated in the clock tree [11]. In SS
method, all scan chains are active simultaneously during
the entire test process to reduce test time. Nevertheless,
PTA scheme only offers one active clock to a certain
CK_chain when stimuli are applied.

Meanwhile, it can also probably reduce the peak power in
comparison to the SS approach as the CUT becomes more
complex. It is because of this, for SS scheme, all scan cells
and their subsequent logic tend to be triggered all the time,

especially during the shift mode when the stimuli shift from
‘1’ to ‘0’ (or from ‘0’ to ‘1’). The larger the CUT is, the higher
the probability the peak power might occur in the shift period.
However, for the PTA scheme, only one CK_chain and its
subsequent logic are activated when the stimuli are applied.
So it is almost impossible for PTA to have peak power dissi-
pation during vector-application period. Instead, peak power
nearly always occurs in the capture operation during which all
CK_chains are activated. Therefore, conclusion can be drawn
that if the peak power dissipation occurs during the shift mode
in SSmethod, it can certainly be reduced in the PTA approach.
The reduction ratio strongly relies on the gap between the
highest shift-power consumption in SS and the highest
capture-power consumption in PTA.

3.3 Area and Routing Overheads

Due to the modification of CUT and additional controller, the
PTA architecture has a few area overhead compared with the
traditional architecture. The overhead mainly comes from
three aspects.

1) Modified DFFs in the CUT

Assume that the CUT has N DFFs in total and the area of
each tri-state buffer is Atri, then the area overhead of the mod-
ified DFFs in the CUTcan be approximately calculated by eq.
(5):

Area overheadmodified DFFs in the CUT

¼ N � Atrið Þ
.
original area� 100% ð5Þ

2) Routing overhead of scan input/output in the CUT

Every DFF is directly connected to one of the scan inputs
and outputs in the PTA architecture. Routing scan inputs/
outputs to every single DFF increases wire length to some
extent, which might also lead to some area overhead to avoid
routing congestion. This kind of overhead highly depends on
the interior structure of the CUT, the number of CL_chains
denoted by n, as well as the placement and routing strategies.
Therefore, there are no concrete computational formula to
evaluate the routing overhead.

3) Routing and area overhead from the controller

The controller is implemented by a modulo-m counter and
many clock gating cells. The area overhead of controller main-
ly depends on the number of CK_chains denoted by m.
Besides, routing separate Sc_clk and Sc_en signals to each
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CK_chain also increases the wire length. This kind of routing
overhead highly depends on the parameter m, as well as the
placement and routing strategies. So no concrete computation-
al formula can be given.

In summary, the routing overhead of PTA is mainly deter-
mined by the parameterm and n. For example, asm decreases,
the routing overhead of separate Sc_clk and Sc_en signals also
decrease, as well as the area overhead of the controller.
However, because N =m × n, therefore n increases when m
decreases. Hence, the routing overhead of the scan input/
output will increase when m decrease. Therefore, the extreme
big (or small) value of m is not appropriate for PTA from the
perspective of routing overhead.

Although it’s hard to determine the optimal value of m(or
n), tentative experimental results show that the routing over-
head changes within an acceptable range even thoughm varies
a lot. Take our industrial module namedM in Section 5.3 as an
instance, the average wire length overhead only changes in a
range of 11.91% ~17.83% whenm varies in a range of 7 ~ 60.
Therefore, if the routing overhead is not the first consider-
ation, DFT designers can set m (or n) as what they used in
traditional DFT methods.

3.4 Timing Closure

It is undeniable that the timing is a little bit worse in our
method because the stimuli are directly applied by the scan
input port to every DFF. However, because nowadays the test
procedure is almost conducted under a slow clock frequency
such as 25 MHz, timing closure of the path which starts from
the scan input to the remotest DFF is still easy to meet. As for

the at-speed test, the vector-application operation is also con-
ducted under a slow clock. Even though the launch and capture
operation is conducted under the high speed functional clock,
data do not go along the scan I/O path in these operations. Our
method adds no extra logic in the critical functional path, so it
does not significantly affect the timing in the normal-working
mode. Even tentative experiments have been done under a
rigid constraint of a functional clock at 1GHz, the worst slack
of reg-to-reg in critical functional path of the CUT only dete-
riorates 18 ps compared with the traditional SS method.

In addition, with careful design and tight timing constraints
on the controller, skew between different Sc_clk signals and
different Sc_en signals for every CK_chain can be kept within
an acceptable range. The latency from the Tesk_clk to the
separate Sc_clk and Sc_en can also be kept low and within
acceptable range.

4 Equal-Mode Compression Algorithm

As analyzed in Section 3.1, to avoid extra I/O port overhead,
the number of CK_chains should be equal to the number of
DFFs in a traditional scan chain. It will lead to a large control-
ler overhead. To increase the parallelism without adding extra
I/O ports, we specially propose an equal-mode (EM) com-
pression algorithm for our PTA architecture based on the the-
ory of [26]. There are two major definitions, mostly following
the terminology of [26].

Definition 1: For a group of scan cells, if any pair has no
subsequent combinational logic in common,
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Fig. 4 PTA architecture with EM
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DFFs
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then they can share a common scan input port
in the test mode.

Definition 2: For a group of scan cells, if any pair is not
driven by common combinational logic, then
their responses that are captured during test
mode can be compressed through an XOR-
tree.

Based on these two definitions, the final architecture with
compression is illustrated in Fig. 4. There are 3 CK_chains
each of which contains 4 DFFs. Assumes that for the first three
DFFs of each CK_chain, any two of them meet both the def-
inition 1 and 2. Then we can connect the SI pins of them to a
common scan input port as Sin[0] in Fig. 4. On the other side,
the Z pins of their tri-state buffers can be connected to an
XOR-tree. Finally, only one scan output port driven by the
XOR-tree is needed such as the Sout[0] in Fig. 4.

On the contrary, assumes that the fourth DFF of each
CK_chain meets neither of the two definitions with the first
three DFFs, which are referred to as exceptional DFFs in the
remainder of this paper. It cannot share Sin[0] or Sout[0]. To
guarantee the observability and controllability of these

exceptional DFFs, extra scan I/O ports should be specially
added for them just like Sin [4] and Sout [4] in Fig. 4.

A perfect condition occurs when all DFFs in the CUT
can be divided into groups of equal members as shown in
Fig. 5. In this case, all PTA-DFFs in a group are stitched
in the same CK_chain and each group shares a common
scan input/output port. The EM compression algorithm
proposed in this paper aims at finding out these groups,
i.e. the EM compression algorithm provides a novel
stitching strategy to minimize the scan I/O port overhead
in PTA architecture.
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Table 2 Necessary data for DFF i

Variable Content

CFIC[i] The constraint items for scan input compression of DFF i

WIC[i] The number (weight) of constraint items in CFIC [i]

CFOC[i] The constraint items for scan output compression of DFF i

WOC[i] The number (weight) of constraint items in CFOC[i]
Fig. 6 Flowchart of EM compression algorithm
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4.1 Data Preparation

Tracing back from the data input pin D of each DFF
until to the Primary Input (PI) or a data output pin Q of
another DFF (PPI) in the netlist, we can get the follow-
ing information to implement EM compression as listed
in Table 2.

In Table 2, the constraint items of DFF i denote the name of
the DFFs which cannot be placed in the same groupwith DFF i.

4.2 Procedure of EM Algorithm

Assuming the expected compression ratio is set asM, the EM
algorithm is illustrated in Fig. 6.

To compress the scan input port, Constraint[i] and
Weight[i] are substituted with CFIC[i] and WIC[i] respective-
ly. After this procedure, if Remainder =∅, i.e., the algorithm
terminates because of the end condition 1. It means that for
any T ≤M, all DFFs in the CUT can be divided into multiple
groups each of which contains T DFFs. Otherwise, the algo-
rithm ends because of the end condition 2, meaning that some
DFFs are left so that extra scan I/O ports should be added or
lower M can be set to see whether these DFFs are eliminated.
Similarly, to compress the scan output port, we substitute the
Constraint[i] andWeight[i] with CFOC[i] andWOC[i] respec-
tively. In order to compress the scan input and output together,
we substitute the Constraint[i] and Weight[i] with (CFIC[i] ∪
CFOC[i]) and the corresponding weight.

5 Experimental Results and Comparison

As reported in [11], over 90% of the total power consumption
results from the switching activity of nodes in static CMOS
circuits. Most previous studies utilized a model named
Weighted Switching Activity (WSA) [2] to estimate power
consumption. Some even ignored the capacitance and directly

assumed that the power dissipation was proportional to the
number of transitions. But it may no longer be accurate as
the technology scales down below 60 nm as the leakage cur-
rent and internal power consumption rise. Hence, we calculat-
ed the real power by Prime Time PXwith VCD files generated
after fault simulation at 250 MHz test clock, just as the power
estimation flow in [6]. The clock tree power, controller power
and leakage power are all included in the calculation for all
experimental data.

Results of four sets of experiments are presented in this
Section. The first experiment compares the power reduction
of PTAwith the method in [11] that is evaluated in our power
estimation flow.We refer to the method in [11] asNOR-Mask
in the rest of this paper. The second experiment explores the
relationship between the chains and power reduction of PTA
structure. In the third experiment, four industrial circuits are
adapted for PTA structure to evaluate the practicability and
effectiveness of our method. The fourth experiment provides
the performance of our EM compression algorithm used with
PTA structure. Because the emphasis of this paper is the pow-
er reduction ability rather than the compression ability of PTA
architecture, the compression algorithm proposed in Section 4
is only applied in the fourth experiment to evaluate its validity
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and efficiency. Therefore, the advantages and disadvantages
of PTA architecture can be obtained from the first three exper-
iments more directly and clearly.

5.1 PTA vs. NOR-Mask

Experiments are carried out on seven ISCAS89 benchmark
circuits synthesized and inserted with full scan in 40 nm tech-
nology. ATPG was realized by TestKompress from Mentor
Graphics.

Figure 7 demonstrates the capability of power saving with
PTA. The power saving ratio (SR) is calculated by:

SR ¼ 1−Powernew structure

.
PowerSS � 100% ð6Þ

As shown in Fig. 7a, with the same number of scan I/O
ports as SS and NOR-Mask, average power can be reduced by
83.19% over SS and by 41.9% over NOR-Mask on average in
PTA. As for peak power consumption presented in Fig. 7b,
PTA also outperforms the NOR-Mask to some extent.
Because the NOR-Mask approach must assert the control sig-
nal to mask the shifting toggles of the scan cells after capture,
it may even augment the peak power just as shown for s9024
and s15850. But in PTA, peak power always shows a saving
more or less, up to a reduction of 33.28%. Overall, the exper-
imental results show that the PTA scheme has a great potential
to reduce average power and peak power dissipation
simultaneously.

5.2 Power Reduction with Various Scan Chains

As average power has a tight relationship with test time which
strongly depends on the number of scan chains (CL_chains in
PTA), we conducted experiments on three benchmark circuits
where the number of CL_chains (i.e. scan I/O ports) varied
from 4 to 53. Figure 8 presents the trend of the power reduc-
tion as the number of CL_chains increases. As shown in
Fig. 8, a clear decrease in average power reduction can be

observed for all the three instances. That is because the tradi-
tional scan chains become shorter and require fewer shifts per
test pattern in SS structure as more scan I/O ports are provid-
ed. Fewer shifts lead to fewer undesirable propagation power
in traditional SS method. Hence, the average power saving
ratio decreases as the formula (5.1) shows. Even though, the
deterioration of average power reduction in PTA is actually
very slight compared with [6, 20]. Our method only suffers
7.4% decrease as the number of CL_chains increases by 49. It
is because that PTA makes modification on every scan cell
while [6, 20] only modify a certain segment or fraction of the
chains. The peak power reduction highly depends on the in-
terior structure of the CUTas explained in Section 3.2. Hence,
there is no obvious tendency as the number of scan I/O ports
varies.

5.3 Industrial Cases

Table 3 provides the power reduction results on four practical
industrial modules. Circuits b18 and b19 are two of the largest
ITC’99 benchmarks while M and L1P are two components in
the DSP processor implemented by our institute. M is a mul-
tiply unit that has 56 K cells (408 K library primitives) and
2.6 K scan cells. L1P is one of the memory components in the
DSP core module which contains 19 K cells (541 K library
primitives) and 3.8 K scan cells. All of them are synthesized in
40 nm high performance technology. ATPG are realized by
TestKompress from Mentor Graphics. The power measure-
ment is similar to the above experiments. The layout design
is conducted by Innovus v15.20 from Cadence.

Columns 5 through 9 denote the saving ratio of average
power (SRAP), saving ratio of peak power (SRPP), controller
power ratio (CPR), area utilization overhead (AUO) and av-
erage wire length overhead (AWLO), respectively. We make
two observations:

(1) From SRAP and SRPP results, we can see that PTA can
reduce 88.98% average power and 59.99% peak power
at most. Module M only gets 2.26% peak power

48
.5

2%

53
.1

2%

31
.8

3% 44
.6

3%

31
.2

1%

38
.8

4%

40
.8

7%

79
.1

1%

82
.1

4%

85
.0

0%

83
.0

4%

84
.9

1%

83
.8

5%

84
.3

1%

0.00%

20.00%

40.00%

60.00%

80.00%

100.00%

(a) Average Power Saving Raio
NOR-Mask PTA

1.
50

%

-9
.2

8%

1.
27

%

-1
.7

6% 2.
39

%

2.
49

%

0.
22

%

9.
62

%

25
.5

5%

27
.5

8% 33
.2

8%

18
.6

8% 26
.8

3%

28
.0

2%

-20.00%

-10.00%

0.00%

10.00%

20.00%

30.00%

40.00%

(b) Peak Power Saving Ra�o
NOR-Mask PTA

Fig. 7 Normalized power
reduction compared with NOR-
Mask

J Electron Test (2017) 33:157–169 165



reduction, because its combinational logic proportion is
much higher than its sequential proportion. In our meth-
od, the combinational logic driven by scan cells still tog-
gles when stimuli are applied in parallel, which weakens
the ability to reduce peak power.

(2) The proposed method takes a little more area and routing
cost than the traditional method, especially for L1P. That
is because L1P is a memory component whose sequen-
tial logic proportion is relatively higher than the other
three circuits. The modifications of our PTA architecture
are mainly made on the sequential logics, i.e. the DFFs,
so the higher sequential logic proportion means more
routing overhead. Through careful observation and com-
parison with the traditional method, we find the area
overhead mainly results from the tri-buffers while the
routing overhead almost comes from the scan I/O that
is directly connected to the DFFs in the same CL_chains,
which exactly coincides with our routing analysis in
Section 3.3.

Although the routing cost seems a bit large, our method can
still achieve smaller Average Power-Routing Cost Product
(PCP). For instance, for module L1P, its PCP in PTA can be
reduced to 13.14% (=(1 + 19.26%) × (1 − 88.98%)) of the
original PCP of SS scheme, demonstrating that our proposal
is more effective.

5.4 The Compressibility of EM Algorithm

Table 4 provides the compression results of six benchmark
circuits with our EM algorithm. The second to the fourth

columns represent the maximum compression ratio of scan
input (under constraints of definition 1 in Section 4), scan
output (under constraints of definition 2 in Section 4) as well
as both scan input and output (under constraints of definitions
1 and 2), respectively. It is measured by,

compression ratio ¼ the number of CL chains

the number of scan ports
ð7Þ

Take s35932 as an example in Table 4, we only need
one common scan input port for 102 CL_chains using our
EM algorithm. The compression ratios of scan output for
s38584 and s35932 are very small because there are al-
ways some exceptional DFFs left at the end of our EM
procedure. For s35932, although more than 1000 DFFs
can achieve a scan output compression of 66, there always
remain almost 200 exceptional DFFs no matter how low
the parameter M (the expected compression ratio in
Section 4.2) is set. To avoid fault coverage loss, 13 extra
scan I/O ports need to be added specially for the excep-
tional DFFs. Therefore, the ultimate compression is cal-
culated as (66 + 13)/(1+13) =5.64.

Experiments to demonstrate the validity of our EM algo-
rithm are conducted on four benchmark circuits. Two ATPG
tools are used. As presented in Table 5, the second row de-
notes the compression ratio and compression type where CIO
represents compressing both scan input and output, CI repre-
sents only compressing scan input. The row of Pat_ata repre-
sents the number of test patterns generated by ATALANTA
which performs poorly in its own compression option. The
row of Pat_men indicates the number of patterns generated

4 9 14 21 35 53
s38417 84.83 84.47 83.85 82.72 80.44 77.43

s38584 85.37 84.95 84.31 83.26 81.06 78.09

s35932 85.71 85.35 84.18 82.85 81.01 78.72
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Fig. 8 Power reduction for PTA
with various scan I/O ports

Table 3 Performance of
industrial circuits with PTA
architecture

Circuit Scan I/O Cells DFFs SRAP (%) SRPP (%) CPR (%) AUO (%) AWLO (%)

b18 8 31,518 3308 88.48 53.36 5.00 3.95 7.87

b19 10 62,343 6618 88.78 59.99 3.80 1.99 9.06

M 12 56,637 2616 82.98 2.26 1.80 2.92 11.91

L1P 8 19,478 3872 88.98 33.21 7.50 3.47 19.26
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by TestKompress from Mentor Graphics, whose compression
ability is more powerful. The BTraditional^ in the table indi-
cates the condition that the CUT is designed as a one-chain
with full scan structure. The BPTAwith EM algorithm^means
that the CUT is modified as the PTA structure with the com-
pressibility of scan I/O ports such as the case in Fig. 5, which
also has only one scan input and output as the traditional
method.

From the rows of Pat_ata and Pat_men under the same
column, we can see that the number of patterns generated by
TestKompress is far less than ATALANTA. From the fault
coverage in the fifth and the eighth rows, we can conclude
that our EM compression has no conspicuous negative effect
on fault coverage. Because the XOR-tree added for output
compression is also testable, the fault coverage may even be-
come higher, for instance, as for s38417.

It is easy to see that the number of test patterns is
reduced after EM compression with ATALANTA. That
means the test time also reduces to some extent. Even
though more patterns are generated after EM compression
with TestKompress, the test time still achieves a consid-
erable reduction if the length of per CL_chain (i.e. the
number of CK_chains) is taken into account. For
s38417, the number of test patterns increases about 462/
172 ≈ 2.7 times, with CIO = 10 which means the number
of CK_chains in PTA structure is 1/10 of the traditional
method. The ultimate test time of our PTA structure is
about 2.7 × (1/10) ≈ 27% of the traditional method.

Meanwhile, we can see the saving ratios for both aver-
age (SR_aver) and peak (SR_peak) power presented in
the last two rows are also higher than those shown in
Fig. 7. In all, our EM-compression algorithm is beneficial
to PTA architecture in test time, test data volume, test
power reduction and scan I/O overhead with a little bit
fault coverage loss.

6 Conclusion

In this paper, we propose a new test scheme called
Parallel Test Application (PTA) approach which can ef-
fectively reduce average power, peak power and test time
simultaneously. Besides, shift validity can be assured dur-
ing logic test which make chain test unnecessary and fault
diagnosis much easier. Furthermore, the power saving
ability of PTA architecture is not strongly affected by
the variation of the length of clock chains (scan I/O
ports). Since no extra gates are inserted in the critical
path, no significant delay is introduced in comparison to
the SS method. Since ATPG is conducted before the mod-
ifications of PTA architecture, the fault coverage has no
loss. A controller is employed to conduct the test in two
phases. In the first phase, separate scan clock signals are
activated in turn and the stimuli are applied to all DFFs of
a certain clock chain concurrently. In the second phase, all
DFFs capture the response of the latest assigned pattern
together. To meet the special requirements of this scheme,
a tri-state buffer is added after each scan cell. In addition,
a compression algorithm is proposed to increase the par-
allelism and minimize the scan I/O overhead for PTA
architecture, which further reduces power consumption
and test time for PTA.

However, the use of the bus and then trying to ‘broadcast’
through bus to scan cells on the chain may end up creating
timing issues resulting in pressure to speed up scan clocks.
Meanwhile, additional area and routing resources are needed
for the controller and tri-state buffers. In the future, Linear

Table 5 Performance on
benchmark circuits with PTA
structure and EM compression

Circuit s13207 s15850 s38417 s35854

CP_type 3(CIO) 3(CIO) 10(CIO) 10(CI)

Traditional Pat_ata 621 516 1191 841

Pat_men 301 180 172 198

Cover(%) 99.12 98.07 99.40 95.64

PTAwith EM algorithm Pat_ata 520 416 1083 790

Pat_men 318 205 462 332

Cover(%) 99.08 98.01 99.74 95.62

SR_aver(%) 87.69 86.17 87.04 87.52

SR_peak(%) 35.51 43.53 45.59 33.60

Table 4 EM compressibility on benchmark circuits

Circuit CP_IN CP_OUT CP_INOUT

s5378 3 4 3

s13207 3 9 3

s15850 3 4 3

s38417 16 15 10

s38584 10 1.14 1

s35932 102 5.64 5
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Feedback Shift Register (LFSR) technique can be applied to
the controller to minimize its area and power consumption.
Thus the order of loading patterns and expectations should be
modified accordingly. Furthermore, modifications of every
DFF will be conducted at transistor level instead of at gate
level as in this paper, which can improve the timing of our
PTA_DFFs, as well as reduce the area and routing overheads.
Besides, more effective placement and layout-aware routing
strategies need to be developed to reduce the wire length over-
head. In addition, our equal-mode algorithm performs poorly
in cases where some exceptional DFFs exist. We will try to
develop a multi-mode compression algorithm in the future
study.
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