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Abstract A power efficient BIST TPGmethod is proposed to
reduce test power dissipation during scan testing. Before the
test patterns are injected into scan chain, the test set adopts a
series of preprocessed strategies including don’t care bit based
2-D adjusting, Hamming Distance based 2-D reordering and
test cube matrix based two transpose, all steps will be orderly
executed in interspersed way. The six largest ISCAS’89
benchmark circuits verify the proposed method. Experimental
results show that the switching activities are effectively re-
duced when the test set is loaded for on-chip scan testing.
ASDFR with MT-filling scheme ensures high compression
ratio, the scan-in test power dissipation is further decreased
by don’t care bit based 2-D adjusting and Hamming Distance
2-D reordering. In addition, the BIST TPG method with less
test application time and smaller algorithm complexity can be
widely applied to actual chip design without adding extra
decoder area overhead.

Keywords Test data compression . Scan-in test power
dissipation . Area overhead . Don’t care bit adjusting .

Hamming distance reordering

1 Introduction

New fabrication technologies and design complexities, multi-
ple cores embedded are rapidly emerging in System-on-Chip
(SoC) and Very Large Scale Integration (VLSI) [4]. Built-in
self-test (BIST) is widely applied to the Design for Testability
(DFT), Automatic Test Pattern Generation (ATPG) is impor-
tant to these test technologies, which involves a series of
thorny issues such as high test power dissipation, large test
data volume and extra area overhead.

Generally, test data volumes can be reduced through three
test compression techniques including linear decompression
based scheme, broadcast scanbased scheme and code based
scheme [13], which are directly applied to current test patterns
and avoid any ATPG or fault simulation [15]. Among them,
the code based scheme doesn’t require circuit structural infor-
mation and it is suitable for intellectual property cores, so it is
preferred in test data compression. There includes Huffman
coding [9], Golomb coding [3], Count Compatible Pattern
Run-Length Coding (CCPRL) [16], Frequency-Directed
Run-Length (FDR) coding [5], Alternating Run-Length
(ARL) coding [6], Extended Frequency-Directed Run-Length
(EFDR) coding [7], etc.

In addition, a circuit or system with increased more
switching activities consumes more power dissipation in
test mode than it does in normal mode [2], because there
are some logic state transitions within each test pattern or
between two consecutive test patterns. The surging scan-
in test power dissipation caused by the instantaneous cur-
rent in test mode may create enormous damages to circuit
with excessively high switching activities. So two tech-
niques have been developed to effectively reduce test
power dissipation, One is to modify the conventional
LFSR configurations, such as LP-TPG [1], DS-LFSR
[14] and LT-TPG [12], etc. Another is to decrease the
number of transitions during Circuit under Test (CUT) test
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such as test patterns reordering, scan cells reordering and
favorable X-filling schemes, etc. [2].

This paper proposed the power efficient BIST TPGmethod
based on don’t care bit based 2-D adjusting, Hamming Dis-
tance based 2-D reordering and ASDFR with MT-filling
scheme. The six largest ISCAS’89 benchmark circuits verify
the proposed method. It not only effectively decreased
scanned-in test power dissipation, but also obtained a high
compression ratio, consumed less test application time and
avoided adding extra area overhead.

2 Background

Three concepts are involved in the proposed BIST TPG
method.

2.1 Scan-in Test Power Dissipation Model

The test power dissipation caused by the switching activities
can be effectively reduced by decreasing the number of logic
state transitions of test set [2]. Scan-in test power dissipation is
proportional to the switching activities of test pattern. In ad-
dition, other activities such as scan-in operation, scan-out op-
eration and their transition operation between these two [11]
all contribute to the number of logic state transition in test
pattern and test power dissipation.

Scan-out response heavily relies on scan-in test pattern, so
we only focus on scan-in operation. The weighted transition
metric (WTM) model [4] is presented to estimate scan-in test
power dissipation of a given test pattern, which depends on
not only the number of logic state transitions but also their
relative positions.

Considering a test set as T={T1,T2,T3,⋯,Tm}, the length
of each test pattern is n. Every test pattern can be expressed as
Ti={ti1,ti2,⋯,tin}, 1≤i≤m, 1≤j≤n, tij denotes the jth bit of the
ith test pattern. Therefore the weighted transitions metric
WTMi, average scan-in power dissipation Pavg and peak

scan-in power dissipation Ppeak are estimated as follows:

WTMi ¼
X n−1

i¼1
n− jð Þ* ti; j⊕ti; jþ1

� � ð1Þ

Pavg ¼
X m

i¼1
WTMi

m
ð2Þ

Ppeak ¼ max1≤ i≤mWTMi ð3Þ

According to the above formula, three parameters can be
calculated to evaluate test power dissipation of a test pattern
during scan-in operation. An important conclusion can be
drawn from the analysis of scan-in test power dissipation
model, different X-filling schemes [2] and different ordering
strategies [10] besides the logic state transitions all affect test
power dissipation.

2.2 Test Power Dissipation Estimated for Filled Test Set

In scan-based BIST, a test pattern that detects many targeted
faults may contain a large number of don’t care bits (X) [2]. In
conventional scan ATPG, each X bit in test pattern is filled
with 0 or 1 at random since this will not affect the fault cov-
erage. Actually, the number of X bits in a test set is typically
large. The X-filling scheme randomly assign a 0 or 1 to X bits
in test set so that the number of logic state transitions in scan
cells is minimized, which reduces the overall switching activ-
ity in Circuit under Test (CUT) during shift cycles [1]. Table 1
shows WTM comparison in two groups of test sets with four
test patterns filled by different filling scheme such as 0-filling,
1-filling and Minimum Transitions filling (MT-filling) [2].

From the above two groups of test sets, 0-filling scheme
and 1-filling scheme just show similar results in the evaluation

Table 1 WTM comparison of
two test sets Test pattern 0-filling scheme 1-filling scheme MT-filling scheme

Filled pattern WTM Filled pattern WTM Filled pattern WTM

10X1111XX0 1001111000 201 1011111110 180 1001111110 169
0XXXXXXX1 0000000001 0111111111 0000000001

XX01XXXX11 0001000011 1101111111 1101111111

11110000XX 1111000000 1111000011 1111000000

1XX0000XXX 1000000000 122 1110000111 153 1110000000 82
X1XXXX0XXX 0100000000 1111110111 0111110000

X0000011XX 0000001100 1000001111 0000011111

XXXXXXXX0X 0000000000 1111111101 1111111100
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of WTM, but MT-filling scheme shows obvious reduction in
test power dissipation. So MT-filling scheme is regarded as
the power efficient filling method, the scan-in test power dis-
sipation and compression ratio will be further considered in
the proposed BIST TPG method.

2.3 Run Length Based Code Scheme

The run length based code scheme has been widely applied to
test data compression in BIST. Jas and Touba proposed run-
length codes to encode runs of 0s to reduce test data volumes.
Then Golomb code was proposed by Chandra and
Chakrabarty to encode runs of 0s with variable length code
which allows efficient encoding of longer runs [1], however it
requires a synchronization mechanism between the tester and
the chip. Then they proposed a new scheme named
Frequency-Directed Run length (FDR) code [5] with the var-
iable group size compared with Golomb code. It is very effi-
cient for FDR code to compress test data which has few 1s but
long runs of 0s. Maleh and Abaji further proposed an Exten-
sion of FDR (EFDR) which encodes both types of runs to
remedy the defects of the FDR. Therefore, EFDR code
outperformed FDR code when the test data has few 0s [7].

For further improving the compression ratio, Hellebrand and
Wurtenberger proposed an evolution in alternating run-length
code called Alternating Shifted FDR (ASFDR) to reduce the
SoC test data volumes [8]. This method has no run-length of
zero size, and codeword for run length size 0 is unnecessary.
This codeword is assigned to run length size 1 and each
codeword is shifted to one position higher. It obtains higher
compression ratio compared with Alternating FDR. The test
data compression example of two tests is shown in Table 2.

The coding results show that ASFDR scheme has higher
compression ratio than EFDR scheme does. In addition, an
on-chip decoder with an acceptable area overhead is required

to load encoded test data from Automatic Test Equipment
(ATE).

3 Proposed BIST TPG Method

Hamming distance based reordering [11] should satisfy the
following two facts: ① ATPG derived test patterns contain a
large amount of don’t care bits [2]. ② Stuck-at faults based
test patterns can be reordered without any loss of fault cover-
age, but the corresponding fault free outputs that are stored in
ATE as golden references must be also reordered in the same
sequence. In order to reduce scan-in power dissipation of test
pattern and obtain high compression ratio in run-length cod-
ing, the test set will be preprocessed in accordance with the
following procedure.

A given test set T {O1, O2, O3, O4} composed by four test
patterns with ten bits is involved in the experiments.

O1: 0010100011
O2: 0XX1000110
O3: 11X01XX01X
O4: 10XX1XXXXX

(1) don’t care bit based first adjusting
The test sets are reordered according to the numbers

of don’t care bit in each test pattern from more to less, so
they are reordered as follows:

O4: 10XX1XXXXX
O3: 11X01XX01X
O2: 0XX1000110
O1: 0010100011

During don’t care bit based first adjusting, the location of
test pattern in test set will be interchanged. Test pattern

Table 2 Test data compression
example Type EFDR with MT-filling scheme ASFDR with MT-filling scheme

1st pattern 2nd pattern 1st pattern 2nd pattern

Original test set 1001111110 1110000000 1001111110 111 0000000

0000000001 0111110000 0000000001 0 11111 0000

1101111111 0000011111 1101111111 00000 11111

1111000000 1111111100 1111000000 11111111 00

Bits number 40 40 40 40

Encoded test set 1000001101 1100001100 1000110111 1100011000

0011001010 0011001011 1001110000 1101011001

1111010001 0001111010 0110100101 011011001

010 1000 1

Bits number 33 34 31 29

Compression ratio 17.5 % 15 % 22.5 % 27.5 %
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with more don’t care bits will be changed to the front
position as much as possible.

(2) hamming distance based first reordering
The test pattern (O4) with maximum don’t care bits is

always placed on the first position in above test se-
quence. So it is selected as the new first test pattern in
the reordered list. The reason for selecting the test pattern
with minimum don’t care bit is that there is a minimum
flexibility for don’t care bit mapping.

Hamming Distance is defined as the distance between
two test patterns equal to the number of corresponding
mismatched bits, and it is calculated by bit position wise
[11]. Hamming Distances from the first test pattern (O4)
in adjusted list to all remaining patterns (O3, O2, O1) are
calculated respectively. The test pattern with the mini-
mum Hamming Distance from the first test pattern (O4)
will be placed next to it.

Let’s find out the Hamming distance between
the first test pattern (O4) and test pattern (O3), Here
we will compare each bit from O4 with each bit in
same position from O3, If O4 (i)=O3 (i) or O4 (i)=
X or O3 (i)=X, then Hd (i)=0, otherwise Hd (i)=1.
So total Hamming Distance between O4 and O3 is
the sum of Hd(i). For given test set, let’s calculate
the Hamming distance for all test patterns.

O4: 10XX1XXXXX
O3: 11X01XX01X (Hd between O4 and O3 is 1)
O2: 0XX1000110 (Hd between O4 and O2 is 2)
O1: 0010100011 (Hd between O4 and O1 is 1)

As test pattern O3 has minimum Hamming distance
from the first test pattern O4, we will put test pattern O3

at the second position of new list. Now remaining patterns
will be compared with O2 and O1, then O1will be
searched and placed based on Hamming distance from
the second test pattern O3. The reordering continues until
the last test vector is found. The reordered test set is
shown as follows:

O4: 10XX1XXXXX
O3: 11X01XX01X
O1: 0010100011
O2: 0XX1000110

(3) the first matrix transpose
Considering the given test set as a matrix with

the size of 4×10, where 4 is the number of test
pattern and 10 is the bits number of each test pat-
tern. Let’s clustering don’t care bit in each test
pattern, so the columns with matched bits should
be placed nearby. Then the transpose matrix of the
reordered test set is found.

T1: 1100
T2: 010X
T3: XX1X
T4: X001
T5: 1110
T6: XX00
T7: XX00
T8: X001
T9: X111
T10: XX10

(4) don’t care bit based second adjusting
All rows are reordered according to the numbers of

don’t care bit frommore to less, the row T3 with the most
don’t care bit is always regarded as the new first row.

T3: XX1X
T6: XX00
T7: XX00
T10: XX10
T2: 010X
T4: X001
T8: X001
T9: X111
T1: 1100
T5: 1110

In don’t care bit based second adjusting, the location of
don’t care bits in each test pattern will be interchanged, and
don’t care bits will be changed to the front position as much as
possible.

(5) hamming distance based second reordering
The new first row T3 remains fixed, the Hamming

Distance based reordering of remaining all rows from
the new first row T3 is calculated and compared. As the
row T10 has minimumHamming distance from row T3, it
is put at the second position of new list. The hamming
distance based second reordering is shown as follows.

T3: XX1X
T10: XX10
T5: 1110
T6: XX00
T7: XX00
T2: 010X
T1: 1100
T4: X001
T8: X001
T9: X111

(6) the second matrix transpose
At the end of the second hamming distance reordering,

the reordered list is obtained. Then, it will be transposed
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again. So the required test set is obtained from the trans-
pose matrix composed by the reordered test pattern.

N1: XX1XX01XXX
N2: XX1XX11001
N3: 1110000001
N4: X0000X0111

(7) MT-filling scheme
The proposed TPGmethod is applied to the test set with

four test patterns. Before evaluating the scan-in test power
dissipation and the compression ratio, these don’t care bits
in test set are completely filled and shown in Table 3.

In Table 3, different X-filling schemes applied to test set
seriously affect the compression ratio and scan-in test pow-
er dissipation. Usually, MT-filling scheme can do better in
decreasing the number of switching activities than 0-filling
scheme and 1-filling scheme do. Here, don’t care bit 2-D
adjusting effectively reduces the value ofWTM.Hamming
distance 2-D reordering further decreases the test power
dissipation.

4 The Decoder Architecture and Area Overhead

The run length based code scheme needs an on-chip decoder
which loads the encoded test data fromATE, and then decodes
them for on-chip scan testing. For showing it holds true in an
actual chip design, the test application time, the decoder ar-
chitecture and decoder area overhead are also considered in
the proposed scheme.

4.1 The Decoder Architecture

Figure 1 improves the decoder by inserting a bit swapping
logic array before the test patterns injected to single/parallel

scan chains for on-chip testing. For all the test sets, don’t care
bit adjusting and bits swapping in test pattern can be per-
formed by programming the on-chip FPGA. As long as a good
control in higher clock speeds of the BIST state machine to
generate normal speed test pattern, don’t care bit based 2-D
adjusting and Hamming Distance based 2-D reordering can
perform well during the test set encoding and decoding.

4.2 The Decoder Area Overhead

Table 4 compares the decoder area overhead with different
coding methods. The decoder area overhead is computed as:
(area of decoder*100)/(area of benchmark circuit), area of
decoder includes hardware overhead of the core FSM decoder
and bit swapping logic array. The proposed BIST TPG meth-
od applied with EFDR/ASFDR only requires the basic decod-
er, which totally avoids difference test pattern method [11]. So
it neither requires any CSR nor involves any delay caused by
CSR, but only needs a different routing for scan-in operation.

Compared with CSR decoder structure, the proposed BIST
TPG method needs simpler decoder architecture. Obviously,
the improved decoder does not consume extra area overhead.
So it is easy to implement in an actual chip design.

4.3 A Decoding Example

Recalled a given test set involved in section 3, it is assumed
that test set Twith four original test patterns {O1, O2, O3, O4}
is turned into test set N with four new test patterns {N1, N2,
N3, N4}, then encoded by EFDR/ASFDR. The encoded test
set needs to be decoded before it is applied to scan testing.
However, the orders of scan-in test pattern are not considered.
Thus, bits swapping in each test pattern are considered during
decoding process, the routing decoder of a given test set is
designed. Figure 2 shows the encoded test set is successfully
decoded by don’t care bit adjusting and bit swapping opera-
tions, and then loaded into scan chain for on-chip testing.

Table 3 Compression result comparison with different method

Test pattern 0-filling scheme [2] 1-filling scheme [2] MT-filling scheme [2]

HDDR+
PEBF [11]

HDDR+
PEDCBC

HDDR+
PEBF [11]

HDDR+
PEDCBC

HDDR+
PEBF [11]

HDDR+
PEDCBC

N1:XX1XX01XXX 0000111100 0010010000 0000111100 1111101111 0000111100 1111101111

N2:XX1XX11001 1000001000 0010011001 1110111111 1111111001 1110011111 1111111001

N3:1110000001 1001010100 1111000001 1111111100 1111000001 1111111100 1110000001

N4:X0000X0011 0000000111 0000000111 0001100100 1000010011 0000000111 0000000111

Ppeak 36 24 17 20 12 9

Pavg 15.8 14.5 10 10 6.3 6

Compression ratio for EFDR −5 % 0 % 7.5 % 2.5 % 10 % 12.5 %

Compression ratio for ASFDR −15 % 0 % 15 % 15 % 20 % 15 %
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The power efficient test set consumes less test power dis-
sipation under the conditions of high compression ratio. As for
the architecture complexity of BIST circuit consuming more
power especially in deep submicron designs which have high
transistor leakage, this paper evaluates scan-in test power dis-
sipation by WTM model, then it is further synthesized and
simulated at the gate level for each ISCAS’89 benchmark
circuit in section 5.

4.4 Performance Comparison with Previous Works

This paper provides extensive discussions about decoder area
overhead, scan-in test power dissipation, test application time
and algorithm complexity analysis. Table 5 gives the perfor-
mance comparisons of some evolution methods.

Compared with existing commercial methods, the pro-
posed BIST TPG method has obvious advantage. The test
power dissipation is reduced without affecting test application
time and the improved decoder is implemented without

adding extra area overhead, which indicates this scheme holds
true in an actual chip design.

5 Simulation Experiment and Results Analysis

5.1 Compression Ratio Comparison

The proposed BIST TPG method is verified by ISCAS’89
benchmark circuits with full-scan chain, the test set obtained
from Mintest ATPG program is involved in experiment veri-
fication, it was performed on a workstation with a 2.5GHz
Intel Core processor and 4G ofmemory. Before the test patters
are injected into scan chain, don’t care bits based 2-D
adjusting, Hamming Distance based 2-D reordering were in
turn applied to the Mintest test set, don’t care bits were filled
by MT-filling scheme and then encoded by EFDR [7] and
ASFDR [8], encoded test set is obtained from these codeword.
Assuming TD and TE respectively denote the Mintest test set
and encoded test set obtained from the proposed BIST TPG
method. The compression ratio is calculated by formula (4):

CR% ¼ TD−TE

TD
� 100% ð4Þ

Table 6 compares the compression ratio obtained by differ-
ent test set preprocessed methods. For EFDR with MT-filling
scheme, the proposed BIST TPGmethod (HDDR+PEDCBC)
shows obvious advantages over than EFDR and the 2-D
reordering method (HDDR+PEBF) [11], and the average
compression ratio reaches to 72.14 %. For ASFDR with
MT-filling scheme, the similar conclusions can be drawn,
and the average compression ratio reaches to 72.96 %.

Table 4 The decoder area overhead

Circuits FDR
[5]

EFDR
[7]

Proposed scheme
with EFDR

ASFDR
[8]

Proposed scheme
with ASFDR

S5378 7.8 8.3 8.5 8.2 8.6

S9234 5.9 6.3 6.5 6.1 6.6

S13207 3.5 3.7 3.9 3.8 3.9

S15850 3.6 3.8 4.1 3.9 4.1

S38417 1.4 1.5 1.7 1.7 1.9

S38584 1.5 1.6 1.8 1.6 1.9

Decoder

9 672148 3105

10 456789 123

Circuit under Test

TE

TD

Internal Scan Chain
test data

Fig. 2 The decoder architecture of a given test set
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5.2 Scan-in Test Power Dissipation

The proposed BIST TPG method adopts a series of adjusting
and reordering strategies to preprocess the test patterns before
the test set is loaded for scan testing. Here, don’t care bit based
2-D adjusting makes a large reduction ofWTM during scan-in
operation. Hamming Distance 2-D reordering is further ap-
plied to the adjusted test set to eliminate test power dissipa-
tion. Table 7 compares scan-in test power dissipation of the
encoded test set with different X-filling schemes.

Firstly, don’t care bits in original test set are filled by two
filling schemes, the experimental results show that MT-filling
scheme has obvious advantages in decreasing test power dis-
sipation than 0-filling scheme does. When don’t care bits in
test pattern are completely filled by MT-filling scheme, scan-

in test power dissipation can be evaluated. The peak test pow-
er and average test power in the proposed BIST TPG method
(HDDR+PEDCBC) are obviously lower than 2-D reordering
method (HDDR+PEBF) [11]. And the average reductions of
the peak test power and average test power reach to 35.14 %
and 43.01 % respectively.

5.3 Algorithmic Complexity Analysis

HDDR+PEDCBC EFDR/ASFDR with MT-filling scheme is
based on WTM power model, the test pattern generation in-
clude EFDR/ASFDR encoding, don’t care bit adjusting and
filling, Hamming Distance 2-D reordering. These operations
devote to reducing the test power dissipation during scan test-
ing, which seems to make the BIST TPG method more

Table 6 Compression ratio comparison with previous works

ISCAS’89
Circuit

Total bits in
original test set

Size of Mintest
test set

% Compression with EFDR % Compression with ASFDR

EFDR
[7]

HDDR+
PEBF+
EFDR [11]

HDDR+
PEDCBC+
EFDR

ASFDR
[8]

HDDR+
PEBF+
ASFDR [11]

HDDR+
PEDCBC+
ASFDR

S5378 23,754 20,758 51.93 53.47 54.81 -NA- 53.99 57.09

S9234 39,273 25,935 45.89 51.76 60.60 44.96 52.03 61.76

S13207 165,200 163,100 81.85 82.38 88.51 80.23 82.41 88.63

S15850 76,986 57,434 67.99 70.15 78.45 65.83 70.24 78.59

S38417 164,736 113,152 60.57 57.74 77.51 60.55 57.78 78.71

S38584 199,104 161,040 62.91 67.91 72.94 61.13 68.02 72.95

Avg. – – 61.86 63.90 72.14 62.54 64.08 72.96

Table 5 Performance comparison of some evolution methods

Some evolution
methods

Data
compression

Test
power

Area
overhead

Type of testing

Scan-in functional

EFDR [7] / ASFDR [8] √ × √ (decoder) √
Vector reorder √ × × √
Vector reorder and
differentiated [1]

√ × √ (CSR) √

Vector reorder, differentiated
and EFDR / ASFDR

√ × √ (decoder + CSR) √

Hamming distance based
reorder and column-wise
bit stuffing with difference
vector [10]

√ × √ √

Hamming distance based
double reordering with
power efficient bit
mapping [11]

√ √ √ √ √

Don’t care bit 2-D adjusting
and hamming distance
based 2-D reordering

√ √ √ (improved decoder) √ √
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complicated. So, the algorithmic complexity including test set
encoding time, test application time, the decoder architecture
and area overhead is roughly evaluated in this paper. Table 8
compares the test set encoding time include don’t care bit
filling time and Hamming Distance 2-D reordering time.
The experimental results show that HDDR+PEDCBC
ASFDR by MT-filling scheme consumed less test set
encoding time than the other previous works did.

5.4 Test Application Time and Decoder Area Overhead

In proposed scheme, fate and fscan respectively denotes
ATE frequency and on-chip scan frequency, the frequency
ratios is defined as α= fscan/fate, the slow speed tester tests
the high speed system, so fate < fscan. The decoder in-
cludes three stages: The decoder receives the encoded test
data from ATE at a frequency of fate, HDDR+PEDCBC
EFDR/ASFDR codes are decoded at a frequency of fscan,
the bits swapping in test pattern is performed to further
obtain the power efficient test set.

It is assumed that ATE adopts only one channel for sending
codeword to CUT and takes only one ATE clock cycle for
sending one bit. The clock in bit swapping logic array is syn-
chronized with the chip operating clock during scan testing.
Let test application time t(m,n) be the total time required to
decode a codeword that is the nthmember of themth group. Let
tshift(m,n) be the time required to transfer the encoded test data
from ATE to on-chip and tdecode(m,n) be the time required to
decode the codeword. Let tswap(m,n) be the time required to
swap the corresponding bits in test pattern. So the test appli-
cation time (TAT) reflected by ATE cock cycles [6] is con-
cluded by formula (5).

t m; nð Þ ¼ tshift m; nð Þ þ tdecode m; nð Þ þ tswap m; nð Þ ð5Þ

The decoder is synthesized using FPGA optimized for area
overhead, and it is assumed that there is a maximum run
length of 2000. Then the estimated gates count for the decoder
are calculated, Table 9 compares four techniques in terms of

Table 7 Test power dissipation comparison

ISCAS
circuit

Original test
set with 0-filling
[2]

Original test
set with MT-
filling [2]

HDDR+PEBF
ASFDR with
MT-filling [11]

HDDR+PEDCBC
ASFDR with
MT-filling

Reduction
% than
[11]

Ppeak Pavg Ppeak Pavg Ppeak Pavg Ppeak Pavg Ppeak Pavg

S5378 10,127 3336 9531 2435 5010 1357 3968 1097 26.25 19.12

S9234 12,994 5692 12,060 3466 6667 1901 4354 1302 34.69 31.51

S13207 101,127 12,416 97,606 7703 37,972 4685 19,386 1362 48.95 70.93

S15850 81,832 20,742 63,478 13,381 34,974 8466 21,910 3303 34.40 60.99

S35932 172,834 73,080 125,490 46,032 8292 3510 5904 3073 28.80 12.45

S38417 505,295 172,665 404,617 112,198 205,989 88,091 82,932 24,092 59.74 72.65

S38584 531,321 136,634 479,530 88,298 182,769 45,467 158,790 30,203 13.12 33.43

Avg. – – – – – – – – 35.14 43.01

Table 8 Test set encoded time (s)

Circuit EFDR [7] HDDR+
PEDCBC
EFDR with
MT-filling

Reduction % ASFDR [8] HDDR+
PEDCBC
ASFDR with
MT-filling

Reduction %

S5378 2.938 2.829 3.71 % 3.112 2.891 2.28 %

S9234 5.000 4.422 11.56 % 3.368 3.657 −8.58 %

S13207 13.438 13.704 −1.98 % 14.063 13.563 3.56 %

S15850 7.485 7.047 5.85 % 8.206 7.203 12.22 %

S38417 21.454 18.001 16.09 % 23.65 18.392 22.23 %

S38584 25.923 24.299 6.26 % 29.313 25.548 12.84 %

Avg. – – 6.92 % – – 7.43 %

50 J Electron Test (2015) 31:43–52



the number of clock cycles needed to decode the test set,
which corresponds to the test application time under various
frequency ratios. Furthermore decoder area overhead is
shown.

For all test sets involved in experiments verification,
the number of clock cycles needed for HDDR+PEDCBC
EFDR/ASFDR with MT-filling is less than that needed for
FDR and EFDR. It indicates that the proposed scheme
consumed less test application time than the previous
works did. In addition, the estimated gates count for
HDDR+PEDCBC EFDR/ASFDR with MT-filling are
slightly higher than that for FDR and EFDR, and the
decoder area overhead is considered small in comparison
with the actual circuit size.

6 Conclusion

A power efficient BIST TPG method is proposed to reduce
scan-in test power dissipation. Before the scan testing, the test
set is preprocessed by don’t care bit based 2-D adjusting and
Hamming Distance based 2-D reordering in interspersed way.
Firstly, the test set is adjusted according to the number of don’t
cares bits in each test pattern, don’t care bit based first
adjusting is applied to the test set. Secondly, Hamming Dis-
tance based first row-wise reordering is applied to the adjusted
list. Thirdly, the first matrix transpose is achieved. Fourthly,
don’t care bit based second adjusting is applied to the each
row in transposed matrix. Fifthly, Hamming Distance based
second column-wise reordering is applied to the new list in
transposed matrix. Finally, the second matrix transpose is
achieved until the power efficient test set is obtained. The
six largest ISCAS’89 benchmark circuits verify the power
efficient BIST TPG method. The experimental results show
that it devotes to decreasing test power dissipation during scan

testing, which ensuring high compression ratio, consuming
less test application time and occupying small decoder area
overhead.
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