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Abstract Timing prediction has become more and more diffi-
cult with shrinking technology nodes. Combining the pre-
silicon delay model with post-silicon timing measurements
has the potential to improve the accuracy of timing analysis.
In this work, we address the problem of automatic test pattern
generation for understanding circuit timing sensitivity to power
supply noise (PSN) during post-silicon validation. Long paths
are selected from a pseudo functional test set to span the power
delivery network. To determine the sensitivity of timing to on-
chip noise, the patterns are intelligently filled to achieve the
desired PSN level. Our previous PSN control scheme is en-
hanced to consider both spatial and temporal information for
better correlation with functional PSN. These patterns can be
used to understand timing sensitivity in post-silicon validation
by repeatedly applying the path delay test while sweeping the
PSN experienced by the path from low to high.

Keywords Delay testing . Pseudo functional test . Power
supply noise . Post-silicon validation

1 Introduction

Power supply noise significantly impacts the timing perfor-
mance of integrated circuits, and it may cause maximum

operating frequency (FMAX) mismatch between structural
at-speed test and functional test [11]. Much research has been
done to generate PSN-aware test patterns. These approaches
can be divided into three categories.

The first category spares no effort to minimize power or
PSN to avoid over-testing. Many techniques, such as low-
power test generation [13], X-filling [10], and power-
aware compaction [12], have been developed since low-
power design has become mainstream. The disadvantage
of these methods is that they do not change the fact that
illegal states may still reside in the test pattern. Moreover,
patterns that are too quiet will fail to exercise the circuit to
the functional mode noise level, which may result in a
measured FMAX that is too high, leading to a field failure.
Pseudo functional test (PFT) [7] is another technique fall-
ing into this category, explicitly placing logic constraints
on automatic test pattern generation (ATPG) tools to avoid
illegal states.

The second category attempts to maximize PSN in order to
achieve high small delay fault coverage and avoid under-
testing. In [5], an iterative procedure based on a genetic
algorithm (GA) is proposed. In each iteration, waveform
simulations and fitness calculation are used to guide selection,
crossover and mutation to find patterns that induce larger
PSN. In [4], PSN maximization is modeled as a MIN-ONE
problem and a SAT solver is used to maximize the transition
count. A SAT-based method can find a near-optimal solution.
The approach in [8] utilizes a commercial ATPG engine to
sensitize as many transitions on neighboring lines as possible.
This approach features good compatibility with existing com-
mercial tools, but the test optimality depends on the ATPG
algorithm implemented by the tool.

The third category argues that chips should be tested under
the maximal functional PSN and attempts to strike a balance
between over-testing and under-testing by considering both
functional constraints and PSN simultaneously. These
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approaches usually consist of two steps – pseudo functional
test generation and power supply noise maximization, such as
MAX-Fill [3] and PSN-aware PFT [15].

The above approaches can potentially improve delay test
quality and achieve high FMAX accuracy. However, they lack
the ability to provide knowledge to the design engineer for
power supply noise prediction, such as the sensitivity of timing
to PSN. Commercial tools can support dynamic IR-drop analysis
and the voltage at each node can be back-annotated for accurate
circuit simulation [2]. However, this is not an ideal solution
considering the shrinking product development window.

Combining the pre-silicon delay model with post-silicon
timing measurements has the potential to improve the accura-
cy of timing analysis since the impact of real silicon varia-
tions, such as process variation and power supply noise, is
naturally considered. Two typical measurement techniques are
critical path monitors (CPM) [9] and ring oscillators (ROs)
[6]. They are able to capture the post-silicon variations, in-
cluding process variation, temperature and voltage. These
techniques can have high area overhead, especially for large
circuits where large numbers of CPMs and ROs are needed.
Another technique to capture the post-silicon process variation
is gate-level timing extraction [19]. A novel path selection
algorithm is used to generate paths and obtain an accurate
variation distribution with no hardware overhead. However,
power supply noise is not considered.

In this work, we address the problem of automatic test
pattern generation for extracting circuit timing sensitivity to
power supply noise during post-silicon validation. Test pat-
terns targeting the K longest paths through each gate are first
generated. Then a layout-aware path selection algorithm is
implemented to select long paths, which fully span the power
delivery network. Finally, the selected patterns are intelligent-
ly filled to bring the PSN to a desired level. These patterns can
be used to understand timing sensitivity in post-silicon vali-
dation by repeatedly applying the path delay test while sweep-
ing the PSN experienced by the path from low to high. This
work extends our previous work [16] by including layout-
aware path selection and detailed PSN control analysis at the
on-path gate level. Previously we only presented experimental
results at the path level.

The rest of the paper is organized as follows. In section 2,
the pattern generation flow is described in detail. The IR-drop
estimation with timing information incorporated is also
discussed in this section. In section 3, the experimental results
are presented and analyzed. Section 4 presents conclusions
and discusses future work.

2 Pattern Generation for Timing Validation

The flow of pattern generation for post-silicon validation is
shown in Fig. 1. The validation consists of four parts: pseudo

functional test generation, layout-aware path selection, post-
ATPG processing for PSN, and sensitivity measurement. In
the following sections, we will focus on the second and third
parts.

2.1 Pseudo Functional Test Generation

To understand timing sensitivity during functional operation,
the structurally generated test patterns should mimic the func-
tional PSN environment. The optimal solution is using func-
tional patterns, but automatic generation of functional path
delay tests is currently infeasible. Here we use a pseudo
functionalK longest path per gate (PKLPG) pattern generation
tool called CodGen [1].

PKLPG is applied by scanning in a pattern, clocking the
circuit with several medium-speed functional cycles (termed
preamble cycles), launching the at-speed test and then scan-
ning out the response. The preamble cycles ramp up off-chip
inductor currents andminimize dI/dt noise. They also filter out
most non-functional state transitions, so the at-speed test can
be viewed as approximately functional. Correspondingly, the
on-chip IR-drop is similar to functional operation.

2.2 Layout-Aware Path Selection

In order to obtain the timing sensitivity to PSN, the chip layout
must be considered during the path generation process. The
goal is to select paths so that the power delivery network can
be characterized. Actually PKLPG can be viewed as a layout-
aware path generation engine since it regards each gate as a
fault site, i.e. it targets every node connected to the power
delivery network.

However, it is not necessary to select every path of the
circuit for sensitivity analysis. If all paths through a gate have
large timing slack, PSN-induced delay can never cause these
paths to fail. For that small region where the gate is located,
we do not need to extract the timing sensitivity information. In

Pseudo Functional Test Generation
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Fig. 1 Pattern generation and post-silicon validation
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contrast, in regions where low-slack (long) paths are clustered,
enough paths must be generated to characterize the power
delivery network.

Therefore, we can divide the circuit into small regions and
weight each region using static delay information. For regions
containing gates with less timing slack, we assign large K to
the gates. For other regions, we may have smaller K or do not
target those gates. Here, a region is a small area in the layout,
inside which the sensitivity of each gate is similar. Gates
inside a region will have the same K since any one of the
gates can be used to characterize the region. In this paper, we
assume K=1 (one rising and one falling path through the fault
site) is good enough for PSN characterization.

After the paths are generated, a group of paths are selected
for characterization. We use two basic rules to select a path:
(1) the length of the path is among the top 30 %; and (2) the
path covers regions not covered by previously chosen paths.
Prior experience shows that the real critical paths will usually
be in the top 30 % from static timing analysis. Each region
spans only one row in the layout and it has a much smaller
range compared to the critical range in [17]. The finer granu-
larity guarantees the assumption that gates inside each region
have similar sensitivity. In Fig. 2, an example layout is given
and divided into a 3×3 grid. Each region is indexed with X and
Yvalues. The Yvalue is simply the row number in the layout.
The X value is the index of the power/ground segment.

Theoretically, we only need one path to cover each region
we care about. In our experiments, each region is covered up
to 10 times to achieve higher accuracy. The path selection
algorithm is shown below.

Algorithm 1: Path-Selection
1) Read in circuit and layout
2) Divide layout to regions and assign

region ID to gates
3) Read in all PKLPG paths and rank them by

length
4) For each region (Xi, Yj)

a)Initialize numberofpaths covering
it as Cover (Xi, Yj)=0

5) For each path Pn among the top 30 %
a)Cover_New_Region=0
b) For each on-path gate Gi with region

ID (Xi, Yi)
i) If Cover (Xi, Yi)<10 and not

covered by Pn
Label the region covered by Pn
Cover_New_Region ++;

c) If Cover_New_Region>0
Add Pn to the selected path list

The complexity of Algorithm 1 is linear in the size of the
circuit. Since we look at the K longest path through each gate,
the number of paths in top 30% is linear in the circuit size. For
each long path, the algorithm iterates over its on-path gates,

the number of which can be bounded by a constant. Therefore,
the complexity is O(K⋅L⋅N), where L is the length of the
longest testable path and N is the circuit size.

2.3 Post ATPG Processing for PSN

Bit-Flip is a simulation-based PSN control algorithm [17]. It
starts by fetching a test pattern and the corresponding path.
Critical cells, which are neighboring-row gates located within
a certain distance (critical range) of on-path gates, are identi-
fied by layout analysis. Unspecified or don’t care (X) bits in
the test pattern are initially randomly filled and the effective
weighted switching activity (EWSA) is computed as the initial
EWSAmax. EWSA is the sum of the weighted switching activ-
ity (WSA) of transitioning critical cells. Then Bit-Flip enters
an iterative PSN control step and randomly flips a group of
bits to improve the EWSA. In each iteration, up to G don’t-
care bits are randomly selected and their values flipped.
Incremental logic simulation is used to compute the change
in EWSA. The flip is retained if EWSA does not decrease. To
reduce CPU time and direct the search, the algorithm starts
with large group size G and then gradually shrinks G during
the iterations.

Improved Bit-Flip (iBF) [18] combines random flipping
with deterministic pattern modification to achieve similar
PSN level in less CPU time. It first uses random flipping to
cover most easily controlled critical cells. Then it uses back-
ground patterns as a guide to modify the test pattern in order to
cover random-resistant cells. The idea is similar to a typical
ATPG flow. Experimental results on benchmark circuits have
demonstrated the effectiveness of these two methods.

In this work, we incorporate Bit-Flip and iBF to support
pattern generation for post-silicon validation as shown in
Fig. 3. The scheme can be used to increase or reduce EWSA
in order to meet a specified PSN goal. This permits generating
a family of patterns for a target path with different PSN levels.
The control mode is set based on the current PSN level vs. the
goal. If the current PSN is smaller than the goal, MAXmode is
used to increase PSN. Otherwise, MIN mode reduces
switching activity. The tool switches between Bit-Flip and
iBF whenever 50 iterations in a row fail to increase (or
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(0, 2)

(1, 0)
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(1, 2)

(2, 0)

(2, 1)
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X
Fig. 2 An example of 3×3 layout regions
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decrease) PSN. If it fails to bring the PSN to the goal level
within 10,000 total iterations, it will restart with a new
randomly-filled pattern. The number of restarts is also limited.
If the target PSN cannot be achieved after enough attempts, a
failure will be reported.

2.4 PSN Estimation

Dynamic IR-drop analysis is accurate but usually requires
time-consuming power-grid simulation, making it too expen-
sive for integration into an ATPG flow. Although WSA lacks
accuracy in PSN estimation, it is widely used to approximate
PSN due to its low computation complexity. Many approaches
have been proposed to enhance the accuracy of WSA-based
PSN estimation by incorporating either spatial or temporal
information, or both [14].

Simulation results in [8] demonstrated that local transitions
have a relatively large impact on the voltage level of the on-
path gate. They proposed to generate as many transitions on
neighboring signal lines as possible in order to maximize PSN
for a given path. Bit-Flip and iBF also used a similar model to
select critical cells. Transition time differences between the
critical cells and on-path gate is another important factor that

should be considered. In the following, we will investigate the
PSN impact of transition timing difference (Td) and physical
distance from the on-path gate to the critical cell.

The circuit in Fig. 4 is used to study the impact of timing
and location on power supply noise. The power grid line is
modeled as a RC tree (Rp and Cp are parasitic resistance and
capacitance respectively). In total,N independent inverters are
placed in the row (N=19). Each inverter has its own input
voltage source (Vini) and output load (Cl). In our experiment,
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Fig. 3 Post-ATPG processing flow
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ground line parasitic Rp and Cp are not used, since the focus is
IR-drop on the supply. The parameters are set as Cp=0.06fF,
Cl=0.5fF, and Rp=4Ω, based on the 45 nm NanGate
OpenCell Library. With this circuit, we can align the transition
time of different cells and study how Td can affect the voltage
level. For simplicity, we only consider how transitions on
Cell1/Cell9 can affect the voltage at Cell10 which is located
in the middle of the row. Td=Ti – T10, where i=1 or 9, and Ti is
the transition time.

In Fig. 5a and b, we depict the VDD level (upper half of
Fig. 5a and b) and the output transitions (lower half of
Fig. 5a and b) of Cell9 and Cell10 when the Cell9 tran-
sition arrives 16 ps earlier (Td=−16 ps) and 4 ps earlier
(Td=−4 ps) than Cell10. The difference of the minimum
voltage at Cell10 is 0.4 mV. In Fig. 5a, the transition of
Cell9 causes a drop at Cell10 and reaches the first trough
after several picoseconds. Then the voltage starts to re-
cover. When Cell10 begins to transition, the voltage seen
by Cell10 has already ramped up. Therefore, the impact
resulting from Cell9’s transition is reduced. With larger
Td, the IR drop caused by the two transitions will be
separated from each other (non-overlap). In Fig. 5b,
Cell10 switches while the drop caused by Cell9 has not
recovered. So Cell10 will see a larger drop.

In Fig. 6, we sweep Td from −40 ps to 40 ps and plot
the minimal voltage at Cell10. There are two groups of
experiments: (1) Cell10 and Cell9; and (2) Cell10 and
Cell1. The voltage drop is maximized for small |Td|. The
difference between the MAX and MIN Td, at which the
other gate can affect the voltage of the on-path gate, is
called the effective timing window (ETW). Gates located
far away have a small ETW and relatively smaller impact
on the IR-drop amplitude with the same Td. In this exper-
iment, Cell9 caused 1 mV higher IR-drop than Cell1.

These observations demonstrate the necessity of consid-
ering timing information in PSN control.

As in Bit-Flip, critical range is used to identify the small
region around the on-path gate. Gates located in this region are
critical cell candidates. The next step is to filter out the gates
located outside the effective timing window. As shown in
Fig. 7, we only consider critical cell transitions arriving within
the timing window as in (b). If the output transition of a cell
arrives too early (a) or too late (c), it is not considered a critical
cell.

For cells with transitions that fall within the timing
window, a weight based on its distance to the on-path
gate is assigned to quantize the significance of its impact
on the on-path gate. The weight is calculated using the
formulas below, termed critical WSA (CWSA). If a critical
cell is critical to multiple on-path gates, the maximum
weight will be assigned.

WSAi ¼ 1; if FO ¼ 1
FOþ 1; otherwise

�

Wi ¼ 1

1þ Di=W
CWSAi ¼ Wi* WSAi

b  Overlap a Early Arrival c  Late Arrival 

ETW

Critical Cell

On-Path Gate

Fig. 7 Alignment of transitions on critical cell and on-path gat

Table 1 Regions and critical
cells per path Circuit Regions (XxY) # Covered Regions Avg. # CC/Path

W/o Filtering W/ Filtering Filtered (%)

s35932 23x118 2380 2132 508 76.17

s38417 24x123 811 4509 910 79.82

s38584 24x122 735 2299 490 78.69
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where FO is the number of fanouts,Di is the distance between
critical cells and on-path gate, and W is the critical range.

A l g o r i t h m 2 : C r i t i c a l - C e l l -
Identification

1) For each on-path gate Gi located at
(Xi, Yi) with delay di

a) For each Gate Gj located in row Yi
i) If Gj located within [Xi – R, Xi+R)

and di fall within [di – ETW/2,
di+ETW/2)

Calculate the new CWSAj
If new CWSAj is larger than
current
Update to new CWSAj

b) If Yi – 1>= 0
Repeat step a) for row Yi – 1

c) If Yi+1<= MAX_ROW_INDEX
Repeat step a) for row Yi+1

As discussed above, the critical cell identification and
CWSA update can be done by Algorithm 2. In this algorithm,



R is the horizontal distance from the current on-path gate
(Critical range in [17]).

3 Exeperimental Results

The proposed pattern generation scheme is validated on the
three largest ISCAS89 benchmark circuits (s35932, s38417
and s38584), running on a 3.18 GHz Dell Optiplex 960 with
4 GB memory. The paths are generated using CodGen with
K=1, launch-on-capture, one path per pattern. The number of
preamble cycles is 6, i.e. 8 cycles including the launch and
capture cycles. The ETW is set to±1 gate delay, based on the
results in the previous section.

Table 1 lists the number of regions of each circuit, number
of covered regions and the average number of critical cells per
path without and with timing filtering. For circuit s35932,
87.69 % of the regions are covered by at least one critical
path in the top 30 %, while the other two circuits have only
have around 25% regions covered. The last column in Table 1
shows that more than 75 % of critical cells are filtered out for
each circuit.

Figures 8 and 9 show the number of paths in top 30 %
covering each region of s35932 and s38417, respectively. For
s38417, we can see some “hot” regions which are covered by
relatively large numbers of critical paths, while most of re-
gions in s35932 see similar number of critical paths. These

two circuits represent two different scenarios of path length
distribution. In s38417, the long paths are clustered in a few
regions, while in s35932, long paths are distributed evenly
across the chip. When the paths are selected from the top 60%
for s38417, the number of regions expands considerably, as
shown in Fig. 10. However, as analyzed in section 2.2, for the
regions which do not have critical paths going through them,
there is no need to characterize the timing sensitivity, since
short path never fail due the delay caused by PSN. Also notice
that, although we allow each region to be covered by up to 10
paths, there are regions with more than 10 paths. The reason is
that paths that cover regions with fewer than 10 paths go
through regions that are already covered by 10 or more paths.

The PSN level seen by each path is computed as:

P ¼ ∑iCWSAi= ∑ jCWSAj

where i is a transitioning critical cell and j is a critical cell. In
Fig. 11, we present the PSN control results for s35932. The
target PSN level is set to 10, 20, 30 and 40 % and patterns
generated for each long path. As shown in the figure, most
paths achieve close to their target PSN. For timing sensitivity
analysis, we can apply these patterns from low to high noise
level and measure the FMAX. In Fig. 12, we give the average

Fig. 8 Number of paths covering each region in s35932 (top 30 %)

Fig. 9 Number of paths covering each region in s38417 (top 30 %)

Fig. 10 Number of paths covering each region in s38417 (top 60 %)
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PSN level of each on-path gate, indexed by its location on the
path. The on-path gate PSN level is computed similar to the
critical path PSN level. For each on-path gate, we have a list of
its critical cells. Therefore, after the PSN control commits, the
PSN level per gate can be computed as the CWSA sum of its
transitioning critical cell over the CWSA sum of all of its
critical cells. We can see that for this circuit, the PSN level of
each on-path gate is higher than the overall PSN level.

If the PSN achieved by the algorithm falls within±1.5 % of
the target level, we will report success. Otherwise, a fail is
reported. Some of the patterns are intrinsically noisy, which
means the pattern itself causes PSN higher than the upper
bound. It is impossible to bring down the PSN level. The
intrinsic PSN can be calculated by simulating the partially
specified pattern. Such patterns are termed a noisy pattern
(NP).

The detailed pattern generation results are listed in Table 2.
In columns 1 and 2, we list the circuit and number of paths
selected (#P). Column 3 lists the target PSN. Column 4 lists

the number of NP. In column 5, we list the number of initial
failures (after the first try), the number of patterns that
succeeded after restart (#Res), and the number of failed pat-
terns (#Fail). Column 6 lists the number of successfully filled
patterns (#Suc). Column 7 lists the CPU time cost for post-
silicon PSN control. The number of paths selected for charac-
terization is at most 10 times the number of regions in the
layout, since we allow up to 10 paths covering each region.
Here we can see that the number of selected paths is much
smaller, even for s35932, where up to 87.69 % of its regions
are covered. The reason is that each path will typically cover
multiple regions. In Table 3, we listed the experimental results
of targeting 20 % PSN level without critical cell filtering. The
experimental result on s35932 and s38584 clearly shows the
benifit of critical cell filtering - reducing CPU time cost. The
higher CPU time cost on s38417 is caused by the large number
of inital fails.

As discussed in the previous section, the timing infor-
mation will filter out gates that do not affect the delay of
the path. To further understand how this affects the num-
ber of critical cells per gate, we depict the average number
of critical cells per on-path gate in Fig. 13. The on-path
gates are indexed in the order they appear along the path.
The results clearly show that the first ~20 gates have a
relatively large number of critical cells. The reason is that
most of the transitions in the circuit happen too early to
affect the voltage level of later gates. Therefore, the algo-
rithm is dominated by the first ~20 gates. Without the
filtering, the number of critical cells per gate is dependent
on the critical range size. Since each gate has a similar
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Table 2 PSN post processing result w/ filtering

Circuit #P PSN #NP #InitFail
(#Res/#Fail)

#Suc Time (s)

s35932 1320 10 % 9 62 (25/37) 1274 1037

20 % 0 0 (0/0) 1320 143

30 % 0 0 (0/0) 1320 152

40 % 0 5(0/5) 1315 264

s38417 183 10 % 178 2(0/0) 3 39

20 % 46 19(4/15) 122 212

30 % 1 12(1/11) 171 216

40 % 0 100(7/93) 90 2011

s38584 245 10 % 72 22(4/18) 155 282

20 % 6 7(1/6) 233 123

30 % 0 42(6/36) 209 617

40 % 0 139(13/126) 119 2103

Table 3 PSN post processing result w/o filtering

Circuit PSN #NP #InitFail
(#Res/#Fail)

#Suc Time (s)

s35932 20 % 0 0 (0/0) 1320 364

s38417 20 % 0 5(1/4) 179 190

s38584 20 % 0 8(4/4) 241 316
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Fig. 13 Average number of critical cells per on-path gate
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number of critical gates, filtering prevents simulation time
from being spent on critical cells that do not affect timing.

4 Conclusion and Future Work

In this work, we addressed the problem of automatic test
pattern generation for understanding the timing sensitivity to
power supply noise during post-silicon validation.
Experimental results demonstrate that patterns with different
PSN levels can be generated.

In the future we will incorporate additional power grid
hierarchy and validate the correlation between CWSA and
measured IR drop. We will also apply the generated patterns
to real chips and measure the delay of the paths. Then we can
extract sensitivity information.
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