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Abstract. This study analyzes the effects of crosstalk-induced faults due to parameter variation during the manufacture
of DRAMs. The focus is on read operations, which are sensitive to crosstalk and to neighborhood data patterns. Analytical
studies and numerical simulations have been used to investigate a class of crosstalk reading faults (CRF) that read operations
are susceptible to. The results reveal that there exist worst case data patterns in each physical RAM block and cell arrangement.
The worst case data pattern occurs when neighboring and victim bit-lines switch to opposite values at the same time. If the
bit-line arrangement is known, the test for the CRFs is quite trivial. If there is no knowledge of the internal chip structure,
a deterministic pattern cannot be assigned and therefore a generic test method is needed. In this paper, a test algorithm is
proposed that exhausts every state of any 3 or 5 bit-lines of a RAM block.
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1. Introduction

Progress in Integrated Circuits (IC) process technology has
pushed the circuit and the interconnect feature size down
to tens of nanometers. As a result, the complexity of the
circuits as well as the circuit speeds has rapidly increased
up to the “alleged” physical limits of silicon devices. Small
physical size, higher speed, and lower noise margin due
to the reduced power supply voltage have made coupling
noise and signal integrity increasing concerns in IC design.
Coupling noise is known to be due to the mutual capacitance
and inductance that exist between the interconnect lines on
the IC. This has prompted analytical studies to be performed
on the internal interconnects of an IC. When the magnitude
of the crosstalk exceeds a certain limit, there is the potential
risk of the internal circuit toggling incorrectly. In addition
to the problem of the crosstalk voltage generated at the
victim lines, a timing difference can also be induced as a
result of the differences in the signal propagation modes of
the interconnects. These modes are closely dependent on
data pattern through the interconnect lines. The switching
of neighborhood lines can result in an increase or a decrease
of the propagation delay [5–7]. All of studies discussed to
this point are based on the generic model of a CMOS driver
driving another CMOS gate through interconnects. A more
recent study covered crosstalk resulting from weak bridging
defects [26].

Compared to logic circuits, RAMs have many more long
parallel lines, which provide a greater probability for ex-
cessive crosstalk coupling especially among the bit-lines
[8–10]. Eventually, a folded-bit-line architecture was em-
ployed to avoid common mode noise. This architecture has
a reference bit-line for each data bit-line. Twisted bit-lines
are often used to further reduce the coupling effect be-
tween adjacent bit-lines, [10]. This structure can reduce
the coupling between the directly adjacent bit-lines but it
increases the complexity of the layout as well as the likeli-
hood of creating shorts between non-adjacent lines. In ad-
dition, a complicated twisted bit-line design might reduce
the product’s yield. Therefore, some DRAM manufacturers
have chosen to abandon this structure in favor of smaller
block sizes. Crosstalk among bit-line arrays is much greater
than in ordinary logic circuits partly because they require
highly sensitive voltage-sensing circuits to detect the val-
ues. The increased complication of the coupling process
due to the data stored in DRAM cells, is referred to as
neighborhood-pattern sensitivity (NPS). The DRAM read
operation is significantly affected by a number of factors,
including the magnitude of the cell capacitance, the arrange-
ment and layout of the cell array, the bit-line architecture, the
material properties, the neighborhood data patterns, and the
sense amplifier (SA) [11]. Although extensive simulations
are performed in the design phase to ensure a sufficient
noise margin, the process parameter fluctuation and defects
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introduced during fabrication can also cause a chip to fail
[12–15].

A number of studies have been undertaken to detect
neighborhood pattern-sensitive faults in DRAMs [16–19].
These tests, which are based on mathematical models of
state machines, use exhaustive test sets. They were per-
formed primarily on a highly abstract model of a RAM array
without consideration for the physical failure modes. More
recently, the dynamic behavior of DRAMs has been used to
define speed-related fault models and test methods [21–23].

Manufacturing defects can be modeled by stuck-at and
bridging faults at the cell, word-line, bit-line, decoder, and
sensing-circuit levels. These kinds of faults are easily ob-
servable and most usually readily detected during the final
test. Some defects, however, only cause local variations in
electrical parameter such as the resistance or capacitance. In
addition, lower voltage, higher temperature, or higher speed
might create a condition that produces reading faults only
for certain patterns in the neighborhood data.

This paper presents a study of crosstalk-induced faults
that result from process defects. The effect of crosstalk on
the read operation in a DRAM is described in Section 2.
An analytical investigation of the read operation and how
crosstalk affects it is given in Section 3. That is followed
by a discussion of the simulation of an ASIC DRAM in
Section 4. As a consequence of understanding the cause of
these faults, we developed two test algorithms that detect
the crosstalk-induced faults, as described in Section 5 of
this paper.

2. Crosstalk in DRAMs

Crosstalk exists among word-lines, bit-lines, and between
word-lines and bit-lines of a DRAM [10]. Among neighbor-
ing word-lines, crosstalk can cause data retention problems
because sub-threshold leakage increases in the word-line as
its neighbor is turned on [11]. Previous analytical studies
have shown that lowering the effective resistance of word-
lines can efficiently reduce the coupling voltage magnitude
[1, 2]. Following the same principle, lowering the effective
resistance of the word-lines can reduce the sub-threshold
leakage induced by crosstalk among word-lines. Crosstalk
between bit-lines and word-lines causes similar data reten-
tion problems but the magnitude is much smaller because
the bit-lines and word-lines have a perpendicular orienta-
tion and the voltage swing of a bit-line and its complement
are in opposite directions. Thus, the coupling voltage due
to the switching of these two bit-lines signals cancels out.
Coupling between word-lines and bit-lines causes problems
in an open bit-line DRAM block structure, but becomes
much less of a problem when a folded bit-line structure is
used.

Crosstalk among bit-lines has always been most signif-
icant because (1) bit-lines are long parallel lines, (2) all
bit-lines in a memory block can be switched at the same
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Fig. 1. Representation of a DRAM memory
block.

time during read/write operations, and (3) highly sensitive
differential sense amplifiers (SAs) are involved with their
initial state close to the switching point. Therefore, we will
focus on the analysis of crosstalk among bit-lines during
the read operation with an emphasis on the cases involving
defects and parameter variations.

2.1. Reading Operation

A basic DRAM array is shown in Fig. 1. It consists of mem-
ory cells at the intersections of bit-line pairs, (Bi−1, B ′

i−1),
(Bi , B ′

i ) and (Bi+1, B ′
i+1), and word-lines, W1, W2 . . . Wj

. . .Wn. Each bit-line pair is connected to a SA. The memory
cell is composed of a transistor and a capacitor in which the
data is stored. Each SA consists of a latch with some aux-
iliary transistors to control its operation [10]. An example
of an SA is shown in Fig. 2. It shows a latch that is isolated
from its power rails by the switches SE and SE’. The read
operation of a memory cell using the bit-line pair i consists
of the three stages illustrated in Fig. 3, where the voltages
of the bit-lines connected to the same SA are plotted versus
time over the entire read cycle. The waveforms in the figure
represent the case where the value stored in memory cell is
a “0”. The shape of each waveform depends on the value of
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Fig. 2. Circuit of the sensing Amplifier
[10].
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Fig. 3. Stages of the read operation.

the memory cell because the stored voltage level determines
how much influence the coupling capacitance between the
bit-lines will have on the final value [8, 10].

Due to the high-gain that is inherent in positive feed-
back, this SA can detect very small voltage differences that
exist between the pair of bit-lines, Bi and B ′

i . In the first
phase of the read cycle, all the bit-lines in the array are pre-
charged to a voltage level of Vdd/2 so that they only have
to swing through half of the voltage range to reach the cor-
rect value, which allows for faster reading. The word-line
is activated in the second phase and the storage capacitor is
either charged or discharged depending on the data previ-
ously written into the cells. Under certain approximations,
this voltage difference can be calculated using a charge-
sharing model [8]. The third phase consists of turning on
the SA (SE = 1, SE′ = 0) while the voltage on the word-line
is still high. The voltages on the pair of bit-lines will then
diverge from each other towards their expected values, one
high and the other low.

At the beginning of the third phase of the read cycle, the
SA can be represented by the small signal model shown in
Fig. 4. In this model, Cc is the coupling capacitance between
the two bit-lines while GN and GP are the small signal
gains of the NMOS and the PMOS transistors, respectively.
C1 and C2 are the total capacitance associated with bit-
line Bi and its complement Bi

′, respectively. C1 consists
of the line capacitance of bit-line Bi, the cell capacitance,
and the diffusion capacitances Cdif of all the transistors
connected to bit-line Bi. Thus, C1 = CL + Ccell + Cdif while
C2 = CL + Cdif if a cell associated with bit-line Bi is turned
on. After the SA is turned on, the high gain of its positive
feedback will pull down the lower voltage port and pull up
the higher voltage port, thus completing the voltage sensing
and the write back steps. In the special case where reference
cells are used in the RAM, the capacitances of the reference
cells should be added to C1 and C2.

Gp1(V2-Vdd) p2(VG 1-Vdd)

GN1(V2) GN2(V1)

C1 C2

Cc

V1 V2

Bi

Fig. 4. Equivalent circuit of the sense amplifier during
the read operation. C1 = Cline + Ccell + Cdif if the cell
under read is associated to bit-line Bi.

Each bit-line i is also coupled to the adjacent bit-line in
the neighboring bit-line pair. Cd denotes the coupling capac-
itance between Bi (or B ′

i ) and its neighbor B ′
i−1 (or Bi+1).

The equivalent circuit for the three pairs at the beginning of
phase three of the read operation is shown in Fig. 5.

Due to the various coupling capacitances in this model,
the crosstalk signal is likely to cause a false output from the
read operation depending on the stored data patterns.

2.1.1. Crosstalk Reading Faults. Under normal operation
with the correct values of the coupling capacitances between
the bit-lines and word-lines, the value read from the cell is
expected to be correct. However, a fault may occur due to
variation in the coupling capacitance or the resistive values
of the bit-lines. These factors are even more disruptive in
the presence of specific patterns of stored data since they are
likely to trigger crosstalk faults. Because of this relationship,
these faults may be considered a subset of pattern sensitive
faults [18] and we call this fault crosstalk reading faults



176 Yang, Mourad and Terry

Gp1(V2
i-Vdd) Gp2(V1

i-Vdd)

GN1(V2
i) GN2(V1

i)

C1 C2

Cc

V1
i V2

i

Gp1(V )2
i+1-Vdd p2(VG 1

i+1-Vdd)

GN1(V2
i+1) GN2(V1

i+1)

C1 C2

Cc

V1
i+1 V2

i+1

Cd2

Gp1(V2i-1-Vdd ) Gp2(V1
i-1-Vdd)

GN1(V2
i-1) GN2(V1

i-1)

C1 C2

Cc

V1
i-1 V2

i-1

Cd1

Section included in the equation

Bi Bi'Bi-1 B'i-1 Bi+1 B'i+1

2

Fig. 5. Equivalent circuit of sense amplifiers and bit-lines during the read operation.

(CRFs). While crosstalk faults may be only temporary faults
in themselves, in the case of the DRAM the effects of these
faults are permanent because the faulty value is immediately
rewritten into the same location. An analytical study was
done to analyze these faults and was then followed up by a
simulation experiment in Section 4 to confirm our findings.

CRFs occur when reading is performed for particular
stored patterns that we will refer to as worst case patterns
[8]. Worst case patterns occur when every bit-line swings
in the opposite direction of its two neighboring bit-lines.
These patterns are dependent on the physical arrangement
of the DRAM core cell. Through Section 4 of the paper
we will concentrate on the architecture shown in Fig. 1.
This will change in Section 5 when we describe test pattern
generation for these faults and show how it is affected by
the architecture. CRFs can occur on any bit-line whose
immediately adjacent bit-lines are switching in the opposite
direction during a read operation. For example, using the
arrangement in Fig. 1, any word-line associated with zeros
stored in the three bits of the word will cause the six bit-
lines involved in the reading to switch in opposite direction.
Hence the worst case patterns are 000 and 111.

For a given cell arrangement, bits in the same word are not
necessarily physically adjacent. Since the physical layout is
usually not disclosed by the DRAM IP provider, exercising
the RAM for the all 0s pattern is thus not a sufficient test.
This issue will be elaborated on in Section 5 when test
pattern generation is described.

3. Analytical Derivation of the Effect of Crosstalk

In this section, we will derive an expression for the voltage
difference across the latch of the SA and use it to understand
the effect parameter variations have on the RAM’s read op-
eration. The voltage difference is quite small because the
initial state of this latch is near its metastable point. With
all four transistors of the latch in saturation mode, a small
signal model of the MOS transistor can be used to accu-

rately analyze the latch operation [24, 25]. An equivalent
circuit for modeling the SA operation can be created by com-
bining the small signal model of the latch, a bit-line pair,
and the neighborhood bit-line pairs. As shown in Fig. 5,
three pairs of adjacent bit-lines and the associated SAs are
represented by an equivalent circuit with capacitors and
voltage-controlled current sources. The three pairs are cou-
pled with capacitors Cd1 and Cd2. Amongst the circuitry
associated with the center pair SA, which is the circuit of
interest, the following equations can be written using KCL
(Kirschoff Current Law):

G P1
(
V i

2 − VDD
) = G N1V i

2 + C1
dV i

1
dt + CC

d
dt

(
V i

1 −V i
2

)

−Cd1
d
dt

(
V (i−1)

2 − V i
1

)
(1)

G P2
(
V i

1 − VDD
) = G N2V i

1 + C2
dV i

2
dt − CC

d
dt

(
V i

1 −V i
2

)

+Cd2
d
dt

(
V i

2 − V (i+1)
1

)
(2)

where, the notation (i − 1) and (i + 1) refer to the pairs on
each side of pair i of bit-lines.

After defining �V = V i
1 −V i

2 and performing the detailed
deduction shown in the appendix, the solution for the voltage
difference between the two bit-lines associated with the
same SA becomes

�V = �V +eλ1t + �V −eλ2t

− (G N1G P2 − G P1G N2)VDD

(G P1 − G N1)(G P2 − G N2)

+Cd1(G N2 − G P2)√
B2 − 4AC

λ1V +(i−1)
2 teλ1t

+ (C2Cd1 + Cd1Cd2)√
B2 − 4AC

(λ1)2V +(i−1)
2 teλ1t

−Cd2(G N1 − G P1)√
B2 − 4AC

λ1V +(i+1)
1 teλ1t

− (C1Cd2 + Cd1Cd2)√
B2 − 4AC

(λ1)2V +(i+1)
1 teλ1t (3)
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Where λ1 = −B+√
B2−4AC

2A , λ2 = −B−√
B2−4AC

2A are the solu-
tions of the characteristic equation, and

A = (C1C2 + C1CC + C1Cd1 + CC C2 + CC Cd2 + C2Cd1

+CC Cd1 + Cd1Cd2),

B = −CC (G P1 − G N1 + G P2 − G N2) and

C = −(G P1 − G N1)(G P2 − G N2).

The first two terms of (3) are solutions of the homogenous
equation. Under normal operation λ1 > 0 and λ2 < 0. The
remaining terms are the particular solutions. The third term,
which contributes to the DC level of the solution, depends
on the SA parameters but is usually a fraction of Vdd. The last
four terms are functions of the voltages at the neighboring
bit-lines Bi−1 and Bi+1. When data stored in the cell i is “0”,
the initial condition for the read operation is �V |t=0 < 0
which yields �V + < 0 with the magnitude of the first term
of (3) increasing exponentially with time from that point on.
This is a good mathematical description of how a differential
SA typically behaves. Crosstalk from the neighboring bit-
lines plays a role in accelerating or drawing back the voltage
differential between the bit-lines and. When the value stored
at both cell i−1 and cell i + 1 is “0”, and. Under these
conditions the crosstalk terms are all positive so they tend
to increase the voltage differential while the first term tends
to reduce the same voltage. Similarly, if a “1” is stored in cell
i−1 and i + 1, then. V +(i−1)

2 < 0. and V +(i+1)
2 > 0. In this

case the crosstalk terms are negative, which helps the SA
of group i to differentiate between the signals on its lines.
In the extreme case when the coupling capacitances are not
balanced, CRFs may occur. Using the three bit-line pairs in
Fig. 1 as an example, crosstalk during the read operation
will result in the three bits connected to the same word-line
being all 0s or all 1s.

If a parameter such as CL or CC differs from its nomi-
nal value due to process variations, the solution will have
a different form because the characteristics of the central
bit-pair will no longer be the same as the neighborhood
bit-lines. For this case, λ

(i−1)
1 , λ

(i+1)
1 are no longer solutions

for the characteristic equation of the bit-line group, and so
Aλ

(i−1)2

1 +Bλ
(i−1)
1 +C �= 0, and Aλ

(i+1)2

1 +Bλ
(i+1)
1 +C �= 0.

The solution of the voltage difference is:

�V = �V +eλ1t + �V −eλ2t

− (G N1G P2 − G P1G N2)VDD

(G P1 − G N1)(G P2 − G N2)

+ Cd1(G N2 − G P2)

Aλ
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1 + Bλ
(i−1)
1 + C

λ
(i−1)
1 V +(i−1)

2 eλ
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1 t
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(
λ
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)2
V +(i−1)

2 eλ
(i−1)
1 t
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1 + Bλ
(i+1)
1 + C

λ
(i+1)
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1 eλ
(i+1)
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− (C1Cd2 + Cd1Cd2)

Aλ
(i+1)2

1 + Bλ
(i+1)
1 + C

(
λ

(i+1)
1

)2
V +(i+1)

1 eλ
(i+1)
1 t

(4)

Process defects may introduce bridging faults between
lines on the RAM plane. When bridging occurs between
the bit-lines of the same SA, the equivalent circuit can be
modeled by adding a resistor across the coupling capacitor
Cc shown in Fig. 5. With the conductance of the shorting
resistor being denoted as G, the KCL equations describing
the bit-line group are:

G P1(V2 − VDD) = G N1V2 + C1
dV1
dt + CC

d
dt (V1 − V2)

+G(V1 − V2) − Cd1
d
dt

(
V (i−1)

2 − V1
)

(5)

G P2(V1 − VDD) = G N2V1 + C2 dV2
dt − CC

d
dt (V1 − V2)

−G(V1 − V2) + Cd2
d
dt

(
V2 − V (i+1)

1

)

(6)

Solving the (5) and (6) and assigning B ′ = [B + G(C1 +
C2 +Cd1 +Cd2)], C ′ = [C +(G N1 −G P1 +G N2 −G P2)G],
the solution for the voltage difference with a bridging fault
can be obtained:

�V = �V +eλ1t + �V −eλ2t

− (G N1G P2 − G P1G N2)VDD

(G P1 − G N1)(G P2 − G N2)

+ Cd1(G N2 − G P2)

Aλ
(i−1)2

1 + B ′λ(i−1)
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λ
(i−1)
1 V +(i−1)

2 eλ
(i−1)
1 t

+ (C2Cd1 + Cd1Cd2)

Aλ
(i−1)2

1 + B ′λ(i−1)
1 + C ′

(
λ

(i−1)
1

)2
V +(i−1)

2 eλ
(i−1)
1 t

− Cd2(G N1 − G P1)

Aλ
(i+1)2

1 + B ′λ(i+1)
1 + C ′

λ
(i+1)
1 V (i+1)

1 eλ
(i+1)
1 t

− (C1Cd2 + Cd1Cd2)

Aλ
(i+1)2

1 + B ′λ(i+1)
1 + C ′

(
λ

(i+1)
1

)2
V (i+1)

1 eλ
(i+1)
1 t

(7)

where λ1 = −B ′+√
B′2−4AC ′
2A , and λ2 = −B ′−√

B′2−4AC ′
2A , and

λ
(i−1)
1 , λ

(i+1)
1 = −B+√

B2−4AC
2A .

If the bridging resistance is very high, namely as G→0,
then B′→B and C′→C, which reduces (7) to (4). On the
other hand, if the resistance is a very small value such as
1�, the initial voltage difference between the bit-lines is
almost zero. More importantly, λ1 and λ2 are negative and
so the characteristic terms of the equation decay rapidly.
The value of �V remains zero for all cases, even where
coupling voltages from the neighboring bit-lines exist.

4. Simulation Study

The analytical study in the preceding section gives a descrip-
tion of how crosstalk from neighboring bit-lines induces a
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faulty reading, especially when aggravated by defects or
fluctuations in process parameters. However, to make the
results more accurate the small signal gains Gn and Gp for
the latch transistors need to be extracted from the SA circuit
using a detailed SPICE model at a specific voltage level.
These small signal gains are sensitive to the voltage level
the transistor is operating at and can change significantly
during the sense operation [25]. Therefore, a time-stepped
transient analysis and a recalibration of Gn and Gp at each
step are needed for accuracy. The purpose of the analyti-
cal study is to clearly describe the physics during the read
operation. In order to produce a simulation that is accu-
rate enough to base design decisions on, a more accurate
model and numerical calculations are required. In the fol-
lowing sections we will use SPICE to analyze the effect of
crosstalk, in the presence of parameter fluctuations, on the
DRAM read operation.

4.1. Experiment Setup

In this experimental study the configuration in Fig. 1 is
represented by a SPICE model where each of the 400 µm
long aluminum bit-lines is represented by an equivalent
distributed RC circuit. The model also includes the cell
transistors, and the coupling capacitance. The memory cell
is represented by a 25 fF capacitor and an NMOS transistor
with W/L = 0.24 µm/0.18 µm using a 0.18 µm technology.
Table 1 lists the parameters for the lines and transistors.
For the SA circuit shown in Fig. 2, the aspect ratio of the
transistors is 3 µm/0.18 µm. A level-42 transistor HSPICE
model was used in the simulation.

We studied the impact that process defects and parameter
variations had on each of the capacitances between: (a) bit-
lines of the same SA, (b) bit-lines of two adjacent SAs, and
(c) a bit-line and ground or Vdd. The capacitor associated
with each case, CC, Cd, and CL respectively, are shown in
Fig. 5. Extra resistors are added between the bit-lines to
simulate bridging faults and between a bit-line and power
or ground to simulate stuck-at faults. Circuit simulations
of the read operation were performed for each of the pos-
sible eight data patterns that could be stored in the three
bits associated with a single word-line in the configuration
under test. The simulations were performed for a range of
capacitance (or resistance) values centered around the nom-

Table 1. Spice circuit parameters

Technology 0.18 µm

Vdd (V) 1.8

Vtn (V) 0.35

Vtp (V) 0.42

R (�/mm) 108.8

C (fF/mm) 32.1

Cm (fF/mm) 56.8

inal value but reaching out to values that are much less likely
to occur. Even though the probability of some of the values
occurring is very low, the wide range allows for the exam-
ination of the read operation’s sensitivity to variations in
these parameters. The results are presented and interpreted
in the next subsections.

4.2. Effect of Coupling Capacitance Cc between Bit-Line
Pairs

In this subsection, we vary the value of the coupling capaci-
tor, CC, between the complementary bit-line pair Bi and that
share the same SA. Fig. 6 shows the waveforms on bit-line
Bi during the read operation when the values stored in the
three adjacent cells associated with word-line W1 are 000.
The waveforms for several values of the coupling capaci-
tor CC are shown. The heavy line represents the waveform
of the good circuit with the nominal CC value. The lighter
lines are the waveforms corresponding to the values of CC

ranging from 1.5 to 3 times its nominal value.
For most of the waveforms, the voltages of the bit-line,

and at the connected cell are eventually pulled down to zero,
the original state of the stored data. As the capacitance of
CC increases to 1.9 times its nominal value, the final result
is still correct but the fall time increases. When CC is greater
than twice its nominal value, the data is always incorrect.
The metastable state occurs when CC is about 1.9 times,
that is 90% higher than, its nominal value.

As CC increases beyond twice its nominal value, the read
result is incorrect only for the data pattern 000. Based on the
analytical study, 000 is indeed one of the two “worst case”
data patterns for the cell architecture shown in Fig. 1. Pattern
000 is worse than 111 for the specific latch design of the SA
where the NMOS is stronger than PMOS. When the aspect
ratio of the PMOS transistors is increased to three times
that of the NMOS transistors, in order to balance the ON
resistance of the transistors due to the mobility difference,
the same faulty reading appears with the 111 pattern as
well. An important point to note is that the faulty reading
is caused by crosstalk among neighboring bit-lines since no
faulty readings happen when the simulation consists of only
one set of bit-lines and the sensing circuitry.

4.3. Effect of the Coupling Capacitance Cd

A similar set of simulations were performed with the cou-
pling capacitance between the neighboring bit-lines of two
adjacent SAs: In this setup a faulty reading occurs when
Cd1 and Cd2 are both 2.6, or more times their nominal value
with the data pattern 000. However, unlike the previous
case with Cc, the bit-line arrangement is non-symmetrical
because SAi−1, and SAi+1 have no adjacent neighbors on the
left-hand side and right-hand side, respectively. To achieve
a meaningful result for all three bits, five pairs of bit-lines
need to be included in the SPICE model and more data pat-
tern combinations (25) need to be simulated. Verification
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Fig. 6. Simulation result of a read operation with various Cc values.

studies with a five-group bit-line model were performed to
check the validity of the center bit Bi in all 25 data pat-
terns. The results for the center bit-lineBi are identical to the
three-group bit-line result described above. This means that
in order to study further such behaviors only one neighbor-
ing bit-line is required on each side.

4.4. Effect of the Capacitance to Ground, CL

A simulation study was conducted to examine the effect of
the variations in CL in the configuration of Fig. 1 with the
equivalent circuit shown in Fig. 5. The experiment consisted
of storing all eight possible data patterns in bits i−1, i and
i + 1 of the same word while increasing CL up to 10 times
its nominal value. The only CRFs that occurred were for the
patterns indicated in Table 2. The first column of the table
lists the capacitance to ground in terms of the nominal value,
which is indicated as 1X. The other four columns show the
data that was read back with the corresponding value of CL.
The initial values stored in the bits are the values shown in
the 1X row for each column. In all of the cases included in
the table, the stored data on the center bit, bit i, is “0”. The
simulation clearly displays the pattern sensitivity caused by
crosstalk among the neighboring bit-lines, i − 1 and i + 1.
For the pattern 000, which was encountered as the worst case

Table 2. Effect of the capacitance CL

CL Read data

1X 000 100 001 101

1.9X 010 100 001 101

5X 010 110 001 101

10X 010 110 011 101

in previous simulations, the adjacent neighbor of each bit-
line, in the pair under consideration, switch in the direction
opposite to that bit-line. One would have expected the same
CRFs to be displayed for all patterns. However, for the other
two patterns, 100 and 001, the capacitive loads on the bit-
lines are not symmetrical as was noted in Section 2, where
C1>C2. Thus the faults do not first appear at the same value
of capacitance. For the last pattern 101, the crosstalk does
not cause any faults since, under this pattern, it rather helped
the SA to read the correct value.

4.5. Effect of Resistive Short between Bit-line Pair

During the IC manufacturing process, defects, such as in-
complete removal of metal, can often cause a bridging short
between lines. This fault is usually modeled as a resistor
connected to two lines with a value in the order of 1 � to
106 �. In this section, we study the impact of the bridg-
ing short between the same SA pair of bit-lines. Accord-
ing to the analytical study from Section 3 (Eqs. (5), (6)
and (7)) of the paper, the bridging resistor can change the
characteristic solutions of the sensing circuitry as shown
in the equation, λ1 = −B ′+√

B ′2−4AC ′
2A , λ2 = −B ′−√

B ′2−4AC ′
2A .

In this equation, B ′ = [B + G(C1 + C2 + Cd1 + Cd2)],
C ′ = [C + (G N1 − G P1 + G N2 − G P2)G], G is the conduc-
tance of the bridging resistor. Using numerical parameters,
we calculated the value of λ1 and λ2 with the various bridg-
ing resistance values when the data pattern stored in the
cells is 000. The results are listed in Table 3. For each value
of the bridging resistor listed in column 1, the values of
λ1 and λ2 are given in the next two columns. The last row
gives the correct parameter for the good circuit (no short).
According to the results, the sense amplifier can’t differenti-
ate the voltage when the bridging resistor has a value lower
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Table 3. Characteristics of the sensing circuitry with a range of bridging
resistors.

Case λ1 λ2

Rb = 1 � − 5.62E + 09 − 6.55E + 12

Rb = 1 k� − 2.99 + 09 − 5.66E + 09

Rb = 10 k� 2.87E + 09 − 5.55E + 09

Rb = 100 k� 2.92E + 09 − 4.36E + 09

Normal 3.46E + 09 − 5.56E + 09

than 1 k� because both exponential terms of the character-
istic equation are decaying. When the bridging resistance is
in the range of 10 k�, the sense amplifier begins to respond
but at a lower speed. In this range, the read operation is
susceptible to CRFs from the neighborhood data patterns.

Using the analytical formula deduced in Section 3, we
further estimated the voltage difference between Bi and B ′

i
when the stored data is 000. The calculation was performed
in two time segments: before and after the voltages settled
in the neighborhood. The results are plotted in Fig. 7(a) for
the values of the bridging resistance in Table 3. Segment
one represents the phase before the neighborhood bit-lines
reach their final state so the crosstalk terms are included.
Segment two represents the phase after the neighborhood
bit-lines have reached their final state, which is after the
crosstalk terms have subsided. The crosstalk terms dimin-
ish since dV/dt at these lines is zero. When the value of
the bridging resistor is 1 �, there is no significant voltage
difference between Bi and B ′

i , so �V is a constant. When
the resistance is 1 k�, it is big enough to stand an initial
voltage difference between Bi and B ′

i . However, both of the
characteristic terms decay with time since λ1 and λ2 are
both negative. During the switching period of the neighbor-
hood bit-lines, the crosstalk coupling voltage contributes
significantly to establishing a voltage difference betweenBi

and B ′
i . After the neighborhood bit-lines reach their final

voltage level, the crosstalk terms diminish in importance
and the decay characteristics of the SA dominate. The fi-
nal voltage difference betweenBi and B ′

i diminishes after a
period of time as well. When the bridging resistor reaches
10 k�, the SA starts to work according to the calculated
result in Table 3, but the strong crosstalk from the neigh-
borhood bit-lines toggles the bias of the voltage across Bi

and B ′
i before the neighborhood bit-lines settle to their final

states. As a result, the initial condition of the second time
segment changes to positive (the 000 data pattern causes the
initial voltage difference across Bi and B ′

i to be negative).
Finally a faulty reading “1” is reached as the voltage atBi

reaches Vdd and B ′
i reaches 0. When the bridging resistance

increases to the level of 100 k�, the exponentially increas-
ing term is stronger than the crosstalk terms and the final
�V reaches its correct final state. We show the results of
the simulations for the same range of bridging resistances
in Fig. 7(b). Both set of results, calculated and simulated
are in agreement.

4.6. Resistive Short to Power and Ground

In the case where the short is between a bit-line and any of
the power rails, the read operation will depend on the value
of the shorting resistance. For resistance values less than
10 k�, the short is equivalent to a stuck-at fault. For values
between 10 k� and 100 k�, the faults are neighborhood pat-
tern sensitive. For example, we observe CRFs when the data
pattern is 111 and the resistive short is 100 k� regardless
whether the short is to Vdd or Gnd. For the same resistance,
CRFs are only observed for the pattern 000 when the short
is to Vdd. If the resistance is greater than 100 k�, there is
not enough effect on the circuit’s performance to create a
fault.

5. Proposed Test Scheme

The analytical and simulation results discussed above have
given us insight on how to detect CRFs that were described
in Section 2.2. This class of faults is detected by what we
defined as worst case patterns among the neighborhood bit-
lines. As mentioned before, worst case patterns are those
in which every bit-line has its two neighbor bit-lines to
swing to opposite directions. These patterns are dependent
on the DRAM core cell arrangement. For the design shown
in Fig. 1, the worst case patterns are “all 0” and “all 1”,
For more elaborate arrangement such as the one shown in
Fig. 8, the worse patterns are not as easily developed, for
this reason, we will consider later in this section, patterns
for any arrangement.

Often the exact physical layout of the DRAM block is not
the same as the logical arrangement. Bit-lines that appear to
be immediate neighbors on a logical schematic may not be
neighbors in the physical layout. Hence, the logical design
is not sufficient to derive the worst case patterns. In addition,
most vendors do not divulge the exact physical layout. If we
have no knowledge of the internal cell and array arrange-
ment, it is difficult to determine a fixed pattern that will
detect the class of CRFs. Without knowing the exact physi-
cal layout of the RAM cells, an exhaustive test set may seem
like the only way to cover all possibilities of the physical
layout. However, the most likely scenario is that crosstalk
will be induced by close neighbors. Hence, we can antici-
pate “local worst pattern cases” by confining the observed
neighborhood to 3 or at most 5 pairs. In such cases, the
complexity of test pattern generation can be reduced. This
scenario is similar to the known K-coupling-fault problem
[20]. In this study, we used two values of K: 3 and 5. With-
out knowledge of the layout, we need to try 2k data patterns
for any group of k bit-line pairs in a memory block.

Typically, the total number of bit-lines in a block ranges
from 1024 to 4096, depending on the physical design of the
memory block. Theoretically, the 2k data patterns only need
to be applied to any k (k = 3, or 5) bit-lines chosen from
all of the bit-lines in the block. However the test algorithm
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Fig. 8. Examples of Cell Arrangement 6F2 mixed bit-line structure
[9].

needs to be generic so it can not add any constraints to
the physical design. Therefore, we will extend the test to
all bit-lines within a memory bank and to each bank in a
multi-bank structure. The number of the bit-line pairs in a
memory bank is denoted as M and equals 2X where X is the
number of row address bits in the chip. The total number of
cells in a memory chip is usually denoted as N and equals
2X+Ywhere Y is the number of column address bits. In a

shared I/O architecture memory chip, X is approximately
equal to Y so M2 ≈ N. It is very important to note this
approximate relationship in calculating the complexity of
the test.

The test proposed in this paper contains two parts. The
first part uses the “global worst case” pattern where every
bit-line in a block switches in the opposite direction from
its immediate neighbors, assuming the logical groupings
match the physical ones. This “global worst case” pattern is
more ad hoc in nature and is not mathematically complete.
However, it should work for the memories with the 8F2 cell
arrangements shown in Fig. 1. The second part of the test
is to exhaust the 2k possible data patterns amongst any k
bit-line pairs in each memory bank. Both parts are included
in the following algorithms.

1. Test for CRF faults for K = 3:
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With this test, we guarantee that every three bit-lines will
exercise all 8 patterns. The complexity of the test set is 18 M
where M is the total number of bit lines in a memory bank.

2. Test for CRF faults for K = 5:

A more stringent test set would include the neighborhood
of 5 (K = 5). Following the same methodology, we need to
exhaust 25 (32) states among any five chosen bit lines in
a memory block. Since we don’t add any constraint to the
physical arrangement of the memory block, the complexity
of increases drastically. In addition to the All “0”, “1” and
March test, a test is developed to exhaust the K = 5 CRF
faults, whose complexity of O(M2), where M is the number
of bit-line pairs. The algorithm for this test is shown below.

6. Summary and Conclusion

This paper presents a novel approach to study the effect
that crosstalk has on the DRAM read operation. It describes
how crosstalk among long bit-lines of a DRAM may cause
reading faults in the presence of parameter variations and
manufacturing defects. This class of faults is referred to as
crosstalk reading faults (CRFs). Analytical expressions are
derived for the behavior of the SA operation that helped
predict the occurrence of these faults. The analytical study
is then confirmed with extensive simulation studies.

The study is conducted using the arrangement of the
DRAM plane shown in Fig. 1. The SAs and their corre-
sponding bit-lines are represented by their equivalent circuit
in Fig. 5. The model includes all the RAM cells in the plane
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but the read operation only involved one word-line. Defects
are evaluated that affect the capacitance and resistance of
the bit-lines, with an emphasis on the two main origins of
coupling capacitance: between the bit-lines connected to the
same SA and between the bit-lines belonging to different
SAs. In addition, the effect of the capacitance to ground and
bridging faults between the bit-lines are examined. For all
the mentioned cases, CRFs are shown to be a subset of NPS
and the worst case patterns are ascertained. Generating the
worst case patterns is not difficult if the physical layout of
the DRAM plane is known, otherwise an exhaustive test is
needed. To limit the complexity of test pattern generation,
pseudo-exhaustive test sets are applied that detect the faults
that are most likely to occur within a realistic neighborhood
with a size of three and five pairs of bit-lines. Two algorithms
are developed for test generation based on these guidelines.
The complexities of the algorithms are 18 M and O(M2),
where M is the number of bit-lines pairs and M2 ≈ N, the
number of individual bits.

The strength of this paper is in relating the analytical
study to the simulation results, and the development of a
practical tests to detect CRFs. We expect that as the size of
technology feature size decreases, the same test pattern gen-
eration should still apply. However, further study is needed
to explore the possibility of other problems that may be
caused by the smaller feature sizes.

Appendix I

Derivation of �V Across the Sense Amplifier

We start with the equations given in Section 3 in conjunction
with Fig. 5:

G P1
(
V i

2 − VDD
) = G N1V i

2 + C1
dV i

1
dt + CC

d
dt

(
V i

1 −V i
2

)

−Cd1
d
dt

(
V (i−1)

2 − V i
1

)
(I.1)

G P2
(
V i

1 − VDD
) = G N2V i

1 + C2
dV i

2
dt − CC

d
dt

(
V i

1 −V i
2

)

+Cd2
d
dt

(
V i

2 − V (i+1)
1

)
(I.2)

where, the notation (i−1) and (i + 1) refer to the pairs on
each side of pair i of bit-lines. To simplify the notation, we
will ignore the sub-note “i” and only use V1, V2 to denote
the voltage at the center pair. Obviously, there are four
variables in the two differential equation groups if V (i−1)

2
and V (i+1)

1 are treated as index parameters. To simplify the
problem, d

dt V (i−1)
2 and d

dt V (i+1)
1 are treated as driving forces

and denoted as f1(t) and f2(t), and are therefore decoupled
from Eqs. (I.1) and (I.2).

G P1V2 − G P1VDD = G N1V2 + C1V ′
1 + CC V ′

1 − CC V ′
2

+Cd1V ′
1 − Cd1 f1(t) (I.3)

G P2V1 − G P2VDD = G N2V1 + C2V ′
2 − CC V ′

1 + CC V ′
2

+Cd2V ′
2 − Cd2 f2(t) (I.4)

Rearrange (I.3) and (I.4),

(C1 + CC + Cd1)V ′
1 = CC V ′

2 + (G P1 − G N1)V ′
2

−G P1VDD + Cd1 f1(t) (I.5)

(C2 + CC + Cd2)V ′
2 = CC V ′

1 + (G P2 − G N2)V ′
1

−G P2VDD + Cd2 f2(t) (I.6)

Take derivative on (I.5) and (I.6),

(C1 +CC +Cd1)V ′′
1 = CC V ′′

2 + (G P1 − G N1)V ′
2 +Cd1 f ′

1(t)
(I.7)
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(C2 + CC + Cd2)V ′′
2 = CC V ′′

1 + (G P2 − G N2)V ′
1 + Cd2 f ′

2(t)

(I.8)

Using (I.5), (I.6), (I.7) and (I.8), we can separate the
variables to form the equations

(C1C2 + C1CC + C1Cd1 + CC C2 + CC Cd2 + C2Cd1

+CC Cd1 + Cd1Cd2)V ′′
1 = CC (G P1 − G N1. + G P2 − G N2)V ′

1

+(G P1 − G N1)(G P2 − G N2)V ′
1

−G P1(G P2 − G N2)VDD + Cd1(C2 + CC

+Cd2) f ′
1(t) + Cd2(G P1 − G N1) f2(t)

+CC Cd2 f ′
2(t) (I.9)

(C1C2 + C1CC + C1Cd1 + CC C2 + CC Cd2 + C2Cd1

+CC Cd1 + Cd1Cd2)V ′′
2 = CC (G P1 − G N1 + G P2 − G N2)V ′′

2

+(G P1 − G N1)(G P2 − G N2)V2 − G P1(G P2

−G N2)VDD + Cd1(G P2 − G N2) f1(t)

+CC Cd1 f ′
1(t) + Cd2(C1 + CC + Cd1) f ′

2(t) (I.10)

By assigning simplification notations A = (C1C2 +
C1CC + C1Cd1 + CC C2 + CC Cd2 + C2Cd1 + CC Cd1 +
Cd1Cd2), B = −CC (G P1 − G N1 + G P2 − G N2) and
C = −(G P1 − G N1)(G P2 − G N2), Eqs. (I.9) and (I.10)
can be simplified as

AV ′′
1 +BV ′

1 + CV1 = −G P2(G P1 − G N1)VDD

+(C2 + CC + Cd2)Cd1 f ′
1(t) + Cd2(G P1

−G N1) f2(t) + CC Cd2 f ′
2(t) (I.11)

AV ′′
2 +BV ′

2 + CV2 = −G P1(G P2 − G N2)VDD

+Cd1(G P2 − G N2) f1(t) + CC Cd1 f ′
1(t)

+(C1 + CC + Cd1)Cd2 f ′
2(t) (I.12)

Note that the homogenous part of the these two equations
are the same,

AV ′′
i + BV ′

i + CVi = 0 (I.13)

Subtracting (I.11) from (I.12) and define V1 − V2 = �V
produces:

A�V ′′ +B�V ′ + C�V = (G N1G P2 − G P1G N2)VDD

+Cd1(G N2 − G P2) f1(t) + (C2Cd1

+Cd1Cd2) f ′
1(t) − Cd2(G N1 − G P1) f2(t)

−(C1Cd2 + Cd1Cd2) f ′
2(t) (I.14)

The generic solution of this equation is

�V = �V +eλ1t + �V −eλ2t (I.15)

Here λ1 = −B+√
B2−4AC

2A , λ2 = −B−√
B2−4AC

2A and �V +,
�V − are constants that can be determined by the initial
conditions of �V and �V ′. The explicit form of�V +,�V −

can also be expressed by the initial values of V1 and V2,
but only if we solve the state equations in the frequency
domain and transfer them back to the time domain. In a
normal latch design that is close to its metastable state,
there exists GN>GP, which means A>0, B>0 and C<0.
This yields λ1>0 and λ2<0, so that the first exponential
term will increase with time while the second term decays
with time. If GN1 = GN2 and GP1 = GP2, then the DC term
becomes zero. Without the coupling capacitance Cd, the
driving terms will diminish as well. Under that condition,
the latch stays in its metastable state.

Next we will include the coupling terms through the use
of the definitions f1(t) = d

dt V (i−1)
2 and f2(t) = d

dt V (i+1)
1 .

Taking a first order approximation and using the generic
solution as the expression of V (i−1)

2 and V (i+1)
1 , the two

driving force terms can be expressed as
f1(t) = λ(i−1)

1
V +(i−1)

2
eλ

(i−1)t
1 + λ(i−1)

2
V −(i−1)

2
eλ

(i−1)t
2 and

f2(t) = λ
(i+1)
1 V +(i+1)

1 eλ
(i+1)t
1 + λ(i+1)

2
V −(i+1)

1
eλ

(i+1)t
2 . By ig-

noring the decaying term, the driving terms can be fur-
ther simplified as f1(t) = λ(i−1)

1
V +(i−1)

2
eλ

(i−1)t
1 and f2(t) =

λ
(i+1)
1 V +(i+1)

1 eλ
(i+1)t
1 . Substitute this result into Eq. (I.14), to

get:

A�V ′′ + B�V ′ + C�V = (G N1G P2 − G P1G N2)VDD

+Cd1(G N2 − G P2)λ(i−1)
1 V +(i−1)

2 eλ
(i−1)t
1

+(C2Cd1 + Cd1Cd2)(λ(i−1)
1 )2V +(i−1)

2 eλ
(i−1)t
1

−Cd2(G N1 − G P1)λ(i+1)
1 V +(i+1)

1 eλ
(i+1)t
1

−(C1Cd2 + Cd1Cd2)(λ(i+1)
1 )2V +(i+1)

1 eλ
(i+1)t
1 (I.16)

The solution of Eq. I.16 is a fault-free DRAM cir-
cuit and is different from a circuit with parameter fluc-
tuations or defects from the manufacturing process. In a
defect-free circuit, group (a), (b) and (c) have identical
physical parameters and therefore λ

(i−1)
1 = λ

(i+1)
1 = λ1.

Define f (D) = AD2 + B D + C , where λ1 one solution
of the characteristic equation and setting is f (λ1) = 0,
f ′(λ1) = √

B2 − 4AC . Therefore, the specific solution
ofeλi t can be obtained from the following equation.

1

f (D)
eλ1t = t

f ′(λ1)
eλ1t = t√

B2 − 4AC
eλ1t
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Thus the general solution of the Eq. (I.16) is,

�V = �V +eλ1t + �V −eλ2t

− (G N1G P2 − G P1G N2)VDD

(G P1 − G N1)(G P2 − G N2)

+Cd1(G N2 − G P2)√
B2 − 4AC

λ1V +(i−1)
2 teλ1t

+C2Cd1 + Cd1Cd2√
B2 − 4AC

(λ1)2V +(i−1)
2 teλ1t

−Cd2(G N1 − G P1)√
B2 − 4AC

λ1V +(i+1)
1 teλ1t

− (C1Cd2 + Cd1Cd2)√
B2 − 4AC

(λ1)2V +(i+1)
1 teλ1t (I.17)

If due to process fluctuation, the electrical parameters
of one group (say group i) is different from other groups,
the timing of this group of SA and bit-line will be dif-
ferent from the rest of the array. Thus the characteristic
equation and solution will be different from these neigh-
borhood groups (the normal ones). Then the solutions of
the characteristic equation will be different as well. As a
result, λi is different from λ

(i−1)
i , λ

(i+1)
i . Therefore, the so-

lution of Eq. 16 is in a different form since f (λio) �= 0.
Namely,Aλ2

io + Bλio + C �= 0 whereλio is the solution of a
normal characteristic equation (such asλ(i−1)

i , λ
(i+1)
i ). A, B,

C from the group are also different from their normal values.
Thus, the specific solution of the exponential driving term
is

1

f (D)
eλ1t = 1

f (λi )
eλ1t

Thus the general solution is

�V = �V +eλ1t + �V −eλ2t

− (G N1G P2 − G P1G N2)VDD

(G P1 − G N1)(G P2 − G N2)

+ Cd1(G N2 − G P2)
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(I.18)

Appendix II

Derivation of �V Across the Sense Amplifier

For the Case of Shorted Bit-lines

Adding the bridging resistor with conductance G between
bit-line 1 and its complemented, bit-line 2, the current con-
servation equations are modified to be:

G P1(V2 − VDD) = G N1V2 + C1
dV1

dt
+ CC

d

dt

(
V1 − V2

)

+G(V1 − V2) − Cd1
d

dt

(
V (i−1)

2 − V1
)

(II.1)

G P2(V1 − VDD) = G N2V1 + C2
dV2

dt
− CC

d

dt
(V1 − V2)

−G(V1 − V2) + Cd2
d

dt

(
V2 − V (i+1)

1

)

(II.2)

Similarly the following equations can be obtained by
elimination:

(C1C2 + C1CC + C1Cd1 + CC C2 + CC Cd2 + C2Cd1

+CC Cd1 + Cd1Cd2)V ′′
1 = CC (G P1 − G N1

+G P2 − G N2)V ′
1 + (G P1 − G N1)(G P2−G N2)V1

−(C2+Cd2)G(V ′
1 − V ′

2)+(G P1 − G N1)

×G(V1 − V2) − G P1(G P2 − G N2)VDD

+Cd1(C2 + CC + Cd2) f ′
1(t)

+Cd2(G P1 − G N1) f2(t) + CC Cd2 f ′
2(t) (II.3)

(C1C2 + C1CC + C1Cd1 + CC C2 + CC Cd2 + C2Cd1

+CC Cd1 + Cd1Cd2)V ′′
2

= CC (G P1 − G N1 + G P2 − G N2)V ′
2

+(G P1 − G N1)(G P2 − G N2)V2

+(C1 + Cd1)G(V ′
1 − V ′

2) − (G P2 − G N2)

G(V1 − V2) − G P1(G P2 − G N2)VDD

+Cd1(G P2 − G N2) f1(t) + CC Cd1 f ′
1(t)

+Cd2(C1 + CC + Cd1) f ′
2(t) (II.4)

Subtracting (3) from (4) and using the same simplification
parameters A, B, C, we get (II.5)

A�V ′′ + [B + G(C1 + C2 + Cd1 + Cd2)]�V ′

+[C + (G N1 − G P1 + G N2 − G P2)G]�V
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= (G N1G P2 − G P1G N2)VDD

+Cd1(G N2 − G P2) f1(t) + (C2Cd1

+Cd1Cd2) f ′
1(t) − Cd2(G N1 − G P1) f2(t)

−(C1Cd2 + Cd1Cd2) f ′
2(t) (II.5)

Assign B′ = [B + G(C1 + C2 + Cd1 + Cd2)], C ′ =
[C + (G N1 − G P1 + G N2 − G P2)G] and substituting the
expressions for f1 and f2 from Appendix I, we get:

A�V ′′ + B ′�V ′ + C ′�V = (G N1G P2 − G P1G N2)VDD

+Cd1(G N2 − G P2)λ(i−1)
1 V +(i−1)

2 eλ
(i−1)t
1

+(C2Cd1 + Cd1Cd2)
(
λ

(i−1)
1

)2
V +(i−1)

2 eλ
(i−1)t
1

−Cd2(G N1 − G P1)λ(i+1)
1 V +(i+1)

1 eλ
(i+1)t
1

−(C1Cd2 + Cd1Cd2)
(
λ

(i+1)
1

)2
V +(i+1)

1 eλ
(i+1)t
1 (II.6)

If the characteristics of the lines differ from normal line
pairs, the solution is

�V = �V +eλ1t + �V −eλ2t

− (G N1G P2 − G P1G N2)VDD

(G P1 − G N1)(G P2 − G N2)

+ Cd1(G N2 − G P2)

Aλ
(i−1)2

1 + B ′λ(i−1)
1 + C ′

λ
(i−1)
1 V +(i−1)

2 eλ
(i+1)
1 t

+ (C2Cd1 + Cd1Cd2)

Aλ
(i−1)2

1 + B ′λ(i−1)
1 + C ′

λ
(i−1)2

1 V +(i−1)
2 eλ

(i+1)
1 t

− Cd2(G N1 − G P1)

Aλ
(i+1)2

1 + B ′λ(i+1)
1 + C ′

λ
(i+1)
1 V (i+1)

1 eλ
(i+1)
1 t

− (C1Cd2 + Cd1Cd2)

Aλ
(i+1)2

1 + B ′λ(i+1)
1 + C ′

λ
(i+1)2

1 V (i+1)
1 eλ

(i+1)
1 t (II.7)

Where λ1 = −B ′+√
B ′2−4AC ′
2A , and λ2 = −B ′−√

B ′2−4AC ′
2A ,

and λ
(i−1)
1 , λ

(i+1)
1 = −B+√

B2−4AC
2A .

If the bridging resistor has very high resistance namely
G→0, there exist B’→B and C’→C. Therefore, Eq. (II.7)
degrades into Eq. (I.18) of Appendix I. If the resistance
is very small, such as 1�, the initial voltage difference
between bit-lines 1 and 2 is almost zero. More importantly,
λ1 and λ2 are negative and thus the characteristic terms
decay rapidly. The value of �V remains zero even in the
presence of coupling voltages from the neighborhood bit-
lines.
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