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Abstract It has been suggested that spontaneous syn-
chronous neuronal activity is an essential step in the for-
mation of functional networks in the central nervous system.
The key features of this type of activity consist of bursts of
action potentials with associated spikes of elevated cytoplas-
mic calcium. These features are also observed in networks of
rat cortical neurons that have been formed in culture. Exper-
imental studies of these cultured networks have led to sev-
eral hypotheses for the mechanisms underlying the observed
synchronized oscillations. In this paper, bursting integrate-
and-fire type mathematical models for regular spiking (RS)
and intrinsic bursting (IB) neurons are introduced and in-
corporated through a small-world connection scheme into a
two-dimensional excitatory network similar to those in the
cultured network.

This computer model exhibits spontaneous synchronous
activity through mechanisms similar to those hypothesized
for the cultured experimental networks. Traces of the mem-
brane potential and cytoplasmic calcium from the model
closely match those obtained from experiments. We also
consider the impact on network behavior of the IB neurons,
the geometry and the small world connection scheme.
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1. Introduction

The development of organized structures such as neuronal
networks in the central nervous system (CNS) is an important
area of research in Neuroscience. It has been suggested that
spontaneous synchronized activity is an essential step in the
formation of a functional network (Katz and Shatz, 1996).
This type of in vivo activity, though not well understood
(Tabak et al., 2000), is also observed in networks of rat
cortical neurons found in culture (for a review, see Feller
(1999)). Because of this similarity it is possible that studies
of these cultured in vitro networks will provide a model
system leading to a better understanding of the developing
CNS.

Experimentally observed spontaneous network activity is
typically characterized by electrical bursting events accom-
panied by significant “spikes” in the levels of intracellular
calcium. Each of these events is separated by a quiescent
period, typically lasting for several seconds but which may
be as much as a minute in duration. The burst events are syn-
chronized throughout the network even though the individual
action potentials (APs) that comprise each burst are not. On
a global level each spontaneous event is characterized by a
rapid wavelike spread of APs throughout the network with a
different neuron initiating each burst (Maeda et al., 1995).

Synaptic events are thought to provide the primary mecha-
nism for the initiation and control of these bursting events. In
particular, background noise in the form of miniature excita-
tory postsynaptic potentials (mEPSPs) along with a constant
depolarizing current due to tonic NMDA receptor activity
may be of particular importance (Robinson et al., 1993a,
1993b or Wang and Gruenstein, 1997).

The behavior that our model seeks to emulate is derived
largely from the behavior of the in vitro neuronal networks
described by Maeda et al. (1995), Murphy et al. (1992),
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Opitz et al. (2002), Robinson et al. (1993a, 1993b), Voigt
et al. (2001), and Wang and Gruenstein (1997). In those
reports dissociated neurons from embryonic rat cortex grad-
ually reassociate to form a synaptically connected network.
After several days in culture this developing network dis-
plays occasional AP bursts with associated calcium spikes.
After 7-10 days in vitro these events become regular, global,
and synchronized. The rising phase of each calcium spike is
associated with a burst of APs. In none of the studies to date
has evidence for a pacemaker that would drive the oscilla-
tions been reported. This is suggestive of a stochastic, noise
based mechanism for generation of these events. If the events
are triggered by random noise the initiation sites will tend
to vary from burst to burst as well as the intervals between
bursts (This is also observed in the retina; see Feller et al.,
1997).

In this paper we will use simulations based on a mathe-
matical model with integrate-and-fire neurons to explore the
mechanisms for the synchronized activity. Recently, compu-
tational neuroscientists have begun to use integrate-and-fire
methods to model phenomenon such as bursting and calcium
oscillations (Coombs et al., 2001; Laing and Longtin, 2002;
Liu and Wang, 2001; or van Vreeswijk and Hansel, 2001).
Here we consider excitatory networks consisting of RS and
IB cortical neurons as described in McCormick et al. (1985).

The primary goal of this work is to create a plausible
model for the synchronous oscillatory behavior of these cul-
tured cortical networks. A secondary goal has been to extend
integrate-and-fire modeling. We introduce a special refrac-
tory mechanism which allows the firing rates of integrate-
and-fire neurons more closely to match those observed in the
experimental studies. We also used a low threshold current
to create IB neurons. These integrate-and-fire type neurons
respond to a small, short current pulse with a burst of sev-
eral APs. We also were interested in the geometry, which,
in contrast to many other computational studies is fully two-
dimensional. Our connection scheme is local with some ran-
dom rewiring according to a probability parameter p. We
consider, in particular, the impact of p and the IB neurons.

2. Methods

In this section we describe our mathematical model for a
network of cultured neurons. We assume that the neurons
in the cultured network are primarily pyramidal cells and
that they are similar to the RS and IB neurons described in
McCormick et al. (1985). This assumption is based on the
high percentage of pyramidal neurons present in the in vivo
cortex. The assumption is further supported by the simi-
larities in firing patterns between those seen for pyramidal
neurons and the experimentally observed traces in Robinson
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et al. (1993a) and, for instance, McCormick et al. (1985) or
in Chagnac-Amitai and Connors (1989).

2.1. RS Neurons

Our model for RS neurons is based on the common integrate-
and-fire model for cortical RS neurons (see Liu and Wang
(2001) for discussion and references). The membrane poten-
tial v = v(¢) in a single neuron satisfies

dv
CE = ISpike + IK(Ca) + IRess + ISyn + Inoise (D

where,
Ispike(t) = —C (VT — VReser) 250 —1j)
J

-1
t—t;
—gr |1+ —=2) Py, — 1)) — VReser):
TR

Ixcay = —8kcayc(v — vg),
and
TRest = _gL(U — URest)-
Here
1 for O<s<y
P,(s) = .
y(5) {O otherwise.

We postpone a description of the network currents, /gy,
and Iy, for a later section. The function ¢ = c(¢) is the
concentration of intracellular calcium and satisfies

dc (1)
d—i(r) = Cs1ep ;a(z - =2 ®)

Te

The current /g, provides the integrate-and-fire spiking
mechanism. Each spike time ¢, is defined by v(¢;) = vy and
v'(tj) > 0. A spike is “pasted” on the profile of v and then v
is reset to value vg,s.;. The second term, which is refractory,
is introduced to provide a prolonged refractory period to sim-
ulate the long interspike intervals which are common in RS
neurons in these cultured cortical networks (y; = ¢, — £;).
This type of device is not typical but specialized spiking has
been done before in integrate-and-fire schemes (see Chow
and Kopell (2001) for such a mechanism that is used to study
gap junctions).

The current I, is the usual leak current.

The current /¢, models the K T -current that arises from
the increase in cytoplasmic calcium ¢ during a burst event.
In the defining equation for ¢, c¢s;.p represents the influx of
calcium that occurs during an AP from VGCC’s (see Wang
(1998) for discussion of the calcium influx).
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Overall we have tried to use parameter values that are
sensible with respect to those in known cortical models (see
Chagnac-Amitai and Connors (1989), Liu and Wang (2001)
or McCormick et al. (1985)) while at the same time at-
tempting to match experimental observations of the cultured
neurons (see Opitz et al. (2002), Robinson et al. (1993a), or
Murphy et al. (1993)). For Eq. (1) we take C = 180 pF. For
the spiking current /g,;z, we assign membrane potentials
vr = —30 mV and vgeser = —35 mV. We set the peak of
an AP at vp = 15 mV. For the refractory current we have
gr = 150 nS and 7z = 12 ms. In the K(Ca) current we
have vgk = —75 mV and g4 = 10.0 nS/uM. Following
Pinsky and Rinzel (1994), we make our network heteroge-
neous by assigning randomized values to t. in the equa-
tion for the calcium dynamics. Here t. = 2700 ms is the
mean and the standard deviation is 0.1 .. (The value of
2700 ms seconds for 7, was chosen from our own experi-
mental observations, Wang and Gruenstein (1997)). We also
had cgep = 100 nM, g; = 8.0 nS, and vg.s = —64 mV.
Our R;, = 125 M and time constant is t,, = 23 ms. Both
of these are in ranges found experimentally; in Chagnac-
Amitai and Connors (1989) R;, ranges from 20—190 M2 and
McCormick et al. (1985) have a time constant
20.2 + 14.6 ms.

2.2. IB Neurons

To model IB neurons we introduce a low threshold current
which gives rise to intrinsic bursting. Our IB neurons are
modeled by Egs. (1) and (2) with the addition of a new low
threshold intrinsic current /; 1.

Ir(t) = =811 (Wreser — vea) Y o (t = tF 3o, Tr) . (3)
J

We have used the following standard double-exponential
function (Golomb and Ermentrout, 1999) in this definition:

eIt —e75Ir rt In(r/7)

r—t

a(s;r, 1) = where

e—SIT — o—5/r

This function rises, at first linearly, from O to a height
of 1 in time approximately r and then decays exponen-
tially with a time constant r. This formula is an approx-
imation of a Hodgkin-Huxley type current. We view this
low threshold current as arising from a T-type Ca** chan-
nel which, as is typical, has an activation time constant
of r r = 30 ms, an inactivation time constant of 7,7 =
180 ms, and a depolarization threshold of v,y = —62 mV
(Coombs et al., 2001 or Wilson, 1999). Here ve, =80 mV
is the reversal potential and g, = 6.0 nS is the conduc-
tance. While other types of low threshold currents could
also be present such as a persistant sodium channel (NaP)

(Mittman et al., 1997 or Traub et al., 2003), we use only
the parameters characteristic of the T-type channels in the
model presented here. The th T are, like the spike times, de-
fined when v(t‘fT) = v.r and v’(tj”) > 0. To complete the
modeling related to this low threshold current we need to ac-
count for the influx of calcium through the T-type channels.
To accomplish this we add a term f1 7177 (¢) to the defining
Eq. (2) for c(t) with fi7 = 1.5 x 107% uM/(pA ms). This
method of handling the influx of calcium is quite common;
see Wang (1998).

2.3. Network architecture

‘We now define the I5,, term. The synaptic current on neuron i
from the network is defined in a standard way (see Humphries
and Gurney (2001) for example);

L0 =Ms Y 3" dioa (1 = ifirs. ) @)

JESi LeF (1)

where the sum on j is over the neurons connected to neuron
i. Here we took Mg = 24 pA,rs = 15 ms, and tg = 300 ms.
The function d;(¢) is a synaptic depression factor and is
defined below. The set §; is the set of all neuron indices that
are connected to neuron i while the set F;(¢) is all firing times
from neuron j that occurred on or before time ¢. Note that
the individual connection strengths, both local and global,
are of equal size. The time 7 is the time of the ¢th spike
from neuron j. In Fig. 9 of Maeda et al. (1995) most of the
dendrites of the cultured neurons are around 50-100 wm
long although there are some that are over 200 um. From
Opitz et al. (2002) and Wang and Gruenstein (1997) we can
deduce that, on average, the neurons are 25 um apart. We
arranged the neurons in a ¢ x ¢ grid.

Following Netoff et al. (2004) we have introduced a pa-
rameter p € [0,1] to allow long range connections between
neurons. After assembling a full local connection scheme we
re-evaluate each connection; with probability p we break the
link and form a new connection with a randomly chosen neu-
ron. Thus, for values of p close to 1 the connections become
more random than local. Figure 1 has example connection
schemes for small, moderate and large values of p. We made
no special arrangements for boundary cells; thus, neurons
near the center of the grid are more extensively connected
than those near the edge.

2.4. Synaptic depression
Opitz et al. (2002) argue, based on experimental data, that
synaptic depression is present in these cultured networks.

We introduce, for neuron j, a depression factor d;(¢) which
satisfies the following differential equation:
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Fig.1 Connections to a single
neuron in a network of 1024
neurons. Neuron number 396 is 30r ]
indicated by an ‘o’ and the
neurons it connects to
(post-synaptically) are a “ 4’
(A) Local connections with 25+ R
p = 0.0. (B) “Small World”
connections with p = 0.3. (C)
Highly random connections
with p = 0.7 20+ N
HHH
15 e .
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where 0 <6 < 1 and tgj is the ¢th spike by neuron j in a
burst event. This depression factor reduces the synaptic
output by a fraction 1 — 6 with each AP but recovers over a
time period on order t5p. This factor is inserted in Eq. (4).
We note that over a time step of length At

A
(1= dj(t + AD) = (1 — —-)(1 = d;(2))
TsD

and at r = t,, when an AP occurs,
di(t + At) =1 —6)d;().

Our motivation for this mechanism comes from reinter-
preting the synaptic depression equations in, for instance,
Golomb and Amitai (1997). Thus the strength of the current
output from neuron j is decreased as more APs occur, loosely
modeling the depletion of vesicles in a synapse. At the same
time the output strength is being slowly (time constant tgp
restored). We took 6 = 0.70 so that the mechanism turns
off in a burst event in a plausible length of time. Again, we
enhance the randomness of the network by taking random
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values for Tgp with average 1.7 s and standard deviation 0.2
Tsp (see for instance Tabak et al. (2000)).

2.5. Noise

We assume each neuron experiences a train of noise events
which occur at randomly spaced intervals. The noise on neu-
ron i is
Inoise(t) = My Za (t—t)srn. v)

k

The ¢ are the times determined randomly for when a
noise event is to be started. We assume the «-function is
not restarted until the preceeding pulse has decayed; thus
tﬁl > tév +ry + tv. We took My = 35 pA,ry = 30 ms,
and 7y = 50 ms. These numbers are similar to the exper-
imentally observed major noise events in Robinson et al.
(1993a), (see Fig. 7(C)) and close to those assumed in Feller
et al. (1997). We imposed a noise event on average every
N, Avg = 45 s.

2.6. Simulations

In these simulations we approximated the solutions to the
equations at times f,, with a simple Euler type method. On
each step, [t,—1, tn], we approximated Isy,, Inoise, ¢, and
the coefficients in /7 and the refractory term using their
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values from the previous time, #,_;. We then solved the
resulting linear differential equation exactly on the next time
step. The package MATLAB was used in the simulations.
All networks computations were on a 32 x 32 grid which
has 1024 neurons.

3. Results

In this section we present our computational results. In the
discussion section we will place this information into the
context of the known behavior of the experimental networks
and neurons.

3.1. Single cell dynamics

In this subsection we study isolated RS and IB neurons. Be-
cause isolated neurons lack synapses, Iy, and I ;. are both
zero, under these conditions no spontaneous APs will occur.
However, APs and bursts of APs can occur in response to
an externally applied current. Therefore, to our RS integrate-
and-fire neurons we add a term / 4,y for an externally applied
current to the membrane potential Eq. (1);

IAppl(t) = MAppl P.(t — 1)

with T being the length of application, f, the initiation time,
and M 4, the amount of current. Here, P; is a pulse func-
tion. Figure 2(A) shows the response to a pulse with t = 1.5,
to = 1.0, and M 4,,; = 425. Figure 2(B) has the response to
a larger depolarizing pulse of 600 pA for 3 sec. In the latter
case the RS neuron reaches a steady rate of production of
APs which stops abruptly as soon as the external current is
terminated.

IB neurons behave differently due to the intrinsic current
from the T-type VGCCs. Figure 3(A) shows the response of a
model IB neuron to the same applied current as in Fig. 2(A).
Unlike the RS neuron, the IB neuron undergoes a short AP
burst at high frequency and then produces no furthur APs.
When depolarizing current is increased to 600 pA (Fig. 3(B)),
the IB neurons resume firing APs at regular intervals in a
similar manner to those of the RS neuron.

Of particular importance, IB neurons exhibit intrinsic
bursting activity, as seen in Fig. 4(A). When stimulated with
a short 50 pA pulse of current for 10 ms, the IB cell responds
with two spikes and a roughly 300 ms wide depolarization
envelope. Note that the first AP occurs after the applied cur-
rent pulse has ended. RS neurons did not produce any APs
under these conditions nor did they exhibit a persistant de-
polarization (Fig. 4(B)). Furthur studies of the bursting of
the IB neurons showed that the number of AP’s increased as
g was increased.

The refractory mechanism in [sp;, changes the firing
rate significantly from those seen in standard integrate-
and-fire neurons. This allows our model neurons to ex-
hibit the firing rates similar to those commonly observed
in the cortex and in the cultured network experments.
Note that this refractory mechanism is relative and not
absolute.

We can derive a mathematical expression relating the fir-
ing rate to applied current for an RS neuron in our model
network. To accomplish this, we consider the time T for the
membrane potential to rise from vg,; to vr under an applied
current /4,,; while holding the calcium concentration con-
stant at a constant level. We can simplify Eq. (1) by omitting
Iy, and Iy, and setting

I = Igcay+ IRest + Lappi- (6)

Since v — Vgesr = U7 — Vgesr and v — vg = vy — vk for
v between v,y and vr we set v = vy inthe Ix ) and Iges
to simplify our calculations since these currents will now be
constant if ¢ is also assumed to be constant.

It can now be shown that (see the appendix)

gR(l + ﬂ_l)(vT — VReset)
(1 + T/'L'R) — (1 + T/'L'R)713
)

Tappr = — (]K(Ca) + [Rest) +

by solving the differential Eq. (1) under the assumptions
described above. Here = ggtg/C is a nondimensional
constant. Taking frequency as 1/T, we obtain from (7), with
calcium concentration levels of 0.2, 0.4, 0.6 uM, the firing
rate curves in Fig. 5(A). We also explored the firing rate
curves as they varied with the parameter tg.

The firing rates revealed in Fig. 5 are significantly less
than those for the method without our refraction term. For
example, we found that if ¢ = 0.3 uM and 1,,, = 500 pA
a standard integrate-and-fire method would have a firing rate
well over 100 Hz while our new method has a rate of rougly
10 Hz (see the appendix for a figure on this). We also note
that for high applied currents the firing rates tend to those
for neurons without the refraction term (see appendix for an
analysis of this).

3.2. Pure RS network

We found that networks with only RS neurons did not
exhibit burst events. To bring an RS neuron to threshold
the change in membrane potential would need to be nearly
30 mV. At rest the membrane potential for a single neuron,
neglecting the synaptic inputs, satisfies
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Fig. 2 Electrical activity
calculated for an isolated model
RS neuron. A square pulse of
current is applied at time ¢ =

1 s. (A) Response to a 425 pA
current for 1.5 s. (B) Response
to a 600 pA current for 3 s

Fig. 3 Electrical activity
calculated for an isolated IB
neuron. (A) Response to a

425 pA current for 1.0 s started
at the 1.5 s time. (B) Response
to a 600 pA current for 3 s
started at 1 s
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Fig. 4 Response of IB and RS 20 20
neurons to a small 50 pA current
for 10 ms starting at time 0.1 s.
(A) Response of an IB neuron 101 ] 10 1
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dv
CZ = gL(U — vResf) + [Nois("

If In,ise Were a constant then this differential equation
can be solved and it can be shown that the maximum rise
in v that could occur is Iyise/gr- Even if Iy,ise = 45 pA,
which is higher than most observed noise events, the increase
in v would only be 10 mV; insufficient to initiate an AP.
This explains why we were unable to identify any set of
physiologically relevant parameters that would give rise to
spontaneous AP bursts in our RS network.

3.3. Pure IB network

In contrast to RS networks, IB networks produce synchro-
nized AP bursts and their associated calcium oscillations
under a variety of conditions.

In the 20 sec simulation shown in Fig. 6, all cells spon-
taneously undergo AP bursts at fairly regular intervals of
approximately 6 sec (Fig. 6(A)). Closer study of individual
burst events reveals also that each burst event is initiated
by a different neuron. Figure 6(B) displays the third burst
event. Figure 6(C) shows the trace of the membrane poten-
tial of a typical IB neuron during a burst event. We found
that the first event in Fig. 6(A) was initiated by neuron 496,
the second by 258, and the third by 662 (Neuron 25 begins
at nearly the same time). This pattern of random initiation
events is consistent with experimental observations which
have failed to find any evidence for a pacemaker (Robinson,
1993a). On the other hand, the number of AP’s observed in a
typical burst such as that of Fig. 6(C) is greater than what is
typically observed experimentally. One obvious difference
between the model and experimental system is the use of
a pure IB network in Fig. 6. We, therefore investigated the
effect of varying the fraction of IB neurons.

3.4. Networks of IB and RS neurons

As with pure IB networks, IB/RS networks produced syn-
chronized AP bursts and calcium oscillations as long as the
fraction of IB cells was sufficiently large. We display in
Fig. 7 the results of an IB/RS network with 35% IB cells dis-
tributed randomly. McCormick et al. (1985) have reported
that 35% of neocortical pyramidal cells were of the IB type.
The first, second, and third burst events are initiated by IB
neuron numbers 313, 894, and 431, respectively.

Figure 7(B) shows a magnification of the second burst
event with the IB neurons, that are spaced randomly in the
simulated 2d network. They are renumbered and set in the
lower spots on the raster plot so as to view them more clearly.
IB neurons are seen to initiate bursting at an earlier time
than RS neurons by about 0.1 sec. Because APs have been
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experimentally measured in these networks only in one cell
at a time we do not know whether this is occurring in cultured
networks. Neither has any such dichotomy been reported in
the synchrony of Ca’* oscillations (Wang and Gruenstein,
1997) although it is likely that the temporal resolution of
the calcium measurements was not sufficient to resolve a
100 msec difference.

Figure 8 shows the trace of the membrane potential and
calcium concentration for a typical RS neuron. Note that the
rise and fall of the calcium concentration is closely tied to
the first and last AP times. The amplitude and kinetics of the
calcium values are similar to what is observed experimen-
tally in cortical neuronal cultures in which glial cells and
GABAergic neurons have been depleted (our unpublished
observations).

3.5. Intrinsic bursting and low threshold spiking

We considered the effects of g;r, the conductance of the
IB neuron’s low threshold current /;  on the strength of the
burst events in an IB/RS network, Fig. 9. We were especially
interested in the case when the IB neurons only deliver one
AP in response to small stimulii. Here, they could be referred
to as low threshold spikers (LTSs).

We found that the IB/RS network with 35% IB doping
provided full burst events even when the IB neurons were
only LTSs (gr7 = 4.0 nS). So, instead, we studied networks
with IB neurons placed uniformly at the nodes of the even
numbered rows and columns. In this case 25% of the neurons
are IB. We note this doping percentage is plausible physi-
ologically; Chagnac-Amitai and Connors (1989) reported a
mix of 17% IB and 83% RS neurons. This uniform placement
of IB neurons also reduced the randomness of the network.
To furthur reduce the randomness in this study we also set
p=0.

To study the effectiveness of the intrinsic bursting we
stimulated a single IB neuron in the middle of the network
at differing values of synaptic strength Mg and three differ-
ent values for g;7. Figure 9 shows the number of neurons
bursting at different values of M for the three values of g, 7.
As a benchmark we set Mg very low and noted the number
of AP’s the initiating neuron produced in response to our
stimulus; this is listed in the Table 1.

We also considered a pure RS network with a subset
of highly active neurons. The neurons in this subset were
placed, as the IB neurons were above, on the even numbered
rows and columns so they accounted for 25% of the total
neurons These neurons were made “active” by having their
leak current set close to vy so they could become depolar-
ized in response to a noise event. Figure 9 shows behavior of
this network under variations in M. For this curve a single
active RS neuron is stimulated to bring on a full or partial
burst event.
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Fig. 6 Synchronous behavior in a pure IB network. (A) Raster plot of the burst events during the simulation. (B) Raster plot of the second burst

event. The boxes indicate the noise events (C) Membrane potential of an IB neuron during the second burst

A somewhat unexpected result is that the IB neurons that
are intrinsic with 2 APs are slightly more efficient than the
3 AP IB neurons. The AP’s in the case of g, = 6.2 nS
are delivered more quickly than those in the g, = 5.2 nS
case. Close observation of these initiating neurons show that
the initiating neuron in the g7 = 5.2 nS case has 3 APs
before the RS neurons join the burst event while the g; 7 =
6.2 nS initiating neuron has 4 APs total. Because of the
synaptic depression factor, d;(¢) this extra AP only increases
the output (presynaptic) by about 12%. Overall the g;7 =
5.2 nS IB neurons deliver nearly the same amount of current
but over a longer period. This difference leads to full burst
events for lower Mg values.

3.6. Wave speed and connection parameter p

The speed of propagation of waves of AP bursts and calcium
spikes have been measured in culture and found to be in the
range of 5-100 mmy/s. In this section we have examined sim-
ulations of IB/RS neuron networks with 35% random doping
of IB neurons. In these simulations we have suppressed the
noise but do provide a short pulse to a neuron in the middle
of the fourth row to initiate a burst event. By comparing the

times when the neurons near the initiating neuron burst until
those in the farthest rows burst, we can estimate the wave
speed.

In Fig. 10 we display the wave speed results of these
simulations. We stimulated IB neuron number 114 which is
in the lower middle of the network and then examined the
burst event that then occurred. We sampled the times of the
first AP for several pairs of neurons. In these pairs, one of the
neurons was near the initiation site and the other far away.
By assuming the rows (columns) are 25 um apart we could
compute the speed of propagation of the burst event between
each of the neurons in a pair. By averaging over the pairs we
obtained an estimate of wave speed. The average of speeds
from five trial simulations at each value of p is displayed in
Fig. 10.

As can be seen, very small increases in the small world
connectivity parameter p profoundly effect the speed of wave
propagation.

3.7. IB and RS connection geometry

In this subsection we report that the geometrical config-
uration of the cells in mixed IB/RS networks can have a
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profound impact on the pattern of bursting activity. We con-
sider a network composed of equal numbers of RS and 1B
neurons arranged either in alternating columns of RS and
IB cells or in a checkerboard pattern. For this simulation we
decreased the connectivity of the neurons so that each cell is
connected only to its 8 nearest neighbors. In order to com-
pensate for the resultant decrease in the number of synaptic
inputs to each cell, we increased the strength of each synap-
tic connection (Here, we have Mg = 98 pA where Mj is the
amplitude of the postsynaptic current, p = 0 and 8 = 0.75).

When the neurons are arrayed in a checkerboard pattern
they burst with a high degree of synchrony involving up to
80% of the cells (Fig. 11(A)). Neurons arranged in alter-
nating columns, on the other hand exhibit only small burst
events which involve roughly 20% of the cells (Fig. 11(B)).
The reason underlying the difference in behavior of the two
geometries relates primarily to the connectedness of the IB
neurons. In the checkerboard a connected path can be found
between any two IB neurons in the network. In the columnar
geometry, the IB cells of one column do not connect directly
to any other IB cells, but rather must first pass through the
cells of an adjacent RS column.

In particular, in the columnar geometry, when an IB neu-
ron fires, only one column of IB neurons is activated. Other
columns of IB neurons cannot respond to this activation un-
less some of the RS neurons in the intermediate columns

Table1 AP’s versus g, 1

g11(nS) 4.0 5.2 6.2
APs 1 2 3

Ms in pA

begin to burst. This will only occur if the synaptic current
from three neighboring IB neurons is sufficient to bring an
RS neuron to threshold.

In contrast, in the checkerboard geometry, all IB neurons
fire when at least one is activated since the groups of IB’s
are not isolated as they were in the columnar case. In this
situation the RS neurons are more likely to be activated
since they are connected to four firing IB neurons. Overall
we found that for My << 98 pA neither network had full
burst events while for Mg >> 98 pA both networks had full
burst events.

To restore the synchronous bursting in the network with
columnar geometry we let p = 0.4 (Fig. 11(C)).

3.8. Deactivation mechanisms

We also tried removing deactivation mechanisms. When we
set 6 = 1, effectively eliminating synaptic depression we
obtain a persistant firing state; this occurred because the
AHP current was no longer sufficient to deactivate the burst
event. When we set gayp = 0 nS effectively removing the
Iagp current, (and reinstating & = 0.70) we found that the
burst events were greatly extended in time but the synaptic
depression was able to deactivate the burst event.

4. Discussion
We have introduced a new integrate-and-fire neuronal net-

work model with two-dimensional geometry and a small
world connection scheme. This computer model was devel-
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Fig. 11 IB/RS network response to changes in geometry. (A) Checkerboard pattern with n = 961. (B) Columnar pattern with n = 1024. (C)
Columnar pattern with small world connections (p = 0.4)
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Fig. 12 Firing rate curves for leaky integrate-and-fire methods with
and without the refractory term in /g, at [Ca®t]1 = 0.3 uM

oped primarily to mimic the spontaneous electrical bursting
and synchronized calcium oscillations observed experimen-
tally in cultured cortical neuronal networks (see references
listed in the introduction). The model contains two types
of neurons, RS and IB, which differ from each other in the
absence or presence, respectively, of a low threshold cur-
rent that mimics a persistent Ca>t current. Other features
that, in aggregate, distinguish this from previous integrate-
and-fire network models are a calcium activated K+ cur-
rent /g cq), @ mechanism for deactivating synaptic depres-
sion, two-dimensional geometry, a small world connection
scheme, and an AP refractory current.

Without the refractory current term in /g, and the de-
activation current /) the many similarities observed be-
tween single neuron data generated by the computer model
and experimental data would not have been obtained. Such
similarities were observed for a variety of situations. For
example, the generation of burst activity by a 425 pA step
current observed in cortical neurons (see Fig. 5(C) in Robin-
son et al. (1993a)) closely mimics the response of an isolated
RS neuron seen in Fig. 2(A). Burst patterns closely resem-
bling those of the IB neuron in Fig. 3 have been observed
by Chagnac-Amitai and Connors (1989), McCormick et al.
(1985) and Schwindt and Crill (1999). Firing rates of 10-20
Hz are commonly observed in cultured networks of cortical
neurons (see Robinson et al., (1993) or Opitz et al., (2002)),
whereas in the in vivo neocortex firing rates of 70-100 Hz
have been observed (McCormick et al., 1985). The magni-
tude of the firing rates seen in Fig. 5 compare favorably to
these values under a physiological range of calcium concen-
trations and applied currents.

In terms of network behavior, features such as the syn-
chronization of calcium oscillations, the close association of
the rising phase of each calcium spike with the AP bursts
and the absence of any evidence for a pacemaker, the data

of Figs. 6-8 are in agreement with experimental observa-
tions (see Robinson et al., (1993) and Opitz et al. (2002).
The random nature of the initiation sites that are observed
experimentally and in our model is similar to that in Butts
and Feller (1999).

The refractory term in /gp;z. Was chosen so as to retain
the depolarization envelope commonly observed in burst-
ing neurons. We note that other decay functions such as an
exponential could have been used for the refractory term
instead of the (1 + (r —¢;)/ 7z)~! that we chose. However,
as shown in the appendix this rational function leads, in a
straightforward way, to a closed form formula for the firing
rate.

Our study demonstrates that the intrinsic bursting tends
to enhance the capability of the network to initiate full burst
events (see results in Fig. 9). In order to determine whether IB
neurons were required we also studied pure RS networks with
a subset of neurons having a high resting potential. However,
the behavior of this network differed from that of a mixed
IB/RS network as is also seen in Fig. 9. Our conclusion is that
while using low threshold cells can give rise to spontaneous
synchronized bursting, the network behavior is not identical
to the situation where fully intrinsic IB neurons are used. As
noted earlier, there is considerable experimental evidence for
the presence of such in vivo IB neurons (see Chagnac-Amitai
and Connors (1989) or McCormick et al. (1985)).

There is increasing evidence that small world schemes are
more representative of physiological conditions (see Shefi
et al. (2002) or Strogatz (2001)). When small world connec-
tion schemes are used in our model, even when connectivity
is increased only slightly above p = 0, values for the speed
of propagation can be obtained that fall well within the range
of physiological values (5—-100 mm/s) observed by Maeda
et al. (1995). A similar increase in wave speed with the
addition of long range connections was observed in Compte
et al. (2003). A more general approach to the phenomenon
of the speed of communication as a function of small
world connectivity has been studied by Watts and Strogatz
(1998) and our Fig. 10 bears a close resemblance to their
Fig. 3(B).

Interestingly, however, reduction of the small world
scheme to its most basic level in which each neuron is con-
nected only to its 8 nearest neighbors (i.e. p = 0), can lead
to a dichotomy of responses that depends on the geometry
of the RS and IB cells, as shown in Fig. 11. These results
are in agreement with ideas proposed by Strogatz that the
imposition of even a small amount of random connectivity
is capable of restoring global communications. It is possible
that similar geometric constraints could be employed in vivo
to restrict or promulgate communications among populations
of neurons.

We note that when the work in this paper is viewed
as a generic model of neuronal network behaviour our
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simulations are quite similar to those in Compte et al. (2003),
Feller et al. (1997), Golomb (1998), and Wiedemann and
Liithi (2003). However, our model differs from Compte et al.
(2003) and Golomb (1998) since it is an integrate-and-fire
model and is placed in a two-dimensional arrangement. It
differs from Wiedemann and Liithi (2003) because of the
two-dimensional geometry and also because of the incor-
poration of noise events, more specialized firing patterns,
and the intrinsic bursting property of our IB neurons. Our
integrate-and-fire neurons are more complex than those in
Feller et al. (1997).

We neglected inhibitory neurons in our study. Our own
(unpublished) experimental work and the research of Opitz
et al. (2002) and Robinson et al. (1993) indicate inhibitory
synapses are present and do play a role in the synchronous
activity. In particular, Voigt et al. (2001), have proposed
that oscillations in cortical networks are driven by GABAer-
gic neurons. This raises the question of how such oscilla-
tions can be generated in our model. However, in a sepa-
rate study, we have found that in cultures that have been
treated with cytosine arabinoside to kill small GABAer-
gic neurons and in which all remaining GABAergic recep-
tors are inhibited pharmacologically, calcium oscillations
still occur, albeit at reduced frequency (our unpublished
data).

5. Appendix

In this section we estimate the firing rate of our scheme for
constant calcium concentration c; that is, we find the first
time T so v(T) = vy where

dv  gr (
dt — 1+t/t

and [ is defined by (6); this will provide the formula (7).
Here 1,,,; is the applied current, we have taken v = vy in
the second two currents, and ¢ is constant in /g, (again,
see (6). Setting w(t) = v(t) — VReser, dividing by C, and
using B, as defined in the firing rate section, the initial value
problem (IVP) becomes

w + P w:i and w(0) =0
TR + 1t C’ '

U — UReser) + 1 and U(O) = UReset

This is a standard linear IVP which can be solved; setting
W(T) = V5 — Ugeser WE Obtain

‘L’Rl

_ _ -8
C(ﬂ+1)[(1+T/TR) (I+T/tr)"]

UTr — UReser =

Rearranging and solving for 14, gives Eq. (7).

2 Springer

We, furthur, note that for high firing rates when
T/tp << 1,

T\ T
14+ — =1-8—.
TR TR

Then (7) can be simplified to

C(U -V exe)
IAppl = - (IResf + IK(Ca)) + A

As T — 0 it now follows that

C(vr — VReser)
T

which is the same limit as would be obtained for the firing
rate of Eq. (1) when these is no refraction term and c is held
constant.

Finally, we note that Fig. 12 displays firing rate curves for
the integrate-and-fire method with and without the refraction
term.
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