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Abstract
In this paper, crosstalk noise analysis of coupled on-chip interconnects is presented. The multiresolution time domain 
(MRTD) method is used to analyze the crosstalk noise model. The crosstalk-induced propagation time delay and crosstalk 
peak voltage on the victim line of interconnects are determined. The results obtained for the proposed MRTD model are 
compared with the conventional finite difference time domain (FDTD) method and validated with HSPICE simulations at 
the 22-nm technology node. The results show that crosstalk induced a propagation delay which is dynamic in-phase and 
dynamic out-of-phase, and peak voltage timing and the peak voltage value of functional crosstalk in the copper interconnects 
have an average error of less than 0.53% when compared with HSPICE simulations. The results for the proposed model are 
very similar to those of HSPICE simulations. Electromagnetic interference and electromagnetic compatibility of on-chip 
interconnects can also be addressed using the proposed method.
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1  Introduction

Advances in very large-scale integration (VLSI) technology 
offer gigascale integrated circuits in a system on a chip. The 
use of interconnects is particularly important in the integra-
tion of electronic devices. Because of these requirements, 
chip complexity and the number of sources of variations 
have increased, and tightly packed interconnects emit tran-
sient crosstalk at high operating frequencies [1, 2]. Accu-
rate peak noise timing and peak crosstalk noise estimation 
in a driver-interconnect-load (DIL) system has long been a 
key architectural objective [3]. On the basis of lumped and 
distributed RC interconnects, various crosstalk and delay 
models have been proposed [4, 5]. Masoumi et al. [6] com-
puted crosstalk noise effects in a capacitively coupled RC 
interconnect line using closed-form expressions. Ismail et al. 
[7] strengthened the model by integrating self-inductance 
effects and estimated the RLC line propagation delay. With 

the introduction of low-resistivity interconnect materials and 
fast operating switching frequencies, parasitic inductance 
has begun to play an important role in on-chip intercon-
nect efficiency. To accurately estimate the output of on-chip 
interconnects, they must be viewed as scattered RLC lines 
or transmission lines [8].

For evaluation of crosstalk noise, previous models have 
interpreted the nonlinear complementary metal–oxide–semi-
conductor (CMOS) driver to be a simple linear resistor [9, 
10], which appears to deviate from the effects. Approxi-
mately 50% of MOSFET operation is in the saturation 
region during the transient period and later in the linear (or) 
cutoff regions. Several methods with different analytical 
solutions have been proposed, including the finite differ-
ence time domain (FDTD) approach and SPICE [simulation 
program with an integrated circuit emphasis], the results 
of which have been documented in recent works for DIL 
systems [11]. In the current state of the art, several studies 
have investigated crosstalk results based on the algorithm 
of the traditional FDTD, as it offers high precision [12], and 
Vobulapuram et al. [13] applied the FDTD approach to a 
nonlinear CMOS driver using the alpha-power law and nth-
power law models, respectively, and they studied the effects 
of crosstalk in Cu interconnects.
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The FDTD approach is an important computational pro-
cedure used to solve problems of electromagnetic and par-
tial differential equations. The FDTD method is numerically 
dispersive [14, 15] during the propagation along the discre-
tization. As a result, there is a need for a novel method with 
advantageous numerical dispersion properties. Krumpholz 
and Katehi [16] proposed a multiresolution time domain 
(MRTD) approach with an additional advantage of numeri-
cal dispersion characteristics. Grivet-Talocia [17] proposed 
an MRTD model using the Haar scaling function as the basis 
function, and achieved the same precision as with the FDTD 
model. Fujii et al. [18] proposed a model using MRTD as 
a basis function based on the Daubechies scaling function 
as three and four vanishing moments, which was more pre-
cise than the FDTD system. For effective field computation, 
Massy and Ney [19] hybridized the Battle–Lemarié-based 
MRTD model and the FDTD model to take advantage of 
the characteristics of both models, including the low dis-
persion characteristics of the MRTD model and the faster 
computation of the FDTD model. Tong et al. [20, 21] pro-
posed an MRTD model for transient analysis of two-con-
ductor transmission lines which outperformed conventional 
FDTD in terms of numerical dispersion and accuracy when 
compared with SPICE. Rebelli et al. [22, 23] proposed an 
MRTD approach to evaluate the signal integrity of coupled 
copper interconnects driven by a linear resistive and nonlin-
ear CMOS dependent on the Daubechies scaling function 
at four vanishing moments. Rebelli et al. [24] applied the 
MRTD approach to a nonlinear CMOS using the nth-power 
law model to evaluate crosstalk noise in mutually coupled 
multiwalled carbon nanotube (MWCNT) interconnects at 
32-nm technology. In the current state of the art, the MRTD 
method has not been used to calculate crosstalk noise, and 
the delay of the CMOS driver is analyzed using a modified 
alpha-power law model for coupled on-chip interconnects.

In this paper, the crosstalk effects of on-chip intercon-
nects are analyzed using a Daubechies scaling function-
based MRTD technique and considering the nonlinear 
CMOS driver modeled using a modified alpha-power law 
model which includes a drain conductance parameter. The 
most effective time domain model is presented to analyze 
both functional and dynamic crosstalk issues of two mutu-
ally coupled on-chip interconnect lines at 22-nm technology. 
The results obtained by the present model are compared with 
those of the conventional FDTD model and validated using 
HSPICE simulations.

The remainder of the paper is organized as follows. 
The transmission line-based MRTD model is discussed in 
Sect. 2, and the MRTD model comparisons and evaluation 
are presented in Sect. 3. Finally, conclusions are given in 
Sect. 4.

2 � MRTD model of on‑chip interconnects

The model of two mutually coupled on-chip interconnects 
with driver and load is shown in Fig. 1. The parasitic capaci-
tance of the CMOS is expressed by Cm , which represents the 
gate-to-drain coupled capacitance, and Cd , which represents 
the drain/source diffusion capacitance. R1 and R2 are the 
line resistance values, C1 and C2 are the line capacitance, L1 
and L2 are the line inductance, and CL1 and CL2 are the load 
capacitance values of line 1and line 2, respectively. All these 
values are obtained per unit length (p.u.l.). Both capacitance 
and inductance are coupled to the interconnect lines. Cc and 
Lm are the p.u.l. coupling capacitance and mutual induct-
ance of coupling interconnect lines, respectively. The posi-
tion and time of the interconnect lines are denoted by x and 
t, respectively.

The MRTD model for two mutually coupled on-chip 
interconnects is built in this section using the basis func-
tion of Daubechies’ scaling function with four vanishing 
moments ( D4).

2.1 � Model formulations for two mutually coupled 
on‑chip interconnect lines

The telegrapher’s equations can be used to mathematically 
describe the coupled interconnects. The coupled on-chip 
interconnects are defined as in [24, 25] using the following 
equations.

where x and t are the positions and time, respectively; R, 
L, and C are two-dimensional interconnect impedance that 
is measured using [25]. The current and voltage variables 

(1)
�V(z, t)

�z
+ L

�I(z, t)

�t
= − I(z, t)R

(2)
�I(z, t)

�z
+ C

�V(z, t)

�t
= 0

Fig. 1   CMOS drivers driving two-coupled on-chip interconnect lines, 
which are terminated by capacitive loads
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for a the coupled interconnect lines are I =
[
I1, I2

]T  and 
V =

[
V1,V2

]T.

where subscript 1 corresponds to line 1 and subscript 2 cor-
responds to line 2. The voltage and current evaluation points 
on interconnect line 1 are shown in Fig. 3.

Alternatively, current and voltage points are considered 
in time and space to evaluate telegrapher equations. The cur-
rent and voltage are separated by �t

2
 in time and �x

2
 in space 

for better accuracy, as shown in Fig. 2, where�t is time and 
�x is space represented in discretization intervals.

The interconnect line l of length is the resistive driver at 
x = 0 and terminated at x = l is capacitive load. The line 
is divided consistently into Nx segments of length �x = l

Nx
 

indicating the discretization voltage (V) and current (I) 
nodes, which are unknown coefficients, as seen in Fig. 3, 
where the source current is represented by I0.

The voltage and current terms can be extended using a 
known function ( hn(t) and �k(x) ). In order to solve Eqs. (1) 

R =diag
[
R1,R2

]

L =

[
L1 Lm
Lm L2

]

(3)C =

[
C1 + Cc − Cc

−Cc C2 + Cc

]

and (2), the unknown coefficients can be found by following 
the method defined in [16] as: 

where I
n+

1

2

k+
1

2

 is the coefficient of current expansion and Vk
n
 

is the coefficient of voltage expansion in terms of function 
scaling, and the indices n and k are discrete time and space. 
Indices related to time and space are organized via t = n�t 
and x = k�x . Functions hn(t) and �k(x) are defined as: 

where pulse function h(t) is defined as

where �(x) signifies the Daubechies scaling function, and 
h(t) represents the Haar scaling function.

The following integrals [26] are considered in order to 
derive the MRTD technique for Eqs. (1) and (2): 

where the Kronecker delta is represented by �k,k′and �n,n′ . 
The effective support sizes of the basis functions are indi-
cated by Ls by considering the Daubechies scaling function 
as the basis function with four vanishing moments (D4). The 
coefficient b(i) is called the connection coefficient. Table 1 
shows b(i) for 1 ≤ i ≤ Ls , whereas b(i) for i < 1 can be found 

(4a)V(x, t) −

+∞∑

n,k=−∞

Vn
k
�

n
k
(x)hn(t) = 0

(4b)I(x, t) −

+∞∑

n,k=−∞

I
n+

1

2

k+
1

2

�
n

k+
1

2

(x)hn(t) = 0

(5a)hn(t) − h(
t

�t
− n) = 0

(5b)h(t) =

⎧
⎪
⎨
⎪
⎩

1 for�t⟨� < 1

2
1

2
for�t� = 1

2

0 for�t� > 1

2

(5c)�k(x) =�(
x

�x
− k)

(6a)∫
+∞

−∞

hn(t)hn� (t)dt = (�n,n��t)

(6b)∫
+∞

−∞

hn(t)
�h

n�+
1

2

(t)

�t
dt = (�n,n� − �n,n�+1)

(6c)∫
+∞

−∞

�k(x)�k� (x)dx = (�k,k��x)

(6d)∫
+∞

−∞

�k(x)
��

k�+
1

2

(t)

�x
dx =

Ls−1∑

i=−Ls

b(i)�k+i,k�

Fig. 2   Space and time discretization on an on-chip interconnect line

Fig. 3   Spatial discretization for I and V on an on-chip interconnect 
line
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by symmetry condition b(−1−i) =−b(i) and equals zero for 
i > Ls

where the scaling function of Fourier transform f(x) is 𝛷̂(𝜆).
The following iterative calculations for current and volt-

age were carried out by employing the Galerkin technique 
[16] in Eqs. (1) and (2) and by using the test functions 
�khn+ 1

2

(t) and �
k+

1

2

hn(t) : 

 where

In the iterative Eqs. (8a) and (8b), the near-end voltage Vn+1
1

 
and the far-end voltage Vn+1

Nx+1
 are obtained, and the iterative 

equations of the current and voltage near the boundary need 
to be modified. Near the boundary, the current is expressed 
by I

n+
1

2

j+
1

2

 and I
n+

1

2

Nx+1−i+
1

2

 for i = 1, 2, 3,⋯ , Ls − 1 and the voltage 

is Vn+1
i

 and Vn+1
Nx−i+1

 for i = 2, 3,⋯ , Ls Many of these current 
and voltage values have a number of terms that surpass the 
index ranges in iterative Eqs. (8a) and (8b)

Equations (8a) and (8b) need to be decomposed using the 
relationship in [27] to update the iterative equations of cur-
rent and voltage, which satisfies the connection coefficient 
b(i) given by

(7)b(i) =
1

𝛱 ∫
∞

0

|||𝛷̂(𝜆)
|||
2

𝜆sin𝜆(i +
1

2
)d𝜆

(8a)I
n+

3

2

k+
1

2

=PI
n+

1

2

k+
1

2

−
�t

�z
L−1Q

(
Ls∑

i=1

b(i)
(
Vn
k+i

− Vn
k−i+1

)
)

(8b)Vn+1
k

=Vn
k
−

�t

�z
C−1

Ls∑

i=1

b(i)

(
I
n+

1

2

k+i−
1

2

− I
n+

1

2

k−i+
1

2

)

P =
(
1 +

�t

2
RL−1

)−1(
1 −

�t

2
RL−1

)

Q =
(
1 +

�t

2
RL−1

)−1

(9)
Ls∑

i=1

(2i − 1)b(i) = 1

By substituting (9) into (8b), we get

We decompose (8b) considering a corresponding term with 
i as:

for at i = 1, 2, 3,⋯ , Ls − 1.
Equation (11) is further adapted by employing the bound-

ary conditions as proved in Sects. 2.3 and 2.4.

2.2 � Modeling of CMOS driver

The equivalent electrical circuit model for two mutually 
coupled on-chip interconnect lines is shown in Fig. 2. The 
input voltage (Vs) is a two-dimensional vector with the for-
mula Vs =

[
Vs1,Vs2

]T . The interconnect lines are driven by a 
CMOS driver [28] that follows a modified alpha-power law 
model. The velocity saturation effects and the finite drain 
conductance parameters are included.

The latest equations for PMOS and NMOS are signified by 
m × 1 vectors, i.e. Ip =

[
Ip1, Ip2

]T and In =
[
In1, In2

]T . The 
linear region transconductance parameter, threshold voltage, 
saturation region transconductance parameter, drain con-
ductance parameter and velocity saturation index of NMOS 
(PMOS) are Kln

(
Klp

)
 , Vtn

(
Vtp

)
,Ksn

(
Ksp

)
, �n(�p), and �n(�p), 

respectively. The NMOS/PMOS model parameter values for 
the 22-nm technology node as shown in Table 2 are used for 
this analysis.

(10)

Ls∑

i=1

b(i)(2i − 1)Vn+1
k

=

Ls∑

i=1

b(i)(2j − 1)Vn
k
−

Ls∑

i=1

�t

(2i − 1)�x
C−1

(
(2i − 1)b(i)

(
I
n+

1

2

k+i−
1

2

− I
n+

1

2

k−i+
1

2

))

(11)
b(i)(2i − 1)Vn+1

k
= b(i)(2i − 1)Vn

k
−

�t

(2i − 1)�x
C−1

×

(
(2i − 1)b(i)

(
I
n+

1

2

k+i−
1

2

− I
n+

1

2

k−i+
1

2

))

(12)In =

⎧
⎪
⎨
⎪
⎩

Ksn

�
Vs − Vtn

��n�
1 + �nV1

�

Kln

�
Vs − Vtn

� �n

2 V1

0

(13)Ip =

⎧
⎪
⎨
⎪
⎩

Ksp

�
VDD − Vs −

���Vtp
���
��p�

1 + �p

�
VDD − V1

��

Klp

�
VDD − Vtp − Vs

� �p

2

�
−V1 + VDD

�

0

Table 1   Connection coefficient 
b(i) for Daubechies’ scaling 
function (D4) [18]

b(i) b(i) for D4

1 1.3110340773
2 −0.1560100110
3 0.0419957460
4 −0.0086543236
5 0.0008308695
6 0.0000108999
7 0.0000000041
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2.3 � Modeling at the near‑end boundary condition

The DIL system is modeled under boundary conditions. The 
current and voltage node points are at the near-end terminals 
defined by I0 and V1 , respectively, where the nodal analysis 
of the terminal equation is given by

 Applying discretization and the Galerkin technique to (14), 
then

and

 The near-end terminal voltage is carried out at k=1 from 
(8b)

By following the steps from Eqs. (9)–(11), Eq. (16) is 
decomposed as 

⋮

(14)I0 = Cm

d(Vs − V1)

dx
− Cd

dV1

dx
+ Ip − In

(15a)
�xI0 = �xCm

1

�t

[(
Vn+1
s

− Vn
s

)
−
(
Vn+1
1

− Vn
1

)]

− �xCd

(
Vn+1
1

− Vn
1

)
+ �xIn+1

p
− �xIn+1

n

(15b)
Vn+1
1

= Vn
1
+

(
Cm + Cd

�t

)−1

×

[
Cm

1

�t

(
Vn+1
s

− Vn
s

)
+
(
In+1
p

− In+1
n

− In+1
0

)]

(16)Vn+1
1

= Vn
1
−

�t

�x
C−1

Ls∑

i=1

b(i)(I
n+

1

2

i+
1

2

− I
n+

1

2

−i+
3

2

)

(17a)b(1)Vn+1
1

=b(1)Vn
1
− b(1)

�t

�x
C−1

(
I
n+

1

2

3

2

− I
n+

1

2

1

2

)

(17b)3b(2)Vn+1
1

=3b(2)Vn
1
− 3b(2)

�t

3�x
C−1

(
I
n+

1

2

5

2

− I
n+

1

2

−
1

2

)

(17c)
b(L

s
)(2L

s
− 1)Vn+1

1
= b(L

s
)(2L

s
− 1)Vn

1

− (2L
s
− 1)b(L

s
)

�t

(2L
s
− 1))�x

C
−1

(
I
n+

1

2

Ls+
1

2

− I
n+

1

2

−Ls+
3

2

)

Iterative Eqs. (17a)–(17c) are considered computer-aided 
design (CAD), i.e., central difference equations. In the par-
ticular calculations, the subscript to the terms 
I
n+

1

2

−
1

2

, I
n+

1

2

−
3

2

,⋯ , I
n+

1

2

−Ls+
3

2

 has surpassed the index range. To solve 

this, we substitute the central difference scheme by using the 
forward difference scheme. By leaving the weight coefficient 
in each equation unchanged, iterative equations can also be 
obtained. 

⋮

 From the above iterative Eqs. (18a)−(87c), at the near-end 
boundary node a voltage of Vn+1

1
 is obtained through the 

following:

In Eq. (19), substituting by I
n+

1

2

0
=

In
0
+In+1

0

2
 and Eq. (15a) we 

obtain the equation

where

2.4 � Modeling at the far‑end boundary condition

Similarly, the nodal analysis equation at load current INx+1 
given by the far-end terminal (k = Nx + 1)is:

(18a)b(1)Vn+1
1

=b(1)Vn
1
− b(1)

�t

�x
C−1

(
I
n+

1

2

3

2

− I
n+

1

2

0

)

(18b)3b(2)Vn+1
1

=3b(2)Vn
1
− b(2)

�t

3�x
C−13

(
I
n+

1

2

5

2

− I
n+

1

2

0

)

(18c)
b(L

s
)(2L

s
− 1)Vn+1

1
= b(L

s
)(2L

s
− 1)Vn

1

−
�t

(2L
s
− 1))�x

C
−1(2L

s
− 1)b(L

s
)

(
I
n+

1

2

Ls+
1

2

− I
n+

1

2

0

)

(19)Vn+1
1

= Vn
1
−

�t

�x
C−1

Ls∑

i=1

2b(i)

(
I
n+

1

2

i+
1

2

− I
n+

1

2

0

)

(20)

Vn+1
1

= Vn
1
− AB

Ls∑

i=1

2b(i)I
n+

1

2

i+
1

2

− AB

Ls∑

i=1

b(i)

(
In+1
0

+ In+1
p

− In+1
n

+ Cm

(
Vn+1
s

− Vn
s

�t

)),

A =

(
1 + (Cm + Cd)

C−1

�x

Ls∑

i=1

b(i)

)−1

, B =
�t

�x
C−1

Table 2   Model parameters of 
22 nm [28]

Parameter PMOS NMOS

K
l
(mho) 0.005 0.009

K
s
(mho) 1.3 × 103 1.5 × 103

�(V−1) 3.43 1.25
V
t
(V) 0.35 0.32

� 1.065 0.977
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Then the final iterative equation given at the far end of the 
terminal is

where E =
�
1 +

CL

�t
C−1

∑Ls
i=1

a(i)
�

where some of the term indices surpass the index ranges 
for all the nodes between the terminals in the algorithm 
extension to obtain and update the iterative equations, so 
a truncation method is applied by taking Vn+1

k
 as an exam-

ple for k = 2, 3,⋯ , Ls , and by subsequent steps of Eqs. 
(10) and (11) it can be decomposed (8b) as an example for 
k = 2, 3,⋯ , Ls

⋮

⋮

From Eqs. (23a)–(23f) stated above, it is also observed 
that the indices of the equation do not surpass the index 

(21)INx+1 = CL

dVNx+1

dt

(22)

Vn+1
Nx+1

= Vn
Nx+1

− EF
(

Ls∑

i=1

b(i)I
n+

1

2

Nx+1
−

Ls∑

i=1

2b(i)I
n+

1

2

Nx+1−i+
1

2

)

F =
�t

�x
C−1

(23a)b(1)Vn+1
k

=b(1)Vn
k
− b(1)

�t

�x
C−1

(
I
n+

1

2

k+
1

2

− I
n+

1

2

k−
1

2

)

(23b)3b(2)Vn+1
k

=3b(2)Vn
k
− 3b(2)

�t

3�x
C−1

(
I
n+

1

2

k+
3

2

− I
n+

1

2

K−
3

2

)

(23c)
b(k − 1)(2k − 3)Vn+1

k
= b(k − 1)(2k − 3)Vn

k

− b(k − 1)(2k − 3)
�t

(2k − 3))�x
C
−1

(
I
n+

1

2

2k−
3

2

− I
n+

1

2

1+
1

2

)

(23d)

b(k)(2k − 1)Vn+1
k

= b(k)(2k − 1)Vn

k

− b(k)(2k − 1)
�t

�x(2k − 1))
C
−1

(
I
n+

1

2

2k−
1

2

− I
n+

1

2

1

2

)

(23e)
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ranges for the first k terms. In addition, all calculations for 
which the index terms surpass the index spectrum appear in 
the remaining Ls − k term. As Ls − k terms are out of bound, 
these equations are not available for iterative equations in the 
MRTD model. To prevent this problem, a truncation is built 
into the calculations where the index range is surpassed.

The first k terms can be found by summing Eqs. 
(23a)–(23f), and the iterative equations can be updated at 
k = 2, 3,⋯ , Ls

Using the same steps illustrated in Eqs. (23a)–(23f), an 
altered iterative equation of voltage at interior points, as pre-
sented in Eq. (25), and voltage near the load, as presented in 
Eq. (26), become k = Ls + 1, Ls + 2,⋯ ,Nx − Ls,Nx − Ls + 1

for k = Nx − Ls + 2,Nx − Ls + 3,⋯ ,Nx.

(24)
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Current iterative equations can also be modified by the same 
voltage iterative equations with minor modifications. As 
seen in Fig. 3, at the half-integer points, the current nodes 
appear, implying that all the current is located at the interior 
points of the terminals. Therefore, the current near the ter-
minals needs alteration. For iterative current equations near 
the terminals, it is necessary to decompose (8a) using the 
steps of iterative voltage of the equations. The final updated 
iterative current equations are given as

for k =1, near at the source

for k=2, 3, ....… , Ls

for k = Ls + 1, Ls + 2,⋯ ,Nx − Ls,Nx − Ls + 1. at the inte-
rior point iterative equations

for  k = Nx − Ls + 2,Nx − Ls + 3,⋯ ,Nx Near the load, itera-
tive equations are

In the context of this bootstrapping method, modified volt-
age and current iterative equations are tested. Firstly, in 
terms of historical voltage and current values, voltage itera-
tive equations are solved at a rigid time using Eqs. (20), (22), 
(24)–(26). Then, Eqs. (27)–(30) solve the iterative equa-
tions of current in terms of voltage measured initially and 
past values of current. The Courant stability condition [20, 
27] is thus known as the stable output for MRTD iterative 
equations.
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which states that for each cell, the time of propagation must 
be higher than the time step, where q is the current number 
given by q = 1∕

∑Ls
i=1

�b(i)� = ��t∕�x and � , and v is the 
phase velocity of the line propagation. However, the bound-
ary conditions will always satisfy the stability requirement, 
as these are explicitly derived from an implicit expression.

3 � MRTD model validation and benchmark

The performance analyses of the structure of the two mutu-
ally coupled on-chip interconnect lines are presented in this 
section. The proposed model is validated in comparison to 
the conventional FDTD model and HSPICE simulations. 
The numerical computations are carried out using MAT-
LAB. The interconnect load is driven by a CMOS driver; 
the interconnect dimensions are taken from the International 
Technology Roadmap for Semiconductors (ITRS) [29, 30]. 
At the 22-nm technology node, the interconnect is placed 
99 nm from a ground plane. The thickness of the line is 66 
nm. The width and space between the lines are equal, at 33 
nm. The inter-level dielectric medium permittivity is 2.3. 
The length and load capacitance of the interconnects are 1 
mm and 2 fF. The Vdd voltage is 0.8 V. The signal voltage 
swings from 0 to 0.8 V (low→high) or 0.8 to 0 V (high→
low). The input source voltages have a transition time of 20 
ps. The parasitic values of RLC for the coupled interconnect 
line structure are

3.1 � Transient and crosstalk analysis in two mutually 
coupled on‑chip interconnects

This section covers the transient and crosstalk analysis of the 
-coupled on-chip interconnect system. Line 1 is the aggres-
sor and line 2 is the victim line, as shown in Fig. 1. On 
the other side of the victim line, the crosstalk effects for 
functional, dynamic in-phase, and dynamic out-of-phase 
switching are found using the proposed model, the con-
ventional FDTD model and HSPICE simulations [31]. The 
transient response is investigated on the victim line. The 
effect of functional crosstalk is explored by modifying line 
1 (aggressor) input from 0.8 V to 0 V while holding line 2 
(victim) in quiescent mode. When both aggressor and victim 

(31)�t ≤ q�x
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line stimuli turn at the same time, the impact of in-phase or 
out-of-phase is also explored. At the far end of the victim 
line, the transient graph results based on the above condi-
tions are compared. The functional, dynamic in-phase, and 
dynamic out-of-phase transient responses on the victim line 

are shown in Fig. 4a–c, respectively. Figure 4b and c dem-
onstrate that the victim line peak solution has higher disper-
sion errors in the conventional FDTD method. The proposed 
model is superior to the conventional FDTD model in terms 
of precision due to its significant superiority in numerical 
dispersion properties. Figure 4c illustrates how the Miller 
effect increases the capacity, which allows signal transitions 
to take longer during out-of-phase than in-phase switching. 
The results of the proposed MRTD model correctly matched 
with HSPICE in all input switching situations and outper-
form the conventional FDTD method.

Table 3 shows the computational error associated with 
the estimation of functional crosstalk effects over the vic-
tim line for conventional FDTD and the proposed MRTD 
model in comparison to HSPICE. The efficiency of the 
proposed model at multiple input transition times shows an 
average error for crosstalk peak voltage timing of 0.42% 
versus 0.92% for the conventional FDTD method when com-
pared with HSPICE. Table 4 also indicates that the proposed 
model correctly predicts the peak voltage, with an average 
error of 0.27% versus 1.05% using the conventional FDTD 
method when compared with HSPICE.

The computational error associated with estimating 
dynamic in-phase crosstalk effects over the victim line for 
the conventional FDTD and proposed MRTD models is 
shown in Table 5. The sturdiness of input transitions of the 
proposed model at different times has an average error of 
0.53% versus 1.4% average error in the conventional FDTD 
method for propagation delay estimation when compared 
to HSPICE.

Table 6 shows the computational error associated with the 
estimation of dynamic out-of-phase crosstalk effects over the 
victim line for the conventional FDTD and proposed MRTD 

(a)

(b)

(c)

Fig. 4   Transient response comparison at the far-end voltage on victim 
line for (a) functional, (b) in-phase, and (c) out-of-phase switching

Table 3   Victim line’s computational error for peak voltage timings in 
functional crosstalk

Input tran-
sition time 
(ps)

Peak voltage timing (ps)

HSPICE Pro-
posed 
model

Conven-
tional 
FDTD

%error 
proposed 
model

%error 
Con-
ven-
tional 
FDTD

10 254.55 253 251 0.60 1.39
20 274.08 274 273 0.03 0.39
30 279.22 279 277 0.07 0.79
40 287.39 287 286 0.13 0.48
50 297.55 297 295 0.18 0.85
60 311.49 310 308 0.47 1.12
70 318.37 315 314 1.05 1.37
80 328.14 326 324 0.65 1.26
90 339.88 338 337 0.55 0.84
100 343.72 342 341 0.50 0.79
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models. The sturdiness of input transitions at different times 
for the proposed model has an average error of 0.18% versus 
0.38% average error in the conventional FDTD method for 
propagation delay estimation when compared with HSPICE. 
The simulation results for the proposed MRTD model match 
HSPICE correctly in all input switching situations and out-
perform the conventional FDTD model.

The graphs for peak voltage timing and peak voltage 
value on the victim line results in functional crosstalk gen-
erated by varying input transition time, which is shown in 
Figs. 5 and 6, respectively. Figures 7 and 8 illustrate the 
dynamic in-phase and out-of-phase crosstalk propagation 
delays at different input transition times. The results for both 
functional and dynamic crosstalk of the MRTD model are 
validated with HSPICE, and the proposed model outper-
forms the conventional FDTD model.

Table 4   Victim line’s 
computational error for peak 
voltage values in functional 
crosstalk

Input transition 
time (ps)

Peak voltage value (V)

HSPICE Proposed model Conventional 
FDTD

%error proposed 
model

%error 
Conven-
tional 
FDTD

10 0.31998 0.3190 0.3230 0.30 −0.94
20 0.31901 0.3189 0.3228 0.03 −1.18
30 0.3190 0.3187 0.3226 0.09 −1.12
40 0.3188 0.3184 0.3222 0.12 −1.06
50 0.31792 0.3116 0.3208 1.98 −0.90
60 0.31746 0.3174 0.3203 0.02 −0.89
70 0.31652 0.3176 0.3201 −0.34 −1.13
80 0.31635 0.3171 0.3196 −0.23 −1.02
90 0.31588 0.3156 0.3185 0.08 −0.82
100 0.31493 0.3127 0.3195 0.70 −1.45

Table 5   Computational error for dynamic in-phase switching propa-
gation delay for various transition times

Input 
transition 
time (ps)

In-phase propagation delay (ps)

HSPICE Proposed 
model

Con-
ven-
tional 
FDTD

%error 
pro-
posed 
model

%error 
Conventional 
FDTD

10 91.906 91 90 0.98 2.07
20 97.72 97 96 0.73 1.76
30 103.18 103 102 0.17 1.14
40 108.7 107 106 1.56 2.48
50 114.12 114 113 0.10 0.98
60 119.51 119 118 0.42 1.26
70 124.7 124 123 0.56 1.36
80 130.13 130 129 0.09 0.86
90 136.79 136 135 0.57 1.30
100 141.21 141 140 0.14 0.85

Table 6   Computational error for dynamic out-of-phase switching 
propagation delay for various transition times

Input 
transition 
time (ps)

Out-of-phase propagation delay (ps)

HSPICE Proposed 
model

Conven-
tional 
FDTD

%error 
proposed 
model

%error 
Conventional 
FDTD

10 697.86 696 695 0.26 0.40
20 702.5 700 699 0.35 0.49
30 707.72 706 704 0.24 0.52
40 713.21 712 710 0.16 0.45
50 719.28 718 717 0.17 0.31
60 725.46 725 724 0.06 0.20
70 729.19 728 726 0.16 0.43
80 737.5 736 735 0.20 0.33
90 740.37 740 738 0.04 0.32
100 746.29 745 743 0.172 0.44

Fig. 5   Peak voltage timing with varied input transition time for the 
victim line
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Figures 9 and 10 demonstrate the peak voltage timing 
and peak voltage on the victim line for functional switching 
with varying values of load capacitance CL . For instance, 
using an interconnect length of 1 mm with 20 space seg-
ments and 3500 time segments, the elapsed CPU time 
for the proposed MRTD model, the conventional FDTD 
model, and the HSPICE is measured using a PC Intel® 
Xeon® CPU operating at 3.30 GHz. The elapsed CPU times 
are shown in Fig. 11. The figure demonstrates the elapsed 

CPU times for crosstalk analysis of the coupled on-chip 
interconnect lines in various functional, dynamic in-phase, 
and dynamic out-of-phase switching. In terms of simula-
tion time, HSPICE has a higher CPU runtime than both 
the MRTD and conventional FDTD models. However, the 
MRTD is slightly slower than the conventional FDTD due 
to the higher number of iterations required for better accu-
racy. As a result, there exists a trade-off between simulation 
time and accuracy.

Fig. 6   Peak voltage with varied input transition time for the victim 
line

Fig. 7   Dynamic in-phase 50% propagation delay with varied input 
transition time for the victim line

Fig. 8   Dynamic out-of-phase 50% propagation delay with varied 
input transition time for the victim line

Fig. 9   Peak voltage timing with varying load capacitance for the vic-
tim line
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4 � Conclusion

The modified alpha-power law model is used in this paper to 
build an analytically dependent MRTD model for functional 
and dynamic crosstalk study of two mutually coupled trans-
mission lines driven by a CMOS driver. This work provides 
a detailed study of a two-line coupled on-chip interconnects 
for functional, dynamic in-phase, and dynamic out-of-phase 
switching which induced crosstalk effects on the victim line. 
The Courant condition is strictly followed by the proposed 
model’s stability. The influence of input transition time 
on crosstalk propagation delay under dynamic and peak 
voltage timing is investigated, as well as the peak voltage 
value for functional crosstalk. With regard to HSPICE, the 

proposed MRTD model and the FDTD confirm that the pro-
posed MRTD model is in good agreement with HSPICE. 
According to the proposed model, the results show average 
errors of crosstalk-induced propagation delays in dynamic 
in-phase and out-of-phase on-chip interconnects of 0.53% 
and 0.18%, respectively, and functional crosstalk has peak 
voltage timing of 0.42% and a peak voltage value of 0.27%. 
Furthermore, the proposed MRTD model and FDTD model 
are validated with HSPICE for peak voltage timing and peak 
voltage value on the victim line for functional cases of vari-
ous values of load capacitance, with average error of less 
than 1%. When compared to HSPICE, the elapsed CPU runt-
ime for the MRTD model is significantly less. The analysis 
was performed on two mutually coupled interconnect lines 
but it can also be extended to M mutually coupled on-chip 
interconnect lines.
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