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Abstract The quantum-dot cellular automata (QCA) tech-
nology is a promising alternative technology to CMOS
technology to extend the exponential Moore’s law progress
of microelectronics at nanoscale level, which is expected
to be beneficial for digital circuits. This paper presents and
evaluates three multiplexer architectures: a new and efficient
2:1 multiplexer architecture, a 4:1 multiplexer architecture,
and 8:1 multiplexer architecture in the QCA technology.
The 4:1 and 8:1 QCAmultiplexer architectures are proposed
based on the 2:1 QCA multiplexer. The proposed architec-
tures are implemented with the coplanar crossover approach.
These architectures are simulated using the QCADesigner
tool version 2.0.1. The 2:1, 4:1, and 8:1 QCA multiplexer
architectures utilize 15, 107, and 293 cells, respectively. The
simulation results demonstrate that the proposed QCA mul-
tiplexer architectures have the best performance in terms of
clock delay, circuit complexity, and area in comparison with
other QCA multiplexer architectures.

Keywords Nanotechnology · Multiplexer · Wire crossing ·
Clock zone · Quantum cellular automata · QCADesigner

1 Introduction

Due to the dramatic increase rate in the number of transistors
within the chip, reducing the size of transistors is essential,
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but in the CMOS technology, size reduction of transistors,
at nano-scale, is not possible simply and the extension of
Moore’s law in CMOS technology beyond 10-nm is not fea-
sible as it introduces an anomalous quantum behavior in
nanoscale [1–4]. The quantum-dot cellular automata (QCA)
technology is able to achieve higher speed and density and
lower power consumption designs compared to conventional
CMOS technology [2,4–6]. The binary information in this
technology is encoded by reconfiguration of the charges
instead of current [6]. So in recent years, circuit implementa-
tion in QCA technology has received a great deal of attention
due to a number of promising applications such as efficient
QCA full adder design [6–9], efficientQCAmultiplier design
[10,11], and efficient QCA multiplexer design [4,12–16].

On the other hand, the multiplexers have wide applica-
tions in digital circuit implementations such as RAM cells,
ALU, and row decoders [4,12,17]. A lot of efforts have
been made at the logic and layout levels to improve the
performance of the multiplexers in the QCA technology
[4,12–16,18–21,24–29]. This paper presents and evaluates
new and efficient QCA multiplexer architectures. The main
distinctive characteristics of our contribution are as follows:

(a) It presents a new and efficient 2:1QCAmultiplexer archi-
tecture as a basic logic module.

(b) It presents a new and efficient 4:1 and 8:1 QCA mul-
tiplexer architectures based on the proposed basic logic
module.

(c) It simulates the proposed QCA multiplexer architectures
on the QCADesigner version 2.0.1.

TheoverallQCAcell dimensions are defined tobe18nm×
18 nm. In this paper, we have used the metallic and semi-
conductor QCA, and the simulation results presented here
have been at 1K temperature. The proposed multiplexer is
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Fig. 1 Two kinds of QCA cells
(90◦ and 45◦) with their
polarizations
(P = −1 and P = +1) [4]

compared to previous designs [4,12–16,18–21,24–29] ver-
sus some characteristics such as area, cell count, and delay.
Our implementation results demonstrate that the proposed
QCA multiplexer architectures have the best performance in
comparison with the other QCA multiplexer architectures.

The rest of this paper is organized as follows: Section 2
briefly describes preliminaries of the QCA technology and
multiplexer implementation in this technology. Section 3
presents the proposed 2:1, 4:1, and 8:1 QCA multiplexer
architectures. Section 4 provides simulation results. Section 5
evaluates the proposed architectures. Finally the conclusion
is given in Sect. 6.

2 Preliminaries

This section briefly describes preliminaries of the QCA tech-
nology and multiplexer architectures in this technology.

2.1 QCA cells

QCA cells are the basic units in the QCA technology, which
consist of four quantum-dots located in the corners of a square
[2]. There are two kinds of QCA cells, 90◦ and 45◦, with their
polarizations, P = −1 and P = +1. Figure 1 shows these
kinds of QCA cells [4,5].

As it is shown in Fig. 1, an interconnection between the
intercell electrons forms two stable arrangements, p = 1
and p = −1, which are used to denote logic stats “1” and
“0,” respectively [4,5]. If cells are placed near each other,
the polarization of one cell will influence the polarization of

another. When the electrons are placed in the position 1 and
3, cell polarization (P) is +1. Similarly, when the electrons
are placed in the position 2 and 4, cell polarization (P) is−1.
P is the polarization of cell that is calculated from equation 1:

P = (P2 + P4) − (P1 + P3)

P1 + P2 + P3 + P4
, (1)

where Pi shows the electronic charge at ith dot.

2.2 QCA wire

In the QCA technology, there are two types of wires, which
are utilized for transferring input cell polarizations: (a) mul-
tilayer crossing wire, and (b) coplanar crossing wire.

As it is shown in Fig. 2, the coplanar crossing wires are
implemented in a single layer and the vertical wire has all
the cells rotated by 45◦, whereas crossing multilayer wires
are implemented at least in three layers [22].

2.3 QCA gates

Figure 3 shows the basic gates in the QCA technology. The
fundamental QCA gates in this technology are classified in
three groups as follows [6]:

(a) Original majority gates (OMGs)
(b) Rotate majority gates (RMGs)
(c) Inverter gates (IGs)
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Fig. 2 The QCA wires, a coplanar crossing wire, b multilayer crossing wire [22]

Fig. 3 The fundamental gates in QCA technology, a original majority gate (OMG), b rotate majority gate (RMG) and c inverter gate [6]

These QCA gates are used for the implementation of dig-
ital circuits. The logic function of the majority gate is as
follows:

Out = AB + AC + BC (2)

Based on this equation, the output of the majority gate
is “1” where at least two inputs are “1”. It should be noted
that the majority gate can be utilized as a 2-input AND or
a 2-input OR gate by fixing one of the three input cells to
P = −1 or P = +1, respectively [12]. Figure 4 shows the
logical gates implemented by majority gate.

2.4 Clocking in the QCA

Synchronization plays a major role in the QCA circuits. The
QCA clock can be utilized to synchronize QCA circuits and
provide the required power for functionality. In other words,
the clocking zone partitioning is utilized to control the flow
direction of the signals and achieve computational pipelin-
ing in the QCA circuits. Indeed, each clock zone operates
similar a D-latch. The number of zones in the critical path
of the QCA circuit determines the overall delay [23,25]. The
QCAclock zones are illustrated in Fig. 5. Clocking scheme in
the QCA technology consists of four phases namely, switch,
hold, release, and relax. Each one of these phases is shifted
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Fig. 4 The logical gates
implemented by majority gate, a
2-input AND gate and b 2-input
OR gate [6]

Fig. 5 The four clock signals
are used to control the flow
direction of the signals within
the QCA circuit [25]

by 90◦. At the starting of the first phase, switch, the compu-
tations are occurred and the QCA cells begin as unpolarized.
In switch phase, the inter-dot potential barriers of cells are
low. In this phase, the tunneling barriers are raised. At the
hold phase, the electrons retain their polarity and barriers of
the cells are high enough to prevent electrons from tunnel-
ing. During the release phase, the inter-dot potential barriers
start to reduce and the cells lose their polarity. Finally, dur-
ing the fourth clock phase, relax phase, when the clock is

low, the cell barriers remain low and the cells remain in an
unpolarized state [5,25].

2.5 Related works

The 2:1 QCA multiplexer architectures presented in [4,12–
16,18–21,24–26,28] are based on Fig. 6a. These architec-
tures consist of two 2-input AND gates, a 2-input OR gate,
and an inverter gate. The 2:1 QCA multiplexer architecture
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Fig. 6 Schematic logic diagram of the 2:1 QCA multiplexer, a in [4,12–16,18–21,24–26,28] and b in [27].

presented in [27] is based on Fig 6b. This architecture con-
sists of two 2-input AND gates, a 2-input OR gate, and two
inverter gates.

The QCAmultiplexer was addressed for the first time in a
primitivework byGin et al. in [24]. There are several attempts
to improve the QCA multiplexer architecture in terms of
number of cell, area, and delay [4,12–16,18–21,25–28].

Teodósio and Sousa [18] have proposed two types of
the 2:1 QCA multiplexer. The first type of the 2:1 QCA
multiplexer is generated using a Layout Generator (LG)
tool, which is shown in Fig. 7a. The second type of the
2:1 QCA multiplexer is a handmade structure as shown in
Fig. 7b. They concluded that the handmade structure has
better performance compared to the LG structure, because
the handmade structure involves four QCA clock zones,
but the LG structure has been used eight QCA clock
zones.

Wu et al. [25] have designed a 2:1 QCAmultiplexer archi-
tecture which only utilizes four clock zones. Figure 7c shows
the multiplexer architecture presented in [25].

Mardiris et al. [26] have presented a 2:1 QCAmultiplexer
architecture that is shown in Fig. 7d. The layout is designed
using block logics such as AND gates, OR gates, and delay
blocks in one layer. This architecture is not effectiveness
in realizing higher-order 2n : 1 multiplexers. This design
consists of 67 cells and 0.14µm2 area.

Hashemi et al. [21] have proposed a QCA multiplexer
architecture. Their 2:1QCAmultiplexer layout has been con-
structed in three layers. The first layer, which is the main
layer, comprised the backbone of the circuit. Their multi-
plexer is illustrated in Fig. 7e.

In reference [27], a new 2:1 QCA multiplexer design has
been proposed,which consists of 35 cells, and 0.04µm2 area.
The presented architecture in [27] is illustrated in Fig. 7f.

Work presented in [20] has proposed a design of a 2:1
QCA multiplexer, which can be used to design 2n : 1
QCA multiplexers. This 2:1 QCA multiplexer is shown in

Fig. 7g. Their architecture consists of 56 cells, and 0.07µm2

area.
Roohi et al. [28] have designed and simulated a 2:1

QCAmultiplexer architecture, which consists of 27 cells and
0.03µm2 area. Figure 7h depicts the multiplexer presented
in [28].

Sen et al [13] have presented a 2:1QCAmultiplexer archi-
tecture, which consists of 19 cells, and 0.02µm2 area. This
2:1 QCA multiplexer is shown in Fig 7i.

Sabbaghi Nadooshan and Kianpour [19] have presented
and simulated a 2:1QCAmultiplexer architecture, where this
design consists of 26 cells and 0.02µm2 area. They have
used a model of signal distribution network for implementa-
tion of QCA multiplexers. Figure 7j depicts the multiplexer
presented in [19].

Sen et al. [12] have also presented a QCA Reversible
Arithmetic Logic Unit (RALU) using a reversible multi-
plexer unit. The 2:1 QCA multiplexer presented in [12]
consists of 19 cells. Figure 7k shows the multiplexer pre-
sented in [12]. Moreover, they [4] have presented a 2:1 QCA
multiplexer architecturewhich consists of 23 cells and an area
of 0.02µm2. Their multiplexer is constructed in one layer.
Themultiplexer presented in [4] is shown inFig. 7l. They [15]
have also designed and simulated two models of 2:1 QCA
multiplexer architecture, which are constructed in 3-layers
and 4-layers. Figure 7m, n depicts the 3-layer and 4-layer
models of the 2:1QCAmultiplexer architecture, respectively.

3 The proposed QCA multiplexer architectures

In this section, a new and efficient architecture is presented
for 2:1 QCA multiplexer, and then new and efficient archi-
tectures are presented for 4:1 QCAmultiplexer and 8:1 QCA
multiplexer as described later. We use the basic QCA logic
gates such as the majority gate and the inverter gate in the
implementation of the proposed architectures.
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Fig. 7 The 2:1 QCA multiplexer architectures, a in [18] generated by QCALG, b in [18] handmade, c in [25], d in [26], e in [21], f in [27], g in
[20], h in [28], i in [13], j in [19], k in [12], l in [4], m in [[14]—3L] and n in [[14]—4L]
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Fig. 8 The proposed 2:1 QCA
multiplexer architecture, a the
block diagram of the proposed
2:1 QCA multiplexer
architecture, b the logic block of
the proposed 2:1 QCA
multiplexer architecture and c
the layout of the proposed 2:1
QCA multiplexer architecture

3.1 The 2:1 QCA multiplexer architecture

Figure 8a shows the block diagram of the proposed 2:1 QCA
multiplexer architecture. Figure 8b shows the logic block of
the proposed 2:1 QCA multiplexer architecture, and Fig. 8c
shows the layout of the proposed 2:1 QCAmultiplexer archi-
tecture inQCADesigner. As is shown in Fig. 8b, the proposed
2:1 QCA multiplexer is implemented using two AND gates
and an inverter gate in the inputs and one OR gate in the
output.

The proposed 2:1 QCA multiplexer architecture has two
inputs, an address line, and an output. The inputs are labeled
as A and B and the output is shown by F. Here the address

line named as S. It can be seen that, when S is 0, input A is
selected, and when S is 1, input B appears at the output. The
logic function of the proposed architecture can be expressed
as follows:

F = A.S̄ + B.S (3)

The majority gate representation of this function is F =
Maj

(
Maj(S̄,A, 0),Maj(S,B, 0), 1

)
. This architecture con-

tains two original majority gates: a rotate majority gate and
an inverter gate. The proposed 2:1 QCA multiplexer takes
only one clock zone to generate the AND function, and it
takes one clock zone to execute the OR function.
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3.2 The proposed 4:1 QCA multiplexer architecture

Figure 9a shows the block diagram and logic block of the pro-
posed 4:1 QCA multiplexer architecture, and Fig. 9b shows
the layout of the proposed 4:1 QCAmultiplexer architecture.

The proposed 4:1 QCA multiplexer architecture consists
of three proposed 2:1 QCA multiplexer architectures. This
architecture has four inputs, two address lines, and one out-
put. The inputs are labeled as A, B, C, and D and the output
is shown by F. In addition, the address lines named as S0, S1.
It can be seen that, if both S0 and S1 are 0, input A appears
at the output. When S0 is 1 and S1 is 0, the output F will
become B, when S0 is 0 and S1 is 1, input D is selected and
when both S0 and S1 are 1, input C appears at the output. The
logic function of the proposed architecture can be expressed
as follows:

F = (S̄0.S̄1)A + (S0.S̄1)B + (S̄0.S1)D + (S0.S1)C (4)

3.3 The proposed 8:1 QCA multiplexer architecture

Figure 10a shows the logic block of the proposed 8:1 QCA
multiplexer architecture. Figure 10b shows the block diagram
and the truth table of the proposed 8:1 QCAmultiplexer, and
Fig. 10c shows the layout of the proposed 8:1 QCA multi-
plexer.

As it is shown in Fig. 10b, the proposed architecture has
been implemented using two proposed 4:1QCAmultiplexers
and one proposed 2:1 QCA multiplexer. The proposed 8:1
QCAmultiplexer architecture has eight inputs, three address
lines, and one output. The inputs are labeled as A, B, C, D, E,
F, G, and H and the output is shown by word “out”. Here, S0,
S1, and S2 signals are utilized as address lines. The output
of the proposed architecture can be shown as follows:

out = (S̄2.S̄1.S̄0)A + (S̄2.S̄1.S0)B + (S̄2.S1.S̄0)C

+(S̄2.S1.S0)D + (S2.S̄1.S̄0)E + (S2.S̄1.S0)F

+(S2.S1.S̄0)G + (S2.S1.S0)H (5)

For example, when address lines are 0, input A appears at
the output, when S0 is 1 and the both S1 and S2 are 0, the
output will become B, and when S0 and S1 are 0 and S2 is
1, input E is selected to appear at the output. The rest states
are shown in the truth table in Fig. 10b.

4 The simulation results

4.1 The proposed 2:1 QCA multiplexer architecture

Simulation results havebeen acquiredusing theQCADesigner
tool version 2.0.1 [23] that is a simulation tool for QCA

circuits. The simulation results of the proposed 2:1 QCA
multiplexer are shown in Fig. 11. It should be noted that
there are two types of simulation engines in QCADesigner:
a bi-stable approximation and a coherence vector [23]. We
have simulated the proposed 2:1 QCA multiplexer architec-
ture in QCADesigner simulator version 2.0.1 in the bi-stable
approximation simulation engine, because it is faster than
coherence vector. The utilized parameters for the simulation
are as follows: the number of samples: 220,000, radius of
effect: 41 nm, clock low: 3.8e−22, clock high: 9.8e−22,
lower threshold: −0.5, upper threshold: 0.5, and cell size:
18 nm, temperature = 1 K. The rest of the parameters are
selected as default.

The simulation results of the proposed 2:1 QCA multi-
plexer architecture, which are shown in Fig. 11, confirm that
the output is correctly achieved after two clock zones delay.
In addition, the proposed 2:1 QCA multiplexer consists of
15 cells and an area of 0.01µm2.

4.2 The proposed 4:1 QCA multiplexer architecture

We have simulated the proposed 4:1 QCAmultiplexer archi-
tecture in the QCADesigner version 2.0.1 in the bi-stable
approximation simulation engine. The utilized parameters
for simulation are as follows: the number of samples: 26,903,
radius of effect: 65 nm, clock low: 3.8e−22, clock high:
9.8e−22, lower threshold: −0.5, upper threshold: 0.5, and
cell size: 18 nm, temperature = 1K. The rest of the para-
meters are selected as default. The QCADesigner simulation
results of the proposed 4:1 QCA multiplexer are shown in
Fig. 12.

The simulation results of the proposed 4:1 QCA mul-
tiplexer architecture confirm that the output is correctly
achieved after four clock zones delay. Moreover, the pro-
posed 4:1 QCA multiplexer consists of 107cells and an area
of 0.15µm2.

4.3 The proposed 8:1 QCA multiplexer architecture

Simulation results of the proposed 8:1 QCA multiplexer
architecture have been acquired using the QCADesigner tool
version 2.0.1 [23] in the bi-stable approximation simulation
engine. Figure 13 shows these simulation results. The uti-
lized parameters for simulation are as follows: the number
of samples: 209,025, radius of effect: 65 nm, clock Low:
3.8e−22, clock high: 9.8e−22, lower threshold:−0.5, upper
threshold: 0.5, and cell size: 18 nm, temperature = 1K. The
rest of the parameters are selected as default.

The simulation results of the proposed 8:1 QCA mul-
tiplexer architecture confirm that the output is correctly
achieved after six clock zones delay. Moreover, the proposed
8:1 QCA multiplexer consists of 293 cells and an area of
0.49µm2
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Fig. 9 The proposed 4:1 QCA
multiplexer architecture, a the
block diagram and logic block
of the proposed 4:1 QCA
multiplexer architecture, b the
layout of the proposed 4:1 QCA
multiplexer architecture
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Fig. 10 The proposed 8:1 QCA multiplexer architecture, a the logic block of the proposed 8:1 QCA multiplexer architecture, b the block diagram
and truth table of the proposed 8:1 QCA multiplexer architecture and c the layout of the proposed 8:1 QCA multiplexer architecture
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Fig. 11 The simulation results of the proposed 2:1 QCA multiplexer architecture

Fig. 12 The simulation results of the proposed 4:1 QCA multiplexer architecture

5 The performance comparison

The simulation results of the proposed 2:1 QCA multiplexer
architecture compared to the other 2:1 QCA multiplexer
architectures in [4,12–15,18–21,25–28] are summarized in
Table 1.

In Table 1, delay is shown in terms of the number of
required clock zones, area is shown in terms of µm2, com-
plexity is shown in terms of the number of required cells, the

ratio denotes the ratio of each parameter of 2:1 QCA multi-
plexer architecture of each reference in comparison with this
parameter in the proposed 2:1 QCAmultiplexer architecture,
cell size is shown in terms of (nm), and L denotes the layer,
for example 3L shows that this architecture is simulated in 3
layers.

Based on our simulation results, which are shown in
Table 1, Figs. 8 and 11, the proposed 2:1 QCA multiplexer
architecture has an improvement in resulting complexity
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Fig. 13 The simulation results of the proposed 8:1 QCA multiplexer architecture

compared to other 2:1 QCAmultiplexer architectures [4,12–
15,18–21,25–28].

Table 2 summarizes the simulation results of the proposed
4:1 QCA multiplexer in comparison with other 4:1 QCA
multiplexer architectures [4,14–16,19,20,26,27,29] in terms
of the complexity (cell count), delay (clock zone), and area
(µm2).

Based on our simulation results which are shown in
Table 2, Figs. 9 and 12, the proposed 4:1 QCA multiplexer
architecture has a better performance compared to the other
4:1QCAmultiplexer architectures in [4,14–16,19,20,26,27,
29] in terms of complexity, delay, and area. The only 4:1QCA
multiplexer architectures that have a slightly better area and

the complexity are the 4:1 QCA multiplexer architectures of
[15]. However, these advantages have been resulted from the
increased number of layout layers utilized for logic structures
and interconnections, not from logic design.

Table 3 summarizes the simulation results of the proposed
8:1 QCA multiplexer in comparison with other 8:1 QCA
multiplexer architectures [4,16,19,20,29] in terms of the
complexity (cell count), delay (clock zone), and area (µm2).

Based on our simulation results, which are shown in
Table 3, Figs. 10 and 13, the proposed 8:1 QCA multiplexer
architecture provides an improvement on resulting complex-
ity, delay, and area in comparison with the other 8:1 QCA
multiplexer architectures in [4,16,19,20,29].
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Table 1 The comparative table for the 2:1 QCA multiplexer architectures

Reference Complexity
(# cells)

Ratio Area (µm2) Delay (clock
zones)

Ratio Wire crossing Cell size
(nm × nm)

[18] using QCALG 146 8.5 0.28 8 4 Multilayer 18 × 18

[18] handmade 88 5.9 0.14 4 2 Multilayer 18 × 18

[25] 46 3.1 0.08 4 2 Coplanar Not
available

[26] 67 4.5 0.14 4 2 Coplanar 18 × 18

[21] 36 2.4 0.06 4 2 Multilayer Not
available

[27] 35 2.3 0.04 4 2 Coplanar 18 × 18

[20] 56 3.8 0.07 4 2 Coplanar 18 × 18

[28] 27 1.8 0.03 3 1.5 Coplanar 18 × 18

[13] 19 1.3 0.02 3 1.5 Coplanar 18 × 18

[19] 26 1.7 0.02 2 1 Coplanar 18 × 18

[12] 19 1.8 0.02 2 1 Coplanar 18 × 18

[15] 3L 23 1.5 0.01 2 1 Multilayer 18 × 18

[15] 4L 22 1.5 0.01 2 1 Multilayer 18 × 18

[4] 23 1.5 0.02 2 1 Coplanar 18 × 18

This paper 15 1 0.01 2 1 Coplanar 18 × 18

Table 2 The comparative table for the 4:1 QCA multiplexer architectures

Reference Complexity (# cells) Ratio Area (µm2) Delay (clock zones) Ratio Wire crossing Cell size (nm × nm)

[26] 215 2 0.25 6 1.5 Coplanar 18 × 18

[29] 223 2 0.22 6 1.5 Multilayer 18 × 18

[27] 124 1.2 0.25 8 2 Coplanar 18 × 18

[20] 290 2.7 0.35 7 1.8 Coplanar 18 × 18

[19] 271 2.5 0.37 19 4.8 Coplanar 18 × 18

[15] 3L 103 0.97 0.08 7 1.8 Multilayer 18 × 18

[15] 4L 94 0.88 0.07 6 1.5 Multilayer 18 × 18

[4] 155 1.5 0.24 5 1.3 Coplanar 18 × 18

[16] 251 2.4 0.2 5 1.3 Multilayer 18 × 18

[16] 199 1.9 0.27 6 1.8 Coplanar 18 × 18

This paper 107 1 0.15 4 1 Coplanar 18 × 18

Table 3 The comparative table for the 8:1 QCA multiplexer architectures

Reference Complexity (# cells) Ratio Area (µm2) Delay (clock zones) Ratio Cell size (nm × nm)

[29] 576 1.97 0.82 9 1.5 18 × 18

[20] 633 2.2 0.67 11 1.8 18 × 18

[19] 1312 4.5 1.83 42 7 18 × 18

[4] 462 1.6 0.87 7 1.5 18 × 18

[16] 608 2.1 0.71 9 1.5 18 × 18

[16] 494 1.7 0.58 9 1.5 18 × 18

This paper 293 1 0.58 6 1 18 × 18
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Therefore, the proposed QCA multiplexer architectures
have a better performance compared to other QCA multi-
plexer architectures in [4,12,13,15,16,18–21,25–29].

6 Conclusions

Multiplexers play a vital role in circuit designs. Hence,
this paper proposed, simulated and evaluated new and effi-
cient architectures for 2:1, 4:1, and 8:1 QCA multiplexers.
We have used the coplanar crossover approach for imple-
menting the proposed QCA multiplexer architectures. The
proposed QCAmultiplexer architectures are simulated using
QCADesigner version 2.0.1. The simulation results showed
that the proposed QCA multiplexer architectures provide an
improvement on the resulting complexity (cell count), delay
(clock zone), and area (µm2) in comparison with other QCA
multiplexer architectures in [4,12,13,15,16,18–21,25–29].
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