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Abstract
This work presents a quantum mechanical model for predicting octanol-water partition coefficients of small protein-kinase 
inhibitor fragments as part of the SAMPL6 LogP Prediction Challenge. The model calculates solvation free energy differences 
using the M06-2X functional with SMD implicit solvation and the def2-SVP basis set. This model was identified as dqxk4 
in the SAMPL6 Challenge and was the third highest performing model in the physical methods category with 0.49 log Root 
Mean Squared Error (RMSE) for predicting the 11 compounds in SAMPL6 blind prediction set. We also collaboratively 
investigated the use of empirical models to address model deficiencies for halogenated compounds at minimal additional 
computational cost. A mixed model consisting of the dqxk4 physical and hdpuj empirical models found improved perfor-
mance at 0.34 log RMSE on the SAMPL6 dataset. This collaborative mixed model approach shows how empirical models 
can be leveraged to expediently improve performance in chemical spaces that are difficult for ab initio methods to simulate.

Keywords SAMPL6 · LogP · Computational chemistry · Implicit solvation · DFT

Introduction

The capability of in silico methodologies to assess lipophi-
licity is an important research area in computer-aided drug 
design as this physical property is a key descriptor of molec-
ular interactions between chemical ligands and biological 
targets. Precise and robust in silico lipophilicity predictions 
could reduce the cost of generating and optimising a drug 
candidate through accelerating and improving the results of 
lead discovery in virtual screening, reducing the need for 
physical lipophilicity assaying for ligands, and enhancing 
the assessment of bioavailability and drug toxicity.

To that end, many in silico approaches have been studied 
with the aim of developing methodologies that can accu-
rately, precisely, and/or expediently predict octanol water 
partition coefficient (LogP) values for untested ligands com-
parable to experimental results. They range from molecular 

modelling explicitly simulating the hydrophilic and hydro-
phobic intermolecular interactions between the ligand and 
solvents, to statistical models correlating chemical features 
derived from previously assayed molecules to their experi-
mental LogP results, thereby predicting LogP values as a 
function of the chemical features presented from unseen 
ligands. The partition coefficient can also be derived from 
the electronic structure of the ligands with the use of quan-
tum mechanical approaches since solvation changes the sol-
ute electronic structure [1].

Quantum mechanical approaches may explicitly include 
solvent molecules in hybrid quantum mechanical/molecu-
lar mechanics calculations, or approximate solvent interac-
tions with implicit continuum solvation models. The explicit 
inclusion of solvent molecules requires the non-trivial com-
putation of solvent-molecule interaction geometries which 
greatly increases the modelling cost. Implicit solvation mod-
els represent solvated ligands within an electrostatic cav-
ity interacting with a dielectric medium that approximates 
the solvent which is parameterised from physicochemical 
descriptors such as the dielectric constant and refractive 
index. Continuum solvation can model this partitioning by 
calculating the free energy of transfer of the molecule mov-
ing from a non-interacting ideal gas phase to the condensed 
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phase of either solvent as shown in Eq. (1). These models are 
well parameterised for neutral solutes with relatively short 
computation times compared to methodologies that include 
explicit solvent molecules [2–4].

Investigating modest cost ab initio LogP prediction 
methodologies

This study will apply the universal solvation model based on 
solute electron density (SMD) [5] to investigate implicit sol-
vation model performance for determining the partition coef-
ficient from calculated solvation free energies for two data-
sets. As shown in Eq. (2) and [5], SMD calculates the free 
energy of solvation (ΔGS) as the sum of two components 
consisting of the bulk electrostatic interactions term 
(ΔGENP) , calculated from the self-consistent reaction field 
treatment using the Polarizable Continuum Model (PCM) in 
Orca [6, 7], and the cavity-dispersion solvent-structure term 
(ΔGCDS) that describes solute-solvent interactions in the first 
solvation shell. This(ΔGCDS) term is calculated from descrip-
tors empirically fitted to experiment in Eq. (3) consisting of 
the atomic surface tension of each atom k (�k) , the molecular 
surface tension (�[M]) , and the solvent accessible surface 
area (SASA), which is dependent on the geometry (�) and 
the solvent radius (rs) added to the set of all atomic van der 
Waals radii (R

Zk
).

The free energy of solvation is calculated with both aque-
ous and n-octanol solvent parameterisations from a molecu-
lar geometry optimised in the gas phase to derive the LogP 
in Eq. (1). SMD has been extensively studied with high 
performance for calculating solvation free energies of other 
ligand families, such as alcohols [2] and organophosphates 
[1].

The SMD solvation model was highly predictive when 
used with the hybrid M06-2X Minnesota functional [8] 
in previous studies [9] and SAMPL challenges [10], how-
ever, this method is only recommended to be used for main 
group chemistry [11]. The elucidation of a physical LogP 

(1)LogP =
ΔGsolvation(water) − ΔGsolvation(octanol)
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prediction methodology that is applicable to the wider 
chemical domain such as organometallics could enable 
novel applications for LogP prediction models, such as in 
empirical modelling, where metallic structures are gener-
ally discarded as they are incompatible with their calcula-
tion methodology. The local M06-L functional [12] omits 
exact exchange energy calculations compared to the 54% 
that is used by M06-2X and has been found to perform 
well in transition metal systems [8]. The M06-L func-
tional also achieved better LogP prediction performance 
than the M06-2X functional in the toxicological domain 
[1]. This study will investigate the lipophilicity predic-
tion performance of the M06-L functional through a direct 
methodological substitution of the M06-2X functional. It 
is hypothesised the use of the M06-L functional would not 
substantially reduce predictive performance compared to 
M06-2X as it has been shown that M06-L can achieve simi-
lar performance to M06-2X methods [1].

Addressing SMD model shortcomings 
with a collaborative approach

The SAMPL6 physical property prediction challenge offers 
a collaborative opportunity to evaluate and compare distinct 
approaches for calculating the octanol water partition coef-
ficient through a blind prediction challenge of 11 protein 
kinase-inhibitor fragments. The current strategy draws upon 
methodological experience from the empirical modelling 
field in validating models implementing both Minnesota 
functionals on a preliminary dataset in the public domain 
comprised of neutral organic molecules with structural simi-
larity to the SAMPL6 dataset [13] prior to submission to the 
blind prediction challenge. In doing so, this study will deter-
mine the performance differences between the M06-L and 
M06-2X functionals for calculating the water-octanol parti-
tion coefficient with the SMD solvation model. SAMPL6 
LogP Prediction Challenge model submissions are divided 
into several in silico categories based on their methodol-
ogy. This brings together empirical models that have been 
constructed with consideration paid to the chemical space of 
the SAMPL6 challenge molecules. These empirical models 
feature different characteristics that could be used to address 
methodological shortcomings of the current physical meth-
odology such as the computationally efficient incorporation 
of hydrogen bonding properties through empirically mod-
elled descriptors to avoid computationally costly explicit 
solvation modelling. To that end, this study investigated 
the octanol water partition coefficient performance using an 
ensemble model that averages the predictions from an empir-
ical model with our physical model generated in this study.
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Methods

Dataset preparation

The SAMPL6 dataset was collated from the SMILES struc-
tures of the 11 protein kinase-inhibitor fragments following 
the chloride salt removal and neutralisation in SM09 and 
SM12. A preliminary chemical dataset for model predic-
tion validation prior to entry submission was also composed 

from the public domain OECD Guidelines for Test No. 117: 
Partition Coefficient (n-octanol/water) [14] (Table 1, Fig. 1). 
The OECD dataset is a ten-chemical subset of neutral, aro-
matic molecules resembling the SAMPL6 dataset, chosen 
from the 60-molecule reference set in SMILES notation. 
JChem for Office was used to calculate reference JChem 
LogP (JCLogP) values from these SMILES structures, 
JChem for Office 19.0.4, 2019, ChemAxon (https ://www.
chema xon.com). Initial 3D geometries were generated from 
isomeric SMILES with a KNIME [15] pipeline consisting 

Table 1  Molecular 
Structures and predicted and 
experimentally determined 
LogP values for OECD Test 
No.117 molecules

ID Structure M1 LogP M2 LogP RayLogP DRLogP JCLogP HPLC LogP

3 1.7 1.7 1.6 1.6 1.1 0.9

4 1.6 1.6 1.4 1.5 1.2 1.0

10 2.0 2.1 2.2 2.2 1.8 1.6

16 0.0 2.2 2.3 2.3 1.7 1.8

30 2.7 2.9 3.4 3.1 3.0 2.6

34 2.6 2.6 2.9 2.7 2.4 2.8

43 3.7 3.6 3.5 3.6 3.4 3.4

57 4.6 4.8 4.6 4.7 4.8 4.9

59 5.4 5.4 4.9 5.1 5.3 5.7

60 6.7 6.7 6.4 6.6 6.5 6.5

https://www.chemaxon.com
https://www.chemaxon.com
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of the OpenBabel [16] node for initial 2D structure genera-
tion, the RDKit [17] 3D coordinate generation and geometry 
optimisation nodes. All initial 3D structure geometries were 
optimised over 50,000 iterations with the Merck Molecular 
Force Field (MMFF94) [18].

Implicit solvation model prediction methodology

The M06-L functional was chosen in this study because it 
can calculate accurately across the periodic table at a mod-
est computational cost [12] in comparison to M06-2X [11], 
which was selected due to high performance being found 
with SMD being parameterised against the M05-2X func-
tional [5]. Orca 4.1.1 [6, 7] was used to implement all Min-
nesota functional family calculations in this project with the 
Def2-SVP basis set [19], atom-pairwise dispersion correc-
tions with zero damping (D3Zero) [20], and the Resolution 
of Identity approximation for both Coulomb and Hartree-
Fock Exchange integrals (RIJK) [21]. Since the M06 DFA 
family is also known to be grid size dependent [22, 23], 
geometry optimisation calculations were configured with 
the Lebedev434 angular grid and IntAcc = 5.01 radial 
grid followed with the Lebedev590 angular grid [24] and 
IntAcc = 5.34 radial grid for the final energy calculations. 
The M06-L functional was used for the initial gas phase 
geometry optimisations with 1.0e-09 au energy change SCF 
convergence criteria. Two model variants were developed 
using either the M06-L/SVP (M1) or M06-2X (M2) func-
tionals for calculating the water and octanol free energies 
of solvation from the gas phase using the SMD solvation 
model. A Bayesian bootstrap with 10,000 replications was 
used to quantify the standard error of the mean for each 
chemical prediction. Model uncertainty was quantified 
using the root mean squared error (RMSE) for the partition 

coefficients of a 10-chemical subset from the OECD Guide-
lines for Test No. 117: Partition Coefficient (n-octanol/
water) [14].

The SAMPL6 dataset predictions of the M2 model vari-
ant was chosen for submission with the dqxk4 identifier to 
the SAMPL6 LogP Prediction Challenge because it had the 
lowest RMSE error for evaluating the OECD dataset.

Octanol water partition coefficient calculation

Following the methodology outlined in [1], and in the 
SAMPL6 Challenge Overview, we take the difference in free 
energy of the molecule in both solvated phases:

We then calculate the octanol water partition coefficient 
by substituting ΔGtransfer into Eq. (1):

 where T is temperature in Kelvin and R is the gas constant.
This calculation methodology implements Eq. (1) with-

out needing to calculate single point energies for an opti-
mised structure in the gas phase. This enabled the submitted 
model (dqxk4) to omit any single point energy calculations 
to instead use the final single point energy value produced in 
the solvated phase geometry optimisation to calculate pre-
dicted LogP values.

ΔGtransfer = Gwater − Goctanol

LogPow =
ΔGtransfer

2.303RT
=

Gwater − Goctanol

2.303RT

Fig. 1  Flowchart from initial 
SMILES structures to LogP 
calculated value. The M2 model 
methodology that would be sub-
mitted as dqxk4 is highlighted 
in grey and omits single point 
energy calculations to instead 
use the last energy values from 
solvated geometry optimisation
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Quantifying the effect of RIJK on LogP prediction 
performance

Single point energies were calculated for all structures opti-
mised in the solvated phase at the M06-L/SVP or M06-2X/
SVP levels of theory with and without RIJK. These sin-
gle point energy values were used to calculate LogP values 
resulting in five additional model configurations for each 
dataset and are named in the format of ‘single point energy 
method’//’geometry optimisation method’.

Comparing M2 and M06‑2X/SVP//M06‑2X/SVP LogP 
prediction performance

The LogP prediction performance between M2, which uses 
the final energy values from solvated phase geometry opti-
misation conducted at the M06-2X/SVP level of theory, 
and M06-2X/SVP//M06-2X/SVP is compared in order to 
determine if discrete single point energy calculations are 
redundant.

Model comparison and collaborative composite 
model development methodology

Following the advice of the SAMPL6 virtual workshop, a 
collaboration with the empirical modelling entry hdpuj was 
formed to compare prediction methodologies by incorpo-
rating LogP values predicted using the RayLogP multilin-
ear statistical QSPR model for both OECD and SAMPL6 
datasets. This model was chosen as it featured practically 
equivalent performance to the extent of switching places 
depending on the metric used to rank SAMPL6 models. 
This greatly simplifies the empirical methodology as we 
can use model averaging without any further parameterisa-
tion to assign weights to each model based on performance 
since both M2 and RayLogP can be assumed to be equal. 
Consequently, the DRLogP composite predictive model was 
developed by averaging the predicted LogP values from the 
M2 and RayLogP models.

Results and discussion

The geometries of the 21 molecules optimised in the gas 
phase at the M06-L level of theory for both datasets as 
shown in Figs. 2 and 3. Further geometry optimisations were 
conducted with implicit water and octanol SMD solvation at 
either M06-L or M06-2X levels of theory for the M1 and M2 
(dqxk4) physical model variants, respectively. The resulting 
structures were used for subsequent free energy calcula-
tions. The resulting solvation transfer energies were used 
to calculate the partition coefficients for both OECD and 
SAMPL6 datasets in Table 2 and quantitatively compared 

to experimental methods in Table 3. The Bayesian bootstrap 
quantified the 95% HDI of the primary error metrics used 
in this project. 

The M2 model based on the M06-2X functional pro-
duced better predictive performance with 0.423 log RMSE 
and 0.363 log MAE compared to 0.453 log RMSE and 
0.392 log MAE achieved by the M1 model in the OECD 
Reference dataset for the Physical methodologies stud-
ied in this work (Table 1). This resulted in the selection 
of M2 to generate blind predictions for submission dqxk4 
in the SAMPL6 LogP Challenge. This could be attributed 
to either the M06-2X functional more precisely calculating 
the energy, or it may be due to M06-2X functional gener-
ating better structures in geometry optimisation compared 
to M06-L. A series of post hoc geometry optimisations 
and single point energy calculations were conducted using 
M06-2X and M06-L combinations as mixing both function-
als decouples them and enables investigation of either factor. 
The use of M06-L for single point energy calculation with 
M06-2X geometry optimisation featured a higher 0.451 log 
RMSE compared to, vice versa, using M06-2X for single 
point energy calculation at 0.441 log RMSE (Table 3). M1 
and M06-L/SVP//M06-2X/SVP also supports this finding 
as M1 has marginally poorer performance without M06-2X 
geometry optimisation with 0.453 log RMSE compared to 
0.451 log RMSE (Table 3, Fig. 4c). This shows more precise 
energy calculation to have a greater performance impact than 
improved geometry optimisation for LogP prediction in the 
OECD Reference dataset. The SAMPL6 dataset finds the 
M06-2X functional to feature higher error with single point 
energy calculations, most substantially increasing the error 
from 0.454 log RMSE to 0.502 log RMSE when using the 
same M06-L optimised solvated structures in comparison to 
using M06-L single point energy calculations (Table 3). The 
M06-L functional performs better in the SAMPL6 dataset 
than M06-2X.

We also find the use of the M06-2X/SVP model for both 
solvated geometry optimisation and single point energy 
calculations to have equal performance to M2 at 0.423 log 
RMSE in the OECD dataset and 0.495 log RMSE in the 
SAMPL6 dataset (Table 3). This indicates the current meth-
odology of using the final energy value from geometry opti-
misation does not have substantial predictive penalties and 
is a viable shortcut to skip subsequent single point energy 
calculations for a M06-2X optimised model.

Lastly, the use of the RIJK approximation in M06-2X 
models finds equivalent performance to corresponding 
M06-2X model configurations omitting them in the context 
of free energy of solvation calculations to predict LogP val-
ues (Figs. 4b, d, 5b, d). This finding was replicated across 
both datasets where the only detectable difference in perfor-
mance was observed between the M06-2X/SVP//M06-2X/
SVP model configuration with and without RIJK at 0.001 
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Table 2  Molecular 
Structures and predicted and 
experimentally determined 
LogP values for SAMPL6 
protein kinase inhibitor 
fragment molecules

ID Structure M1 LogP M2 LogP RayLogP DRLogP JCLogP Exp. LogP

SM14 2.75 2.41 2.50 2.45 2.31 1.95

SM11 1.64 1.65 1.75 1.70 1.29 2.10

SM16 1.92 1.80 3.32 2.56 3.06 2.62

SM13 2.91 3.08 3.76 3.42 3.66 2.92

SM09 2.85 2.90 3.60 3.25 3.30 3.03

SM15 2.43 2.34 2.63 2.49 2.84 3.07

SM08 2.65 2.49 3.04 2.76 3.06 3.10

SM07 3.54 3.23 3.68 3.46 3.22 3.21

SM12 3.54 3.63 4.23 3.93 4.06 3.83

SM04 4.08 3.25 4.28 3.77 3.82 3.98

SM02 3.79 3.80 4.30 4.05 4.34 4.09
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Fig. 2  Gas phase 3D optimised structures for ten OECD molecules from Test No. 117 [14]; see also Table 1

Fig. 3  Gas phase 3D optimised structures for 11 SAMPL6 protein kinase inhibitor fragments; see also Table 2
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log MAE (Table 3), possibly induced via rounding error. 
The current results agree with those in the literature [25] as 
the RIJK approximation is known to produce low error and 
indicate the use of the RIJK integral approximation should 
be considered to enhance calculation throughput.

The M1 model performance does not substantially 
decrease with 0.454 log RMSE when predicting the 
SAMPL6 dataset compared to 0.453 log RMSE in the 
OECD dataset (Table 3). In comparison, all empirical and 
physical models, except for DRLogP, feature greater RMSE 
values on the SAMPL6 dataset than the OECD dataset. This 
resulted in the M06-2X M2 model featuring larger error than 
previously since in the literature [1] compared to the M06-L 
M1. This indicates the OECD dataset was not sufficiently 
representative of the SAMPL6 dataset to precisely rank each 
method and chemical dataset selection methodology needs 
improvement to enable better model screening.

High error was seen with OECD molecules 3, 4, and 
10 for all models except for JCLogP (Table 1). Molecule 
SM14 from the SAMPL6 dataset was also overestimated by 
all models (Table 2). This indicates the current LogP models 
are not reliably predictive for weakly hydrophobic molecules 
with less than 2 log units.

In this study, the M2 model submitted as dqxk4 produced 
0.494 log RMSE predictive performance on the SAMPL6 
dataset in the physical model category, while the DRLogP 
mixed model found the best performance overall with 0.344 

log RMSE. The high accuracy of the DRLogP mixed model 
could be attributed to the systematic cancelling of errors 
from averaging both models since M2 generally under-
estimates LogP while RayLogP generally overestimates 
LogP. This resulted in values that were more accurate to 
experimental values with ≤ 0.1 log unit variance for SM16, 
SM12, and SM02 and ≤ 0.25 log unit variance for SM04 and 
SM09 (Fig. 5). Averaging M2 and RayLogP also smoothed 
out model variance on all output predictions. This meant 
DRLogP had higher error than an individual model alone for 
molecules that can already well predicted, shown with SM07 
and SM13 for M2 and followed with SM08 and SM16 for 
RayLogP. Conversely, this also enables DRLogP to output 
more consistent predictions by reducing the frequency of 
high variance (> 0.5 log unit) predictions to one molecule, 
SM15, compared to four molecules for RayLogP (SM14, 
SM16, SM13, SM09) and M2 (SM16, SM15, SM08, SM04). 
However, the use of the statistical average with no prediction 
weighting requires both models to have near equal perfor-
mance otherwise the averaged model could generate lower 
performance than the higher performing individual model 
as demonstrated in the OECD dataset results. Here the M2 
model had a lower RMSE (0.423 log units) than DRLogP 
(0.449 log units) due to RayLogP having a comparatively 
high 0.511 log RMSE. This could be implemented posteriori 
with a similar experimental design to the current study using 

Table 3  Performance metrics 
for model LogP predictions 
on SAMPL6 and OECD 
datasets (with best performing 
methodology for each dataset 
in bold)

Model RMSE 95% HDI MAE 95% HDI

OECD TG117 reference chemical dataset (n=10)
 M1 (M06-L/SVP//M06-L/SVP) 0.453 0.291–0.586 0.392 0.268–0.527
 M2 (dqxk4) 0.423 0.269–0.542 0.363 0.245–0.496
 RayLogP (hdpuj) 0.511 0.365–0.635 0.432 0.275–0.592
 DRLogP 0.449 0.328–0.546 0.387 0.255–0.518
 JCLogP 0.269 0.169–0.345 0.216 0.124–0.310
 M06-L/SVP//M06-2X/SVP 0.451 0.290–0.587 0.387 0.262–0.528
 M06-2X/SVP//M06-L/SVP 0.441 0.304–0.551 0.396 0.293–0.523
 RIJK M06-2X/SVP//M06-L/SVP 0.441 0.316–0.558 0.396 0.283–0.515
 M06-2X/SVP//M06-2X/SVP 0.423 0.278–0.545 0.363 0.243–0.494
 RIJK M06-2X/SVP//M06-2X/SVP 0.423 0.271–0.540 0.362 0.238–0.494

SAMPL6 blind prediction challenge dataset (n=11)
 M1 (M06-L/SVP//M06-L/SVP) 0.454 0.311–0.567 0.386 0.248–0.517
 M2 (dqxk4) 0.494 0.341–0.613 0.418 0.271–0.570
 RayLogP (hdpuj) 0.492 0.370–0.596 0.445 0.321–0.560
 DRLogP 0.344 0.239–0.424 0.291 0.185–0.385
 JCLogP 0.404 0.247–0.537 0.321 0.191–0.461
 M06-L/SVP//M06-2X/SVP 0.477 0.350–0.585 0.415 0.288–0.553
 M06-2X/SVP//M06-L/SVP 0.502 0.370–0.614 0.445 0.310–0.576
 RIJK M06-2X/SVP//M06-L/SVP 0.502 0.368–0.615 0.445 0.320–0.581
 M06-2X/SVP//M06-2X/SVP 0.495 0.345–0.614 0.419 0.272–0.568
 RIJK M06-2X/SVP//M06-2X/SVP 0.495 0.346–0.614 0.419 0.277–0.574
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a validation dataset that is representative of the blind predic-
tion data to assess model prediction performance.

None of the physical, empirical, or mixed models in this 
study could precisely predict the lipophilicity trend for all 
six 4-amino quinazoline compounds. RayLogP featured the 
best result by ranking the last three compounds correctly 
(SM12, SM04, SM02) but this was not replicated in the 
mixed DRLogP model (Table 2).

Both M1 and M2 models underestimate the lipophilic-
ity of 4-amino quinazoline compounds with halogen sub-
stituents, namely SM02 and SM12, along with SM04 for 
M2 (Table 2). In the M2 model, SM04 has the greatest 
deviation from experimental values with − 0.73 log units 

in comparison to SM07, which contains a phenyl functional 
group in place of an aryl halide functional group while 
SM02 and SM12 have a smaller variance between 0.2–0.3 
log units. The M1 model slightly overestimates SM04, how-
ever, SM02 was underestimated at 0.3 log units from the 
experimental value. The cause of this deficiency may be 
attributed to the use of D3Zero dispersion corrections with 
the M06-2X functional in M2 which was found to reduce 
calculation accuracy for hybrid functions due to the complex 
nature of halogen bonding [26]. This could be further sup-
ported by the M2 model finding lower overall variance for 
the halogenated compounds in the OECD dataset which are 
smaller than those in the SAMPL6 dataset. These smaller 

Fig. 4  Correlation plot between experimental and predicted logP values in the OECD dataset with the submitted dqxk4 physical, hdpuj empiri-
cal, and DRLogP ensemble models in A. Each gradient shade indicates 0.5 log units error from perfect correlation
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molecules had reduced magnitude D3Zero dispersion cor-
rections resulting in improved performance compared to 
SAMPL6.

Way forward to improve

The M2 (dqxk4) model performed with a relatively low 
error in the physical modelling category of the SAMPL6 
LogP Prediction Challenge as shown in Fig. 6. However, 
there are many methodological improvements that future 

studies could implement to further enhance calculation 
performance.

Both gas and solvated phase geometry optimisations were 
calculated until convergence; however, no further analysis 
was conducted to confirm if the stationery points were at 
the ground state. Frequency calculations could be conducted 
to identify local minima but were omitted due to potential 
imaginary frequencies arising from cavity construction by 
CPCM instead of from the geometry being analysed in Orca.

This study did not modify the continuum solvation model, 
which assumes a homogeneous ‘pure’ medium, to reflect 
the SAMPL6 experimental methodology which used wet 

Fig. 5  Correlation plot between experimental and predicted logP values in the SAMPL6 dataset with the submitted dqxk4 physical, hdpuj empir-
ical, and DRLogP ensemble models in A. Each gradient shade indicates 0.5 log units error from perfect correlation
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octanol. This could be addressed by incorporating aqueous 
microsolvation in the gas to octanol phase solvation geom-
etry optimisation. Physical models implementing micro-
solvation have found results close to explicit solvation in 
modelling reactions [27] so it could improve the existing 
models by introducing a limited degree of hydrogen bond-
ing to improve the structure of solvated molecules. This 
could result in a performance improvement when used with 
implicit solvation models.

The JCLogP empirical model had prediction performance 
that surpasses most of the current models in both OECD 
(0.269 log RMSE) and SAMPL6 (0.404 log RMSE) datasets 
studied in this project. This indicates there is substantial 
potential for methodological improvement for all modelling 
categories since the JCLogP model has been extensively 
modified since the initial parameterisation three decades 
ago [28].

The LogP prediction error of physical models for halo-
genated compounds could be reduced through the proposed 
use of larger basis sets and the omission of dispersion cor-
rections when using density functional theory methodologies 
[26]. This may not be trivial to implement as larger basis sets 
greatly increase computational cost and the omission of dis-
persion corrections could reduce performance for large non-
halogenated molecules. Alternatively, empirical corrections 

could be developed as the DRLogP model demonstrates high 
predictive accuracy for halogenated SAMPL6 compounds 
such as SM16, SM02, and SM12, effectively acting as a cor-
rected M2 (dqxk4) model for marginal additional computa-
tional cost compared to improving physical methodologies. 
A permutation feature importance analysis of the RayLogP 
QSPR model revealed hydrogen bond donor electrotopologi-
cal indices and electronegativity autocorrelation indices to 
be important descriptors for its SAMPL6 predictions, which 
may improve prediction for halogenated compounds. These 
variables could be implemented at higher levels of theory by 
physical models; a similar effort has recently been published 
to efficiently correct non-covalent interactions in density 
functional theory models using ensemble machine learning 
methodologies with < 0.22 kcal/mol compared to the gold 
standard CCSD(T)/CBS results [29].

Conclusions

The use of methods and techniques from the empirical mod-
elling domain with physical methodologies demonstrate 
potential to efficiently enhance predictive performance. 
Subsequent analysis of predictions contributing to the 
combined model can identify strengths and shortcomings 

Fig. 6  Relative position of 
dqxk4 performance compared 
to other models in the physical 
category
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of the constitutive empirical and physical models. The cur-
rent DRLogP model demonstrates enhanced performance 
due to the capability of the hdpuj empirical model to more 
precisely predict the LogP for moieties that were underpre-
dicted by the physical dqxk4 model. The use of validation 
datasets needs to be more than superficially representative 
of the test dataset to effectively and precisely rank physical 
models before they are used for blind prediction.

The SAMPL6 LogP Prediction Challenge results have 
shown there are many SMD implementations with huge 
performance variation. Our M2 model is the best SMD 
implementation in the SAMPL6 LogP Prediction Challenge 
that was only bested by commercial models. This indicates 
there are many possible pitfalls in implementing a perfor-
mant SMD model. For the best SAMPL6 LogP prediction 
performance with the SMD solvation model, use single zeta 
Karlsruhe basis sets with the M06-L functional, and imple-
ment solvated phase geometry optimisations with robust grid 
and convergence parameters.
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