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Abstract
Comparing fragment based molecular fingerprints of drug-like molecules is one of the most robust and frequently used 
approaches in computer-assisted drug discovery. Molprint2D, a popular atom environment (AE) descriptor, yielded the best 
enrichment of active compounds across a diverse set of targets in a recent large-scale study. We present here BCL::Mol2D 
descriptors that outperformed Molprint2D on nine PubChem datasets spanning a wide range of protein classes. Because 
BCL::Mol2D records the number of AEs from a universal AE library, a novel aspect of BCL::Mol2D over the Molprint2D 
is its reversibility. This property enables decomposition of prediction from machine learning models to particular molecular 
substructures. Artificial neural networks with dropout, when trained on BCL::Mol2D descriptors outperform those trained 
on Molprint2D descriptors by up to 26% in logAUC metric. When combined with the Reduced Short Range descriptor set, 
our previously published set of descriptors optimized for QSARs, BCL::Mol2D yields a modest improvement. Finally, we 
demonstrate how the reversibility of BCL::Mol2D enables visualization of a ‘pharmacophore map’ that could guide lead 
optimization for serine/threonine kinase 33 inhibitors.
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Abbreviations
AE	� Atom environment
ANN	� Artificial neural network
AUC​	� Area under curve
BCL	� BioChemical Library
CADD	� Computer aided drug discovery
LB-CADD	� Ligand based computer aided drug discovery
QSAR	� Quantitative structure–activity relationship
RSR	� Reduced short range

Introduction

Ligand-based computer aided drug design (LB-CADD) 
relies on the observation that small molecule ligands often 
share a defined set of molecular features that promote 
molecular recognition of a ligand by a target protein—the 
so-called pharmacophore [1, 2]. While structurally unrelated 
chemotypes can represent the same pharmacophore, it is also 
correct that often molecules of similar structure share the 
pharmacophore required for targeting a protein. One advan-
tage of LB-CADD methods is that the comparison of small 
molecule structures is independent of the knowledge of the 
three-dimensional structures of the target protein and its 
dynamics [3]. Two fundamental approaches of LB-CADD 
include similarity search and quantitative structure activ-
ity relationship (QSAR) models. While the former selects 
molecules that have similar structures to known actives, the 
latter infers a relationship between physicochemical prop-
erties of molecules and the bioactivity of interest and uses 
this relationship to select for molecules with high predicted 
output [4]. Due to its ability to rapidly screen libraries of 
compounds and significantly improve the discovery rate of 
actives, LB-CADD has become an increasingly popular in 
silico approach. A typical LB-CADD model is comprised of 
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two major components: (1) a quantitative representation of 
chemical structures (descriptors) and (2) a similarity metric 
or, in the case of QSAR models, a mathematical function to 
compute bioactivity from these descriptors, often a machine-
learning algorithm. While the former quantifies the similar-
ity between input descriptors, the latter predicts bioactivity 
of compounds from the molecular descriptors [4].

Molprint2D is a 2D similarity search method based on 
atom environments (AE), which encode atomic proper-
ties, such as element types and bond types, of surrounding 
atoms within two bonds distance from the atom of inter-
est (height = 2, Fig. 1) [5]. A largescale benchmark study 
of eight different 2D fingerprint methods has shown that 
Molprint2D fingerprint generated by the CANVAS software 
package yielded the best enrichments of active compounds 
on a diverse set of targets [6]. Each binary bit in a Mol-
print2D fingerprint only documents the presence or absence 
of a unique AE [5]. In the current work, we test the hypothe-
sis that in addition to presence also the number of AEs could 
be important to distinguish substructures with similar AE 
composition (e.g., six-member rings vs. five-member rings).

The Molprint2D defines different AEs based on the 
element type of atoms bound up to two bonds away from 
the central atom of interest (height = 2). This description 
is highly overlapping as every atom will be represented in 
many AEs. We hypothesized that a more fine-grained list of 
AEs that includes hybridization state, i.e. electron configura-
tion [7], in addition to element type but ventures only one 
bond around the atom of interest (height = 1) would pro-
vide a more information dense description of the AE. We 
set out to test this idea in the present work. Furthermore, 
Molprint2D generates AE set from the training dataset. We 
also hypothesized, that focusing on the most likely AEs in 
drug-like molecules can remove any bias from the training 
data. This AE library enables the model to be readily appli-
cable to scaffold-hop into new chemical space and reduce 
the length of the descriptor vector. Thus, we generated a list 
of common AEs (i.e. the AE library) from a large database 
of over 900,000 drug-like compounds.

Artificial Neural Networks (ANN) are one of the most 
commonly used non-linear classifiers in QSAR models 

for LB-CADD due to their strong predictive power [8, 9]. 
We have previously shown that ANN-QSAR models out-
performed fingerprint-similarity searches on Molprint2D 
descriptors [9]. However, their advantage in predictive 
capacity comes with the pitfall of their “black-box” nature 
[10]; it is difficult to map which structural features contribute 
to the activity. Previous efforts at interpreting QSAR mod-
els to aid molecular design used sensitivity analysis to rank 
importance of each descriptor on ANN training [11–15]. Yet 
the success of characterizing an ANNs’ internal function 
also depends on the nature of the descriptors used in the 
QSAR studies [10]. We hypothesize that fingerprint descrip-
tors are particularly well-suited to interpretation when used 
for training an ANN as they are reversible; each input num-
ber refers to one specific structural motive. It is one goal of 
the present study to test this hypothesis.

In this paper, we introduce BCL::Mol2D, which signifi-
cantly outperforms Molprint2D in predictive capacity and 
ANN interpretability. BCL::Mol2D documents the counts 
of common AEs, in which atoms are classified based on 
their element types and hybridization states (Fig. 2). There 
are two atomic encoding schemes for BCL::Mol2D descrip-
tors: the ‘Element type’ enciphers atoms based on their 
atomic numbers and bond orders, while the ‘Atom type’ 
further distinguishes between elements with different orbital 
configurations [7]. ANNs, with drop-outs [16], trained on 
BCL::Mol2D descriptors perform significantly better than 
ANNs trained on Molprint2D descriptors. Moreover, we 
demonstrate the potential of BCL::Mol2D in the interpreta-
tion of ANN-QSAR models. The BCL::Mol2D descriptors 
are reversible from their numerical representation to the 
original chemical structures. Therefore, they allow extrac-
tion of the AEs that are crucial for optimization of ANN 
prediction of compound candidates. BCL::Mol2D descrip-
tor method has been added to the BCL::Cheminfo pack-
age [17], which is free for non-commercial users. Finally, 
BCL::Mol2D are also combined with our previously-
described best performing reduced short-range 3D descrip-
tor set (BCL::3D-RSR) [9]. The resulting hybrid descriptor 
set modestly, albeit consistently, improve the performance 
of QSAR models.

Results

This study is comprised of a benchmark and sensitiv-
ity analysis to evaluate performance and functionality of 
BCL::Mol2D descriptors. BCL::Mol2D (height = 2) was 
first benchmarked against Molprin2D to examine the effects 
of changing the descriptor value from presence/absence to 
count of unique AEs. Then, we verified that decreasing the 
height of BCL::Mol2D from 2 to 1 would not significantly 
alter performance. The sensitivity analysis on BCL::Mol2D 

Fig. 1   Illustration of an atom environment. Molecule configura-
tion with the heavy atoms being indexed based on its “layer” (left). 
0-center atom; 1, 2-neighbor atoms that are 1 or 2 bonds away. Con-
nectivity table of the atom environment (right)
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(height = 1) aims at estimating how alteration of a certain 
substituent affects its corresponding molecular predic-
tion output. Finite differences of AEs were computed and 
mapped on the pharmacophore to signify potential impacts 
of adding or removing their corresponding substituents. In 
the final stage of the benchmark, we determined if adding 
BCL::Mol2D descriptor into the BCL::3D-RSR set improves 
its performance. Different descriptor configurations were 
evaluated through logAUC scores of trained QSAR-ANN 
models.

ANN‑QSAR benchmarks on BCL::Mol2D 
in comparison to Molprint2D

ANN-QSAR models were trained to compare the per-
formance of BCL::Mol2D vs. Molprint2D [5, 6] across 
nine HTS PubChem datasets [18]. Table 1 summarizes 

the details of descriptor configurations and their average 
logAUC scores, and Fig. 3 illustrates the performance of 
those descriptors broken down into individual datasets. 
Following the design of Molprint2D, our initial imple-
mentation of BCL::Mol2D with the AE height of 2. While 
Molprint2D (height = 2) contains binary bits that record 
the presence/absence of Element type AEs, BCL::Mol2D 
documents counts of either Element or Atom type AEs. 
The logAUC scores of ANNs trained with either of those 
two descriptors were measured across nine HTS PubChem 
datasets. Compared to the performance of ANNs with 
Molprint2D, BCL::Mol2D significantly improved ANN 
predictive power up 23% for Atom type, and 26% for Ele-
ment type (p-values < 0.01).

5 0 … 0 1 0 … 0 1 0 … 0

5 0 … 0 1 0 … 0 1 0 … 0

1st

1st

12th

50th 54th

19th

BCL::Mol2D (Element-1bond)

BCL::Mol2D (Atom-1bond)

A B

Fig. 2   Illustration of BCL::Mol2D element and atom type finger-
prints of Phenol. a A Phenol molecule with atoms are colored based 
on their corresponding AEs: 5 carbon atoms inside the benzene ring 
(blue), 1 carbon in the benzene ring that also connect to the hydroxyl 
group (green), and 1 oxygen in the hydroxyl group (red). b The non-
zero entries in BCL::Mol2D fingerprint with Element type (yellow-

upper) or Atom type (grey-under) represent the counts of their cor-
responding unique AEs. Each entry stores the count of a unique AE, 
whose center atom is shown in bold. The location of an AE on the 
BCL::Mol2D fingerprint (shown in black number next to the black 
arrows) is determined by its prevalence in the AE library

Table 1   Average logAUCs, AUCs and their SDs across nine PubChem datasets and number of descriptors for different descriptor configurations

Scores of the best descriptor configurations are shown in bold
a Element type of Molprint2D also has the information of whether the atoms are in aromatic/non-aromatic rings

Descriptor name Atomic encoding 
scheme of AEs

AE height AE value type logAUC mean logAUC SD AUC mean AUC SD Number of 
descriptors

Software

Molprint2D Elementa 2 Presence 0.290 7.8E–03 0.785 5.7E–03 300–334 CANVAS
BCL::Mol2D Element 2 Count 0.365 8.3E–03 0.787 6.5E–03 5117 BCL
BCL::Mol2D Atom 2 Count 0.355 8.5E–03 0.763 6.8E–03 8080 BCL
BCL::Mol2D Element 1 Count 0.337 8.4E–03 0.816 5.4E–03 240 BCL
BCL::Mol2D Atom 1 Count 0.367 8.5E–03 0.822 5.5E–03 574 BCL
BCL::Mol2D Element + atom 1 Count 0.368 8.5E–03 0.822 5.5E–03 814 BCL
BCL::3D-RSR NA NA NA 0.385 8.5E–03 0.835 5.2E–03 391 BCL
BCL::3D-

RSR + BCL::Mol2D
Element 1 Count 0.406 8.6E–03 0.842 5.2E–03 631 BCL

BCL::3D-
RSR + BCL::Mol2D

Atom 1 Count 0.411 8.7E–03 0.841 5.3E–03 965 BCL
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Reducing the AE height from two bonds to one 
shrinks the size of the BCL::Mol2D fingerprint 
without reducing the QSAR performance

Since each BCL::Mol2D descriptors documents count of a 
unique AE, length of BCL::Mol2D fingerprint equals the 
size of the AE library. The AE library was built by collect-
ing AEs that appeared more than 100 times among 900,000 
drug-like small molecules. However, this common AE list 
contains several thousand AEs if the height is set to 2. The 
resulting fingerprints were likewise very sparse—less than 
0.7% of all descriptor values were non-zero. We hypoth-
esized that this fingerprint is unnecessarily large to encode 
even the most complex, drug-like, molecules with less than 
100 unique AEs. Reducing the AE height to 1 reduces the 
length of the BCL::Mol2D fingerprint. It is 14-fold for Atom 
type and 20-fold for Element type (Table 1). The sparsity 
of the descriptors is also reduced—now up to 25% of all 
descriptor values are non-zero.

ANN-QSAR models were trained on BCL::Mol2D 
descriptors with either Atom or Element atom encoding 
scheme, which built AEs of either one or two-bond limit. 
The results (Table 1) suggested that reducing the bond 
limit in BCL::Mol2D had no significant effects on predic-
tive power of the QSAR models with Atom type (+ 3.4%, 
p-value > 0.05), although doing so would moderately lower 
performance of BCL::Mol2D Element type fingerprints 
across nine HTS datasets (− 7.5%, p-value < 0.05). Com-
pared to the logAUC scores of ANNs with Molprint2D, 
BCL::Mol2D (height = 1) still significantly improved ANN 
predictive power up 26.7% for Atom type (Fig. 3), and 16.5% 

for Element type (p-values < 0.01). Moreover, when com-
bining the Atom and Element type, the resulting descriptor, 
BCL::Mol2D (Element + Atom, height = 1), show almost no 
performance difference when compared to that of Atom type 
counterpart, BCL::Mol2D (Atom, height = 1). A plausible 
explanation for this observation is that adding Element type 
to Atom type would not increase the useful information con-
tents in the fingerprints because Atom type contains all the 
information of the Element type.

BCL::Mol2D moderately improves logAUC 
when combined with the BCL::3D‑RSR set

The BCL::Mol2D (height = 1) descriptor was also tested 
in conjunction with a previously optimized descriptor set, 
BCL::3D-RSR, that utilizes a mix of 2D and 3D auto-corre-
lation functions, along with scalar molecular descriptors [9]. 
More specifically, the combined sets modestly, though con-
sistently, performed better than just the BCL::3D-RSR set 
alone. Combining the BCL::Mol2D (atom type, height = 1) 
with the BCL::3D-RSR descriptor set improves the logAUC 
from 0.385 to 0.406 (+ 6.8%, p-value < 0.01) with Atom type 
AEs, and to 0.411 (+ 5.5%, p-value < 0.01) with Element 
type AEs (Table 1). Additionally, combining the BCL::3D-
RSR set with BCL::Mol2D consistently performed better 
than BCL::Mol2D alone. In particular, adding BCL::3D-
RSR set improved the average logAUC score by 20.3% for 
Element type, and 12.0% for Atom type (p-values < 0.01) 
(Table 1; Fig. 3). Means, standard deviations, and 95% con-
fident intervals of logAUC scores from ANN-QSAR models 
trained on all descriptor configurations mentioned above are 
summarized in the supplementary Table S1.

Detection of hot spots on scaffold 
through sensitivity analysis of the ANNs

Unlike Molprint2D descriptors, BCL::Mol2D descriptor 
values correspond to the counts of molecular substructures 
that they represent. Hence, we can estimate the effects of 
adding or removing a certain substituent based on sensitiv-
ity analysis of the AEs that the substituent encompasses. 
Discrete derivatives of molecular ANN prediction output 
were computed for each unique AE when adding (increment 
derivative) or removing (decrement derivative) that AE. 
Eight pairs of an active and an inactive with less than 10% 
difference in structure (according to Tanimoto index [19]) 
were selected for this analysis as described in the “Methods” 
section. We investigated whether the ANN model can pre-
dict which structural differences between those active and 
inactive compounds cause significant differences in their 
bioactivity.

The decrement derivatives of AEs are mapped onto 
their corresponding atom for each of 16 compounds in the 

Fig. 3   BCL::Mol2D (grey bars) outperforms Molprint2D (yellow 
bars) by 26.7%, and improves RSR (orange bars)’s performance by 
6.8% when combined with RSR (blue bars) on average across nine 
PubChem HTS datasets. BCL::Mol2D descriptors are atom typed 
with height = 1. RSR + BCL::Mol2D are hybrid fingerprints from 
combining BCL::Mol2D (atom type, height = 1) and the BCL::3D-
RSR descriptor set. Error bars represent SDs. Datasets are referred to 
by their PubChem assay IDs along the x-axis
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analysis (Fig. 4, first column). The results show that removal 
of substructures with positive decrement derivatives (blue 
region) often boost the ANN predicted activity, while addi-
tion of the ones with negative decrement derivatives (red 
regions) leads to a decreased expected activity of the com-
pound. Atoms colored white indicate close to 0 values of 
their corresponding AE derivatives (− 0.01 to 0.01).The 
corresponding figures for seven of the eight actives illus-
trate that altering the blue regions while keeping red regions 
intact lead to higher ANN prediction output, with only the 
3rd scaffold appearing to contradict this conclusion. The 
transformation from inactive 3 to active 3 is the only one that 
involved removal of an AE with negative decrement deriva-
tive. The change to the hydroxyl indeed made a relatively 
small change in ANN prediction output, merely increas-
ing the compound ANN prediction by 0.27. However, this 
increase was enough to move it from a strongly ANN pre-
diction output inactive to a weakly ANN prediction output 
active, because 99% of inactives have an ANN prediction 
output below 0.1.

To identify the type of changes in molecular structures 
that significantly affect their ANN prediction output, sums 

of increment and derivatives were computed for added and 
removed AEs, respectively for transformation from inactive 
to active, and from active to inactive. Generally, transforma-
tion from inactive to active compounds replaced AEs, whose 
sum of decrement derivatives is positive, by AEs with posi-
tive sum of increment derivatives (Fig. 4, second column). 
Again, in the case of the scaffold 5, the benefit of adding 
the chloride groups on the inactive 5 (with the sum of incre-
ment derivatives of 0.727) might outweigh the effect of the 
removed the carbons (decrement derivative of − 0.043). A 
similar trend is shown in the transformation from active to 
inactive compounds. If the relation between structure and 
activity were linear, one could expect decrement and incre-
ment derivatives to always have opposite signs and similar 
values. To test this hypothesis, we correlated increment and 
decrement derivatives of the 16 STK inhibitors used in the 
sensitivity analysis (Fig. S9). With a low R2 value (0.13), 
this result suggests a non-linear dependency.

A case study of applying lead optimization 
through derivatization

We illustrate here an example of applying knowledge from 
the sensitivity analysis of the BCL::Mol2D descriptors 
on derivatization to improve the ANN prediction output 
(Fig. 5). From an inactive STK inhibitor (the inactive com-
pound of the compound pair 5 from the sensitivity analysis, 
Fig. S5), we have created a new compound with improve-
ment in ANN prediction output from 0.42 to 1.0 after two 
steps of modification. In each step, we manually select the 
added and removed functional group with positive decre-
ment and increment derivatives, respectively. One excep-
tion is the added in aromatic carbon atom the second step, 
which has a negligible increment derivative. However, the 
transformation in step 2 still improves the ANN prediction 
output of the compound because the effect of removing the 
chloride group (decrement derivative sum = 0.12) outweighs 
the impact of adding the aromatic carbon (increment deriva-
tive = − 0.01). The values of removed and added AEs for 
each step are listed in the Table S3.

Discussion

In this study, BCL::Mol2D descriptors were tested using an 
established QSAR benchmark of nine large high-through-
put screens to ensure general applicability of the method. 
We observe consistent improvements in logAUC scores 
over all datasets when the QSAR models when trained 
with BCL::Mol2D instead of Molprint2D, even though the 
height of AEs of BCL::Mol2D was reduced from two to 
one. This observation suggests that 2D information of an 
additional layer of neighboring atoms fails to improve the 

Fig. 4   Mapping partial contributions of AEs to the ANN predic-
tion output of STK33 inhibitors using BCL::Mol2D (Atom type, 
height = 1). The first column contains general structures of two pairs 
of compounds (one active and one inactive) with their corresponding 
ANN predicted activities. The atoms that are different between active 
and inactive compounds are colored in green (green rectangles). The 
second and third columns illustrate the transformation from active 
to inactive and from inactive to active, respectively. The directions 
of the transformation are shown in black arrows. The atoms that are 
highlighted in green are colored based on the finite differences of 
their corresponding AEs. Red circles mean negative values, and blue 
circles have positive values. The decrement derivatives (marked with 
minus signs) are represented on the deleted substructures, and the 
increment derivatives (marked with plus signs) are represented on 
added substructures in each transformation. Additional examples are 
reported in Fig. S5
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useful informational content to the ANNs. Interestingly, 
performance of Element type BCL::Mol2D fingerprints, 
although with fewer AEs, is significantly higher than per-
formance of Molprint2D. This improvement suggests that 
counts of unique AEs, even with a height of one, provide 
more information than just their presence/absence with 
height of two, like Molprint2D, perhaps by helping distin-
guish substructures with similar AE composition. Adding 
electron configuration of atoms, which further differenti-
ates AEs with the same element type, was also shown to 
improve performance of the fingerprints.

Compar ing the QSAR-ANN per formance of 
BCL::Mol2D descriptors at height of one and two, we 
notice that reducing height from two to one improves per-
formance of Atom type BCL:: Mol2D descriptor but wors-
ens the performance of the Element type counterpart. One 
explanation for those two contrast behaviors is that the 
electron configuration encoded in the Atom hash already 
contains valuable information regarding bond types and 
electron hybridization of the neighboring atoms that are 
two bonds away from the center atom. In contrast, Ele-
ment type AEs at a height of one lacks this hybridization 

information. As a result performance of the corresponding 
Element type AE BCL::Mol2D descriptors suffers.

Combining BCL::Mol2D and the BCL::3D-RSR 
descriptors sets yields a modest, but consistent perfor-
mance improvement over the optimized BCL::3D-RSR set 
alone. This suggests possible partial information overlap 
between two descriptor sets. Future studies could consider 
performing descriptor selection analysis on the hybrid fin-
gerprints to prune out the descriptors that do not provide 
meaningful information to the model.

Since the values of BCL::Mol2D descriptors directly 
relates to atomic fragments of the molecular structures, 
derivatives of individual AEs can be used to estimate the 
effects of removal/addition of functional groups on the 
scaffolds. Previous studies [2, 15, 20] have attempted to 
estimate/rank the global importance of descriptors based 
on their partial derivatives. However, since we are inter-
ested in extracting information from the ANNs to optimize 
specific scaffolds, we only focused on effects of changes in 
local substructures to a specific prediction. Furthermore, 
as values BCL::Mol2D descriptors are discrete integers, 
their decrement and increment “finite differences” are 
likely to be different than those computed using a tra-
ditional continuous derivative calculation. Hence, using 
these two types of finite differences would distinguish the 
effects of removing and adding a particular AE in scaf-
fold optimization. Carlson et al. suggested that changes 
of important regions (with high sensitivity scores) would 
alter the ANN prediction output of that molecules [2]. 
However, equivocating descriptor importance with their 
partial first derivatives for a molecule is not always mean-
ingful because descriptor values could have a partial first 
derivative of zero while retaining a large second deriva-
tive when they are at local optima. Likewise, we did not 
measure the centered first derivatives of the ANN with 
respect to descriptors in order to rank their importance, 
instead looking at discrete increments or decrements of 
the descriptor.

We propose that AEs with positive decrement deriva-
tives should be replaced by AEs with positive increment 
derivatives to improve the ANN prediction output. We 
tested this proposal by applying the sensitivity analysis of 
BCL::Mol2D on transform an inactive STK inhibitor to a 
novel compound with more than substantial improvement 
in ANN prediction output. We hence demonstrated that 
we can use BCL::2D descriptors to leverage knowledge 
from the QSAR-ANN models to optimize lead compounds. 
Although in this study, we only focus on the derivatization 
aspect of the lead optimization, performing more central 
and dramatic modifications on the scaffolds should be pos-
sible, though the success of such an approach will depend 
heavily on whether the training data contained molecules 
with similar structures.

Fig. 5   Applying sensitivity analysis of BCL::Mol2D descriptor to 
lead optimization through derivatization. Starting from the inactive 
compound from the STK inhibitor HTS, we remove functional groups 
with favorable decrement (marked with black minus signs) and add 
functional groups with favorable increment (mark with black plus 
signs) derivatives. The process results in a known active compound 
much higher ANN prediction output (denoted by black numbers on 
the most left side). The substructures that are modified in each step 
are labeled and framed in green, and colored based on the decre-
ment derivatives of their corresponding AEs (positive: blue; negative: 
red). Between molecular structures: added or removed substructures 
in each step are framed according to the sum of increment and dec-
rement derivatives, respectively (blue: positive value, red: negative 
value)
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Conclusion

We present the BCL::Mol2D molecular descriptor that 
significantly improves both predictive power and inter-
pretability of the ANN-QSARs compared to Molprint2D 
and our previous-best descriptor set. We further illustrate 
how BCL::Mol2D can be used to identify potential modi-
fication of a given inactive molecule to improve its ANN 
prediction output. Therefore, ANN-QSAR models trained 
on BCL::Mol2D could be employed in conjunction with 
a Monte Carlo or genetic algorithm as a structure genera-
tor [4, 21] to automate the process of rational combinato-
rial drug-like molecule design. The sensitivity analysis on 
BCL::Mol2D can guide medicinal chemists in the design of 
focused libraries [22] to optimize new derivatives by filter-
ing out unfruitful scaffold modification. This will potentially 
reduce the number of compounds for synthesis and testing 
in drug discovery campaigns.

Methods

Data curation

A previously established QSAR benchmark of nine HTS 
datasets (Table 2) was used to evaluate performance of 
ANNs. These datasets are comprised of compounds from 
HTS scans on eight protein targets: two class A G-protein 
coupled receptor (GPCRs), three ion channels, one trans-
porter, one kinase, and one enzyme. To address the con-
cern regarding the quality of PubChem data, as previously 
detailed [18, 23, 24], molecules were labeled as active 
compounds only if their activity was verified in follow up 
confirmatory assays, selectivity assays, and dose response 
experiments, reducing significant amount of false positives 
in the datasets. Each data set contained more than 170 active 
and 61,000 inactive compounds. Three-dimensional confor-
mations were generated with Corina version 3.60 [25], with 
the driver options of adding hydrogens (wh) and removing 

molecules from which the software could not generate 3D 
structures from (r2d).

Generation of descriptors

BCL::Mol2D

To generate each AE, one of two atomic encoding schemes 
(Element or Atom) is assigned. All neighbor heavy atoms 
that are up to either two bonds (e.g. AE height = 2) or 
one bond away (AE height = 1) from the central atom are 
included in each AE. The shorter AE height of one was 
tested to see whether an increase in information density was 
beneficial for ANN training. Atom type and Element type 
AE libraries contain AEs were generated from in-house 
database of 900,000 drug-like small molecules, and with 
more than 100 counts. There are 574 AEs in the Atom type 
AE library and 240 in the Element type counterpart when 
AE height is set to 1. The BCL::Mol2D fingerprints are 
then generated to document counts of AEs in the AE library 
(Fig. 2).

Molprint2D

The descriptors were generated with ElemRC atom types 
using the Schrodinger Canvas software suit, consistent with 
the optimal settings in the 2D fingerprint benchmark [6]. The 
AEs that appear from 1 to 90% molecules of each PubChem 
dataset were selected. The length of the Molprint2D ranges 
from 300 to 334 across the nine datasets.

Reduced SR (BCL::3D‑RSR) descriptor set

This is a shortened version of the short range (SR) descriptor 
set introduced in a precedent study [9]. The SR, containing 
1315 descriptors in total, calculates six atomic properties for 
both signed and unsigned 2D/3D autocorrelation descrip-
tors [23, 26]. The BCL::3D-RSR set reduces the number 
of descriptors down to 391: 23 scalar, 132 short range 
2DA_Sign and 240 3DA_Sign descriptors (Supplementary 

Table 2   Nine PubChem HTS 
datasets used in the benchmark 
study

a Ratio between number of active and the inactive compounds

Target protein PubChem AID # active # inactive A/I ratioa (%)

Orexin 1 receptor antagonists 743306 233 217925 0.11
M1 muscarinic receptor agonists 652178 187 61646 0.30
M1 muscarinic receptor antagonists 1053187 362 61394 0.59
Kir2.1 K+ channel inhibitors 743120 172 301321 0.06
KCNQ2 K+ channel potentiates 1159610 213 302192 0.07
Cav3 T-type Ca2+ inhibitors 1053190 703 100172 0.70
Serine/threonine kinase 33 inhibitor 743321 172 319620 0.05
Tyrosyl-DNA phosphodiesterase inhibitors 489007 281 341084 0.08
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Table S1). Most of reduction is a result of using only signed 
versions of 2D and 3D autocorrelation (2DA_Signed and 
3DA_Signed) [23] and only four atomic properties are 
calculated.

Hybrid fingerprint of BCL::3D‑RSR set and BCL::Mol2D 
descriptor

Descriptors from the BCL::3D-RSR set and BCL::Mol2D 
descriptors (height = 1) were combined to create hybrid 
fingerprints. BCL::Mol2D(Atom) + BCL::3D-RSR hybrid 
fingerprints comprise of 965 descriptor values, while 
BCL::Mol2D(Element) + BCL::3D-RSR hybrid fingerprints 
contain 631 descriptor values.

ANN‑QSAR model training and evaluation

The performance of artificial neural network (ANN)—
QSAR models using BCL::Mol2D descriptors was com-
pared with those with the Molprint2D on each of the nine 
datasets. All ANN-QSAR models were trained with simple 
back propagation using a sigmoid transfer function with 
η = 0.05 and α = 0.5. The architecture of the ANNs con-
sisted of a single hidden layer of 32 neurons and drop-out 
rates [9, 16] of 0.05 for visible (input-layer) neurons, and 
0.25 for hidden neurons, as previously optimized, with full 
connectivity to the input and output layer of the ANN The 
reported results were the evaluation of ANN predictions on 
independent test sets, which have no overlap with the train-
ing sets. Each ANN training was trained for 100 iterations 
without early stopping, which we previously found unneces-
sary when dropout is used [9].

QSAR models were evaluated with logAUC [27], which 
is area under the curve of the logarithmic receiver operating 
characteristic curve (logROC) between false positive rates 
of 0.001 to 0.1 [9]. We also computed full AUCs of the ROC 
curves. Each QSAR experiment was bootstrapped with 
replacement 2000 times to obtain logAUC and AUC mean 
a n d  c o n f i d e n t  i n t e r va l s  u s i n g  B C L  v 3 . 5 , 
model:ComputeStatistics application. Average logAUC and 
AUC, and their standard deviations (SDs) were computed 
across the nine HTS datasets for each descriptor condition. 
The SDs of mean metric values across nine PubChem data-

sets were computed as �� =

�

∑9

i=1
�2

i

92
 , where �2

i
 is the vari-

ance of the metric of the dataset i [28].
Two tailed two-sample t-test was then conducted to com-

pare the average logAUC of different descriptor configura-
tions. The p-values were computed from the Student’s paired 
t-test to compare pairwise average logAUC scores across nine 
different PubChem datasets for each pair of descriptor configu-
rations. The standard deviation of the logAUC for each dataset 
was not used in these calculations. In each dataset, the active 

compounds were duplicated during ANN training such that for 
each ten inactive compounds that are in the training set and 
presented to the ANN, an active is presented (A:Iratio = 0.1).

Cross‑validation

Five-fold cross-validation was used throughout the evalua-
tion of the QSAR models. After each of the nine PubChem 
datasets was randomized, it is split into five parts. The ANN 
was trained on four of the parts (e.g. the training set), and 
independently tested on the last part (e.g. the test set). Sub-
sequent ANNs are then trained holding out a disparate fifth 
of the dataset as the test set from the training. This process is 
repeated (5×) until each fifth of the dataset has been used as 
the independent test set for one model. The final performance 
metrics are averaged across the resulting predictions on the 
five test sets, which covers the complete dataset.

Sensitivity analysis

We used the QSAR model trained on the dataset 2689 [18], 
which contains compounds from bioassays scanning for inhibi-
tors of serine/threonine kinase 33 (STK33) [29] because this 
model yielded highest logAUC score. Each BCL::Mol2D 
descriptor, which corresponds to a specific substructure of 
the molecule, was evaluated for output sensitivity, i.e. the 
change in ANN output resulting from of adding or removing 
each individual atom environment. Sensitivity score, So,di , of 
a descriptor di for a molecule m, was defined to be the discrete 
derivative of the output f  with respect to the value of that 
descriptor, and was calculated as

where � is the change applied to di . Smf (di),di
 is referred to as 

the decrement derivative when � is − 1 and increment deriva-
tive when � is 1, so as to approximate the change in ANN 
output from adding or removing discrete AEs.To investigate 
the effects of removing and adding different AEs on altering 
the ANN prediction output of a structure, we selected eight 
actives for which there was a corresponding inactive mole-
cule in the dataset with at least 90% of substructure in com-
mon. ANN prediction output (ANN output) of the active 
compounds are greater than 0.95 and that of the inactive 
compounds is lower than 0.60. PubChem IDs and ANN pre-
diction output of 16 compounds used in the sensitivity analy-
sis are included in Table S4.

Sm
f (di),di

=
f
(

di + �
)

− f
(

di
)

�
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Electronic supplementary material

Protocols of performing benchmark and sensitivity analy-
sis are included in this GitHub repository: https​://githu​
b.com/vuoan​h/BCL_Mol2D​_bench​mark.

Supplementary tables S1–S4. List of descriptors in the 
BCL::3D-RSR set (Table S1); Average, standard deviation 
(SD), and 95% confidence interval (CI) of logAUC scores 
of different descriptor configurations (atom hash and height) 
across nine PubChem datasets (Table S2); Average, standard 
deviation (SD), and 95% confidence interval (CI) of logAUC 
scores of different descriptor configurations across nine 
PubChem datasets. Atom-1bond is BCL::Mol2D descriptors 
with atom type and height of 1. (Element + Atom)-1bond 
is BCL::Mol2D descriptors with combination of atom and 
element type with height of 1 (Table S3); PubChem IDs 
and ANN prediction output of 16 compounds used in the 
sensitivity analysis (Table S4). (PDF)

Supplementary files list of unique AEs that are sorted 
based on their prevalence in the AE library (Atom_AE_1_
bond_sorted, Element_AE_1_bond_sorted).

Software

Descriptor generation and QSAR model training were per-
formed using the BCL::Cheminfo package, which is free 
of charge for non-commercial use. For more information 
of BCL::Cheminfo, please visit its webpage: http://meile​
rlab.org/qsar_bench​mark_2015. Different applications of 
the package can be downloaded at: http://meile​rlab.org/
index​.php/serve​rs/bcl-acade​mic-licen​se.
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