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prediction accuracy for reactions resulting in novel prod-
ucts. The new methodology has been applied to model 
rate constants of E2 reactions. It has been demonstrated 
that the use of the fragment control domain applicability 
approach significantly increases prediction accuracy of the 
models. The models obtained with new “mixture” approach 
performed better than those required either explicit (Con-
densed Graph of Reaction) or implicit (reaction finger-
prints) reaction center labeling.

Keywords Chemical reactions · Simplex representation 
of molecular structure · Condensed graph of reaction · 
Reaction fingerprints · Rate constant prediction · Mixtures

Introduction

Structure–property modeling of chemical reactions rep-
resents a difficult task because of the complexity issue: 
any chemical reaction involves several molecular species 
of two types—reactants and products. The major question 
concerns the preparation of a descriptor vector encoding 
a chemical reaction which can serve as an input to a mod-
eling software. Earlier, two different methodologies have 
been used for this purpose. The first one is based on the 
explicit consideration of a reaction center identified either 
manually or automatically using atom-to-atom mapping 
procedure [1]. This approach has been used in most of 
reported QSPR studies of reactions. Thus, Gasteiger et al. 
used some physicochemical parameters (charges, polariz-
abilities, steric accessibilities, parameters for inductive 
and resonance effects) for selected atoms and bonds to 
prepare the models for pKa for aliphatic carboxylic acids 
[2] and for kinetics of amide hydrolysis [3]. ISIDA frag-
ment descriptors [4, 5] issued from Condensed Graph of 

Abstract We describe a novel approach of reaction rep-
resentation as a combination of two mixtures: a mixture of 
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ing simplex descriptors (SiRMS). The feature vector repre-
senting these two mixtures results from either concatenated 
product and reactant descriptors or the difference between 
descriptors of products and reactants. This reaction rep-
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out” CV approach based on a random selection of items, 
the proposed one provides with more realistic estimation of 
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Reaction [6, 7] have been used for the reaction data anal-
ysis [8] and for the modeling of the rate of  SN2 [7, 9, 10] 
and E2 [11] reactions and optimal conditions for Michael 
reaction [12].

Another approach is based on the implicit representa-
tion of a reaction center, in which the feature vector for the 
reaction is calculated as the difference between descriptors 
of products and reactants [13–16] or by using only com-
bined descriptors of substrates [17]. This methodology has 
been successfully applied in different reaction classifica-
tion tasks [15, 18] and in building the regression model for 
prediction of optimal conditions of Michael reaction [12], 
 SN2 rate constant prediction [17] and and  SN1/SN2 reac-
tions classification [19]. Both approaches—with and with-
out reaction center detection—have their own drawbacks. 
Unless detected manually for small congeneric data set, 
the reaction center detection needs atom-to-atom mapping 
procedure which is error-prone and time-consuming [20]. 
Calculation of reaction vectors [21] or reaction finger-
prints [15, 18] requires perfectly balanced reactions; other-
wise the resulting feature vector would contain chemically 
meaningless terms. Since most of raw reaction data in the 
widely used databases like CAS REACT or Reaxys are 
not balanced, the data curation step is needed before using 
modeling methods. However, application of e-notebooks 
for new chemical reaction registration in synthetic laborato-
ries might potentially be helpful to feed the databases with 
perfectly balanced reactions.

In this article we describe an approach which doesn’t 
need explicit encoding of a reaction center. A reaction is 
considered as an ensemble of two mixtures—a mixture of 
reactants and a mixture of products. Each mixture can be 
represented by special descriptors. Two different reaction 
representations were investigated: (i) concatenated feature 

vectors of reactants and products mixtures and (ii) a differ-
ence between these two vectors.

Earlier, we described an approach to prepare feature vec-
tors for binary mixtures involving SiRMS descriptors [22]. 
Here, we extended this technique to mixtures having an 
arbitrary number of components. This new “mixture-like” 
methodology has been applied to model the rate constant of 
E2 reactions. For the comparison purpose, the models have 
also been built using either reaction fingerprints [15] issued 
from the implicit encoding of a reaction center or fragment 
ISIDA descriptors [4, 5] generated from the condensed 
graphs of reactions [6, 7] which explicitly label a reaction 
center. A rigorous cross-validation strategy has been sug-
gested in order to provide with a realistic assessment of the 
models’ performance.

Computational procedure

Dataset

A dataset of 313 E2 bimolecular elimination reactions car-
ried out in pure solvents at different temperatures has been 
collected from the literature [23]. An E2 reaction proceeds 
in a single step with a single transition state. It results in 
a formation of a π-bond due to synchronous trans-elimina-
tion of a leaving group (L) in the presence of a base (B−) 
needed to tie in the hydrogen atom (Fig. 1).

The dataset involves 90 distinct substrates and 60 
distinct products, the most representative of them are 
listed in Table  1. The most representative substrates 
are ((1,1′-biphenyl)-4-yl)(1-bromocyclohexyl)metha-
none, (2-chloroethanesulfonyl)benzene and 2-fluorohex-
ane, whereas the products are ethenesulfonylbenzene, 

’

Fig. 1  A bimolecular elimination reaction. (top) Schematic repre-
sentation of the E2 reaction mechanism, where  B− is a base and L 
is a leaving group. (bottom) An example of an E2 transformation 

of (9H-fluoren-9-yl)methanol into 9-methylene-9H-fluoren, where 
 CH3O− (from sodium methylate) is a base and hydroxide ion is a 
leaving group
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cyclohexene and iso-butylene. Among the most representa-
tive leaving groups one can mention bromide and chloride 
anions occurred in 101 and 93 reactions, respectively, as 
well as p-tosylate and trimethylamine which occurred in 35 
reactions each. The other seven leaving groups are occurred 
in very few reactions. Overall, 23 bases were detected, the 
most representative of them were methoxide occurred in 
59 reactions, ethoxide (in 38 reactions), tert-bytoxide (30), 
thiophenyl (30), triethylamine (24), bromide (20), chloride 
(14) and hydroxide (14) ions and piperidine (10).

Representation of chemical reactions

The structures of reactants and products were encoded in 
reaction feature vectors using three different approaches: 

(i) the extended SiRMS mixture representation approach, 
(ii) ISIDA fragments calculated from condensed graphs of 
reactions and (iii) reaction fingerprints. Dipole moment, 
refraction, dielectric permittivity, Catalan acidity [24], 
basicity [25] and polarity/polarizability [26], Kamlet-Taft 
alpha [27], beta [28] and π constants [29] used as solvent 
parameters and reaction temperature were concatenated 
with all reaction feature vectors.

SiRMS‑based mixture representation of chemical reactions

In the framework of the SiRMS methodology, a single com-
pound can be represented as a set of tetraatomic fragments 
(simplexes) of fixed composition and topology (Fig. 2). The 
counts of identical simplexes are used as descriptor values. 

Table 1  The most frequently occurred substrates and products

Reactants

13 13 12

11 10 10

Products

27 25 25

15 14 13

11 10 10
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Generated simplexes can also be labeled according to dif-
ferent atomic properties (partial atomic charges, lipophi-
licity, H-bond donor/acceptor, etc). Partial atomic charges 
seem to be a relevant parameter for the reactivity modeling. 
Therefore, Gasteiger charges on atoms were calculated by 
cxcalc tool [30]. Then, the whole range of charge values 
was split onto seven bins labeled from A to G: A ≤ −0.5 
< B ≤ −0.1 < C ≤ −0.03 < D ≤ 0.03 < E ≤ 0.1 < F ≤ 0.5 < G. 
In such a way, each atom received the corresponding label 
further used for simplex encoding (see Fig.  2). In order 
to avoid a combinatorial explosion, we enumerated either 
fully connected fragments (similar to the first three sim-
plexes in Fig. 2) or fragments containing two disconnected 
parts (similar to the 4th simplex in Fig. 2). For more details 
about the SiRMS approach see our earlier studies [31, 32]. 
Notice that in this work we considered simplexes for which 
the numbers of atoms in fragments varied from 2 to 6.

The preparation of mixture descriptors for the mixture of 
three equally occurred components (here, reactants of E2 
reactions) is illustrated in Fig. 3. It proceeds in three steps:

 I. simplex descriptors representing connected or discon-
nected molecular subgraphs of N atoms (in this study 
N = 2–6) are generated. For the mixture of three com-
ponents A, B and C, the program generates simplexes 
of individual species including atoms of only A and B, 
as well as mixture simplexes including atoms of two 
(AB, BC, AC) or three (ABC) components. For molec-
ular species containing less than 2 atoms (e.g., com-
ponent C), individual simplexes are not generated. 
Each type of fragments is considered as an individual 
descriptor and its count weighted by the correspond-
ing component occurrences is the descriptor value. In 
this study occurrences of all components were 1.

 II. the feature vectors of individual simplexes are 
summed up which results in vector  DS = A + B + C. 
Similarly, superposition of the vectors of mixture sim-
plexes AB, BC, AC and ABC results in  DM vector.

 III. concatenation of  DS and  DM results in SiRMS‑mix—
the feature vector of the whole mixture.

Since a chemical reaction can be represented as an 
ensemble of two mixtures: a mixture of starting materials 
(reactants) and a mixture of products, the reaction feature 
vector can be computed as their combination. Two differ-
ent ways of combining mixture feature vectors into reaction 
feature vector have been investigated: (i) their concatena-
tion and (ii) by calculation of the difference between prod-
uct and reactant mixture descriptors (Fig. 4).

In this study, simplexes included from 2 to 6 atoms; 
only pair-wise and triple-wise combinations of components 
were used for mixture simplex generation. The atoms were 
labeled either by symbols of chemical elements or by bin 
labels corresponding to partial atomic charges (see above).

Condensed graph of reaction

A Condensed Graph of Reaction (CGR) results from merg-
ing molecular graphs of reactants and products into one sin-
gle connected or disconnected molecular graph described 
by conventional bonds (single, double, aromatic, etc) and 
dynamic bonds characterizing chemical transformations 
(single-to-double, double-to-single, etc) [6], see example in 
Fig. 5. In CGR, the changes of atomic charges in a course of 
a reaction can be accounted by introducing dynamic atoms 
(Fig. 5). A CGR can be prepared by superposing identically 
numbered atoms of reactants and products which needs 
to perform atom-to-atom mapping as a preliminary step. 

Fig. 2  An example of simplex descriptor generation for individual compounds
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Since a CGR represents some sort of pseudomolecule, it 
can be encoded by fragment descriptors.

Here, two different types of ISIDA fragment descrip-
tors—augmented atoms and sequences with length vary-
ing from 1 to 8 atoms—were calculated using ISIDA Frag-
menter tool [6]. In order to reduce the number of generated 
fragments, the hydrogen suppressed graphs were used. 
Dynamic bond and atom labels were added to the specifica-
tions of the fragments.

Reaction fingerprints

A reaction fingerprint is the difference between count-
based fingerprints of products and reactants. In our study 
we used three types of reaction fingerprints developed by 
Schneider et  al. [15] and implemented in RDKit software 
[33]: (i) atom pairs representing two particular atoms with 
the specified number of non-hydrogen neighbor atoms sep-
arated by up to three bonds [34], (ii) Morgan fingerprints 

identical to extended-connectivity fingerprints with radius 
2 [35] and (iii) topological torsions representing four con-
secutively linked non-hydrogen atoms with the specified 
number of π-electrons and the number of non-hydrogen 
neighbor atoms [36].

Models building and validation

The models were built by the Random Forest approach 
using the randomForest R package [37]. The optimal num-
ber of variables used to select the best split of trees nodes 
was estimated by a grid search using caret package [38]. 
Number of trees was equal to 500 in all cases. All other 
parameters were set to their default values provided by 
randomForest R package. Since Random Forest proved to 
be able to handle many descriptors with complex relation-
ships, no variable selection has been performed.

Two model validation strategies were applied. The first 
one is a “reaction-out” approach which is consisted in ten 

Fig. 3  Generation of simplex descriptors for a mixture of three components
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times repeated fivefold cross-validation where folds were 
randomly generated. However, this conventional valida-
tion procedure overestimates the model performance 
because the same reaction may proceed under different 
conditions and, hence, it might become simultaneously 
a part of both training and test sets. Therefore, a more 
rigorous “product-out” strategy has been suggested. It 
assumes that in a particular fold, all reactions with the 
same main product are placed in the test set. Since the 
number of reactions with the same product significantly 
varies (from 1 to 27 reactions) the randomly created 
“product-out” folds may contain substantially differ-
ent number of objects. More balanced folds were pre-
pared using Monte-Carlo optimization of the variance 
of reaction counts across folds and ten the most diverse 
sets of folds were selected. Functions (create_folds_mc, 

groupwise_tanimoto and select_folds) used to gener-
ate the balanced folds are available in pfpp R package 
(https://github.com/DrrDom/pfpp).

The prediction performance of models was measured 
by  Q2 and root mean square error (RMSE).

Since the cross-validation procedure was repeated 10 
times, we were able to estimate statistical significance 

Q2
= 1 −

∑

i (yi,pred − yi,obs)
2

∑

i (yi,pred − yobs)
2

RMSE =

�

�

�

�

∑

i

(yi,pred − yi,obs)
2

N − 1

Fig. 4  Reaction descriptor vectors based on the concatenated product and reactant mixture descriptors (react‑SiRMS‑concat) and on their differ-
ence (react‑SiRMS‑diff) 

Fig. 5  An example of encod-
ing of an E2 reaction into a 
Condensed Graph of Reaction. 
The broken and formed bonds 
are labeled by a crossing and 
a circle, respectively. Oxygen 
atoms changing their formal 
charges are denoted by symbols 
“c + 1” (negative-to-neutral) and 
“c − 1” (neutral-to-negative)

https://github.com/DrrDom/pfpp
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of difference between averaged performances of the best 
models using paired t-test.

Applicability domain of models

In order to discard reactions dissimilar to those in the train-
ing set, the “Fragment Control” applicability domain (AD) 
approach has been used [4]. The “Fragment Control” AD 
discards any test set reaction containing fragments which 
don’t occur in the training set reactions. An AD was applied 
to the test set reactions at each fold followed by assembling 
the results for all folds. In such a way, statistical parame-
ters were calculated for the entire set. Data coverage was 
assessed as a ratio of the number of reactions accepted by 
AD to the total number of reactions.

Results and discussion

Generally, the SiRMS‑mix descriptors vary as a function 
of several parameters defining their size, complexity and 
labeling. The size of any simplex is defined by the minimal 

and maximal number of constituting atoms. Each atom was 
labeled either by element symbol or by partial charge cat-
egory. Different mixture simplexes—pair-wise and triple-
wise, etc.,—could take part of mixture descriptors. Since 
a huge number of SiRMS‑mix descriptors corresponding 
to different combinations of the above parameters could 
be considered, we decided first to select their optimal val-
ues leading to the most performant models. These calcu-
lations were performed on concatenated reaction descrip-
tors react‑SiRMS‑concat. Then, selected parameters were 
used in the modeling with difference reaction descriptors 
react‑SiRMS‑diff.

Selection of optimal parameters of SiRMS descriptors

Predictive performances of the models built on the concat-
enated reaction descriptors (react‑SiRMS‑concat) as a func-
tion of size, complexity and labeling of simplex descriptors 
is given in Fig. 6. One may see that more complex descrip-
tors including both pair-wise and triple-wise mixture sim-
plexes (mult = 3, Fig.  6) perform similarly to descriptors 
including pair-wise mixture simplexes only (mult = 2).

Fig. 6  The cross-validation determination coefficient  Q2 and the data 
coverage of the react‑SiRMS‑concat models as a function of size, 
complexity and composition of simplex descriptors. The model appli-
cability domain was taken into account. Solid and dashed lines repre-
sent the  Q2 values, respectively, for “reaction-out” and “product-out” 
validation strategies, whereas corresponding bars show the data cov-
erage. The color code reflects the composition of simplex descriptors 

including subgraphs encoding by elements (green), by charges (red), 
and, by both elements and charges (blue). The labels at the horizontal 
axis specify the minimal and maximal number of atoms in simplexes 
(e.g., “atoms = 2–6”) and complexity of mixture simplexes used: 
mult = 2 for pair-wise only and mult = 3 for pair-wise and triple-wise 
combinations
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Variation of the number of atoms in simplexes doesn’t 
impact the models performance for “reaction-out” CV 
(solid line in Fig.  6). However,  Q2 values for “product-
out” CV significantly vary as a function of maximal num-
ber of atoms (Nmax): the models with Nmax = 6 perform 
better than those with Nmax = 4. This could be explained 
by the fact that larger fragments better characterize sub-
strates specificity. On the other hand, the occurrence of 
fragments in the training set decreases with their size. 
This explains significant reduction of data coverage due 
to application of “fragment control” applicability domain. 
Notice that models performance doesn’t significantly 
vary as a function of minimal number of atoms (Nmin). 
Indeed, at Nmax = 6, within the given validation strategy 
and atoms labeling, the models with Nmin = 2 and 4 per-
form very similarly (see Fig. 6).

Comparison of different schemes of atoms labe-
ling in simplexes shows that consideration of atomic 
charges together with element types (blue lines on 
Fig. 6) increases the models’ performance. This suggests 

particular importance of charge encoding for the reactiv-
ity modeling.

Benchmarking calculations

The results of benchmarking calculations comparing per-
formances of the models based on SiRMS‑mix, ISIDA/
CGR descriptors as well as on different types of finger-
prints are summarized in Table 2. One can see that two 
strategies of preparation of the reaction feature vec-
tor—either products and reactants vectors concatenation 
(react‑SiRMS‑concat) or their subtraction (react‑SiRMS‑
diff)—lead to models of similar performances. Reason-
able statistical parameters were obtained in “reaction-
out” CV  (Q2 = 0.62–0.69, RMSE = 0.78–0.90), whereas 
“product-out” CV led to much worse statistical param-
eters  (Q2 = 0.37–0.47, RMSE = 1.03–1.15). The use of 
model AD significantly improved the model perfor-
mance, especially in “product-out” CV  (Q2 = 0.59–0.74, 
RMSE = 0.75–0.86) which was close to the “reaction-out” 
CV performance  (Q2 = 0.67–0.74, RMSE = 0.74–0.90). 

Table 2  Statistical parameters of the best QSAR models based on SiRMS‑mix descriptors, different types of reaction fingerprints and ISIDA/
CGR descriptors

a Atom labeling for SiRMS-mix descriptors: chg partial atomic charge, elm elements, elm/chg both schemes
b R-OUR and P-OUT correspond to “reaction-out” and “product-out” validation strategies, correspondingly
c The number of variable selected as candidates at each node split of RF model
d React-SiRMS-diff and react-SiRMS-concat are SiRMS-mix descriptor generated by concatenation or difference methods considering only pair-
wise component combinations with overall number of atoms in fragments from 4 to 6
e Augmented atoms descriptors with distance from 1 to 8

No Descriptors Labeling  schemea Models  validationb mtryc Q2 RMSE Q2
DA RMSEDA Coverage

1 React-SiRMS-diffd chg R-OUT 3243 0.62 0.87 0.68 0.83 0.80
2 elm/chg 4066 0.68 0.81 0.74 0.74 0.76
3 elm 1371 0.69 0.78 0.74 0.74 0.85
4 chg P-OUT 1622 0.36 1.14 0.64 0.86 0.22
5 elm/chg 2033 0.42 1.08 0.74 0.75 0.15
6 elm 411 0.47 1.03 0.64 0.90 0.38
7 React-SiRMS-concatd chg R-OUT 4053 0.63 0.86 0.67 0.84 0.79
8 elm/chg 4029 0.67 0.81 0.73 0.76 0.75
9 elm 2648 0.69 0.79 0.73 0.75 0.83
10 chg P-OUT 2026 0.35 1.15 0.62 0.89 0.21
11 elm/chg 2821 0.39 1.11 0.71 0.80 0.14
12 elm 794 0.43 1.07 0.59 0.90 0.37
13 Atom pairs fingerprints R-OUT 100 0.61 0.89 0.62 0.87 0.97
14 P-OUT 10 0.35 1.14 0.41 1.07 0.64
15 Morgan fingerprints R-OUT 250 0.67 0.82 0.70 0.79 0.92
16 P-OUT 50 0.40 1.10 0.67 0.81 0.33
17 Topological torsion fingerprints R-OUT 75 0.60 0.90 0.62 0.88 0.94
18 P-OUT 10 0.34 1.15 0.51 1.03 0.45
19 ISIDA/CGRe R-OUT 519 0.69 0.79 0.74 0.74 0.88
20 P-OUT 156 0.41 1.09 0.61 0.90 0.16
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The observed performance improvement is linked to 
decrease of the data coverage which varies from 75 to 
83% in the “reaction-out” CV and from 14 to 38% in 
“product-out” CV.

The comparison of the best SiRMS model (No. 5, 
Table 2) with the models involving different types of fin-
gerprints and ISIDA/CGR descriptors is given on Fig. 7. 
One can see that all models in the “reaction-out” CV pro-
tocol perform similarly. However, this is not a case for 
the “product-out” cross-validation where the statistical 
parameters of the models built on Atom Pairs fingerprints 
and Topological Torsion fingerprints are very little pre-
dictive  (Q2

DA < 0.5). The best SiRMS model performs 
better than the models based on ISIDA/CGR descriptors 
(model No. 20, Table  2; p-value = 0.0002) and Morgan 
fingerprints (model No. 16, Table 2; p-value = 0.0080).

Although in “reaction-out” cross validations all sets of 
descriptors perform reasonably well this doesn’t reflect 
the predictive ability of models with respect to reac-
tions leading to new products which can be assessed in 
“product-out” cross-validation. The  Q2 and RMSE values 
obtained in “product-out” CV are relatively low. Frag-
ment control applicability domain significantly improves 
the model performance discarding up to 85% of reac-
tions. Such big lost in the data coverage can be explained 
by high structural diversity and relatively small size of 
the data set due to which the test set objects often contain 
the fragments absent in the training set.

Conclusion

The suggested here mixture-based simplex representation 
of chemical reactions has been applied to the modeling 
of rate constants of E2 reactions. This approach doesn’t 
need any explicit information about reaction center and, 
therefore, atom-to-atom mapping is not required. The lat-
ter represents a significant advantage compared to meth-
ods based on explicit consideration of the reaction center 
because AAM procedure is time consuming and may lead 
to erroneous results [20]. However, as any other method 
of implicit encoding of a reaction center, our approach 
requires complete reaction representation (all products and 
all reactants). The SiRMS‑mix models perform better than 
the models built on ISIDA/CGR descriptors and Morgan 
reaction fingerprint and much better than those involving 
reaction fingerprints encoding atom pairs or topological 
torsions. However, SiRMS‑mix models have the lowest cov-
erage according to the chosen Fragment control applicabil-
ity domain approach.

A clear advantage of SiRMS approach is a possibility to 
vary the size and composition of considered molecular sub-
graphs (simplexes) and, in such a way, to select the descrip-
tors set which fits modeled property. Thus, addition of sim-
plexes labeled by partial atomic charge improves predictive 
performance of the models, which might be explained by 
significant role of electrostatic interactions in the E2 reac-
tion mechanism. The SiRMS approach explicitly encodes 
different combinations of fragments occurred in reactants 

Fig. 7  Benchmarking of the 
models for E2 reaction rate 
constants involving different 
descriptors. The dots connected 
by solid and dashed lines 
represent  Q2

DA values calcu-
lated considering applicability 
domain for “reaction-out” and 
“product-out” validation strate-
gies correspondingly. The bars 
represent coverage of the corre-
sponding models. The labels on 
the x axis mean AP3 atom pairs 
fingerprints, TT topological tor-
sion fingerprints, MG2 Morgan 
fingerprints
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and products. Therefore, compared to reaction fingerprints 
from RDKit, SiRMS includes information not only about 
chemical transformations but also about all chemical func-
tions present in reactants and products.

It has been demonstrated that the Fragment control AD 
could significantly improve the model performance. How-
ever, at the same time this leads to the reduction of the data 
coverage which is explained by small size and high diver-
sity of the studied data set.

In parallel with the classical “reaction-out” cross-val-
idation strategy we suggested to apply the more aggres-
sive “product-out” cross-validation protocol which reliably 
assesses the accuracy of predictions for the reactions lead-
ing to new products.

Software implementation

The described reaction SiRMS descriptors were imple-
mented in the open-source software written on Python 3 
which is available in the Github repository https://github.
com/DrrDom/sirms/releases/tag/v1.0.1.
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