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Abstract For a conscientious interpretation of thermo-

dynamic parameters (Gibbs free energy, enthalpy and

entropy) obtained by isothermal titration calorimetry (ITC),

it is necessary to first evaluate the experimental setup and

conditions at which the data were measured. The data

quality must be assessed and the precision and accuracy of

the measured parameters must be estimated. This infor-

mation provides the basis at which level discussion of the

data is appropriate, and allows insight into the significance

of comparisons with other data. The aim of this article is to

provide the reader with basic understanding of the ITC

technique and the experimental practices commonly

applied, in order to foster an appreciation for how much

measured thermodynamic parameters can deviate from

ideal, error-free values. Particular attention is paid to the

shape of the recorded isotherm (c-value), the influence of

the applied buffer used for the reaction (protonation reac-

tions, pH), the chosen experimental settings (temperature),

impurities of protein and ligand, sources of systematic

errors (solution concentration, solution activity, and device

calibration) and to the applied analysis software. Further-

more, we comment on enthalpy–entropy compensation,

heat capacities and van’t Hoff enthalpies.

Keywords Isothermal titration calorimetry � Data quality
and accuracy � Good measuring practice � Data
interpretation and correlation � Heat of ionization � van’t
Hoff evaluation

Introduction: basic thermodynamic relationships

Many computational approaches make use of thermody-

namic properties. Most important among all is the binding

affinity, usually the target property used for scoring and

ranking solutions generated in computational docking sim-

ulations and key to all virtual screening applications [1].

However, what kind of a property is ‘‘affinity’’ and howdowe

obtain experimental information to characterize this prop-

erty?Howgood is the quality of the experimental data usually

consulted to describe the affinity of a compound, how is its

precision and accuracy, particularly if such data are intended

for further usage in the development of computationalmodels

[2–5]? The aim of this article is to provide foundations nec-

essary to understand which experimental protocols are

commonly applied to perform an isothermal titration

calorimetry (ITC) measurement and how critically different

setups can influence the recorded binding parameters.

The affinity of a ligand binding to its target protein is

described by the change in the Gibbs free energy of the

system before and after the binding event. Only changes in

the Gibbs free energy are detectable, whereas absolute

values for individual states cannot be measured. Once

equilibrium is attained for the reaction between protein ‘P’

and ligand ‘L’ forming the protein–ligand complex ‘PL’,

P ? L � PL, the association constant Ka (L mol-1 or

M-1) describes the ratio between the concentration of

the protein–ligand complex [PL] and the product of the

free protein [P] and free ligand [L] concentrations:
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Ka = [PL]/[P][L]. In contrary, the dissociation equilibrium

constant Kd (mol L-1 or M) is the inverse of the associa-

tion constant Ka, i.e. Kd = [P][L]/[PL].

DG� ¼ �RT lnKa ð1Þ
DG� ¼ DH� � TDS� ð2Þ

As described in Eq. 1, at equilibrium the Gibbs free

energy of binding DG� (kJ mol-1) is logarithmically related

to the association constant Ka, weighted by the ideal gas

constant R (8.314 J mol-1 K-1) and the absolute tempera-

ture T (K). It consists of two components (Eq. 2): a change

in enthalpy DH� (kJ mol-1) and a change in entropy DS�
(kJ mol-1), the latter weighted by the absolute temperature.

The change in enthalpy describes the amount of heat

released (exotherm, negative DH�) or absorbed (endotherm,

positive DH�) as bonds and intermolecular contacts (e.g.

hydrogen bonds, electrostatic interactions, van der Waals

contacts) are established and broken between protein,

ligand, water and other buffer components resulting in the

formation of a protein–ligand complex. The difference in

entropy describes the change in ordering parameters and the

distribution of the system over multiple accessible states. A

positive DS� describes an increase in entropy and thus an

increase in disorder and in the number of accessible states.

The change in entropy is not only related to conformational

changes of the ligand and the protein, but for instance also to

the water molecules which play a major role in the binding

process. A classic example is the displacement of water

molecules from apolar surfaces and the related increase in

entropy, which is considered to be the driving force of

association in the so-called hydrophobic effect [6]. It should

bementioned thatDG�,DH� andDS� are all state functions –
their values depend only on the two thermodynamic equi-

librium states referred to, and not on the route by which

these states are accessed.

The superscript ‘�’ (pronounced ‘‘naught’’) is attached to
indicate that the binding free energy value refers to its

standard state. However, this sign is frequently omitted.

The necessity for referring to a standard state is to achieve

comparability between measurements on the same scale. At

standard state, the binding free energies are described for

the conversion of 1 mole protein and 1 mole ligand to

1 mole of protein–ligand complex, in a hypothetical ideal

solution (infinitely diluted), with a unit activity coefficient

at a constant pressure of p� = 105 Pa. The temperature is

not part of the standard state and therefore has to be

specified. While Ka and DH� are determined experimen-

tally in an ITC experiment (see below), DG� is calculated
according to Eq. 1. This requires the use of the natural

logarithm of Ka, which makes it necessary to convert Ka to

a unitless value. To achieve this, the standard concentration

c� is used, which is by convention 1 M. Depending on the

reference concentration scale (e.g. M, mM, lM), the

magnitude of the calculated DG changes. For example, for

a Ka of 10
6 M-1 and a reference concentration of 1 M, the

result for DG is -13.8 9 RT, calculated from -RT 9

ln(106 M-1 9 1 M). On the other hand, for the same Ka,

applying a reference concentration of 1 mM, DG results in

-6.9 9 RT, calculated from -RT 9 ln(103 mM-1 9 1

mM). Consequently, it is necessary to specify the reference

concentration applied, which in the case of the standard

state is c� = 1 M. With the information of DG�, the stan-

dard entropy change DS� is calculated according to Eq. 2.

At this point, the first approximation must already be

regarded. In principle, we try to describe the number of

particles actively involved in the considered equilibrium by

the ‘‘concentrations’’. However, this is only correct if we are

dealing with so-called ideal solutions, which correspond to

infinite dilutions. Real solutions deviate in their actual

concentrations and instead we would have to consider

‘‘activities’’ which usually correspond to a smaller number

of particles compared to the theoretically achievable con-

centrations [7]. In biological systems only a small number

of validation studies have been performed to estimate how

‘‘ideal’’ the investigated solutions really are. It has been

suggested to perform ITC investigations at different con-

centrations to estimate the extent to which the measured

properties are affected. In one reported study the binding of

20-cytidine monophosphate to ribonuclease was investi-

gated [8]. Deviations in the binding constants as large as

40 % were reported by increasing the used protein con-

centration from diluted 0.0145 mM to more concentrated

0.65 mM, which corresponds to a 44-times higher protein

concentration. Further down in this article, we will describe

another measurement from our own research giving an idea

by how much the thermodynamic signature can vary on an

absolute scale with concentration. In practical application,

an appropriate amount of protein is dissolved in a buffer by

the experimentalist and the resulting thermodynamic

properties are referenced to this ‘‘concentration’’. As long as

data are compared relative to each other across a series

using unchanged protein ‘‘concentrations’’ (better: ‘‘activi-

ties’’), data interpretation will unlikely be strongly affected.

However, if data are taken from different proteins and

measured at largely deviating concentrations, analysis on an

absolute scale can easily become quite problematic.

Which energetic contributions of the protein–
ligand binding reaction are measured by ITC?

Isothermal titration calorimetry (ITC) allows the determi-

nation of Ka, DG�, DH�, DS� and n of a binding event in a

single experiment at one given measurement temperature.
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This is done without any need for labeling by simply

measuring heat changes related to a reaction [8–12]. By

performing the measurement at varying temperatures, the

heat capacity change DCp can also be obtained. This

review will focus on the thermodynamics measured by ITC

as a source of experimental information about protein–li-

gand interactions, assuming a single-site 1:1 binding event

without major conformational changes of the target protein.

It is important to note that ITC records the entire binding

event, starting with the separately solvated binding partners

(ligand and protein), and detects any alteration giving rise

to a heat signal until the formation of the final complex.

The process is affected by all changes involving the sur-

rounding buffer, conformational transitions and, impor-

tantly enough, modulations of the solvation structure. The

picture produced becomes quite complex as many steps on

the molecular level can compensate in their thermody-

namic signature and thus make it extremely difficult to

factorize the ITC results into the discrete contributions of

each separate interaction formed between a ligand and its

target protein. Correlation of thermodynamic parameters

with structural features [13], for example those obtained by

X-ray crystallography, must therefore be performed very

carefully. This often requires the interpretation within a

narrow ligand series involving small variations, for

instance the exchange of a moiety, a functional group or

even only the addition or removal of a single methyl group

[14]. The small variations between two ligands can then be

attributed to the observed changes in their thermodynamic

profiles. Conversely, unchanged thermodynamic signatures

of two closely related ligands do not necessary mean that

the binding modes of these ligands are identical, as seen in

a series of thrombin inhibitors [15]. The mutual compen-

sation of thermodynamic effects can result in identical

thermodynamic signatures with simultaneous changes in

the ligands’ binding modes. Therefore, a structural

inspection is essential. Considering the classification of

binding as enthalpy or entropy-driven binding, the selec-

tion of enthalpically favored lead structures for subsequent

affinity optimization has been suggested as desirable [16–

18]. However, an unambiguous classification with respect

to such profiles is rather problematic in light of the large

impact the rearrangement of the residual water solvation

pattern has on the thermodynamic signature, e.g. for the

binding of low affinity fragments [14, 19, 20]. Introduction

of only small structural modifications can lead to major

changes in the fragments’ thermodynamic binding signa-

tures. In a recent review [21], it is even concluded that

thermodynamically guided compound optimization is not

feasible in most cases due to the complexity of the

parameters enthalpy and entropy and the difficulties with

their assignment to specific interactions.

How does an ITC measurement work
and how does ITC raw data look like?

The general principle of an ITC measurement is that two

reaction partners, for instance a protein and its ligand, are

mixed with each other in a step-wise fashion, and the heat

signal associated with the binding event is recorded. Fig-

ure 1a displays a schematic representation of an ITC

device.

The instrument consists of a sample cell and a reference

cell, both in a jacket which is kept below measurement

temperature. Both cells are maintained at the constant

measurement temperature by applying a thermal heating

device using very sensitive and highly regulated electric

heating control units. The reference cell contains a solvent

of a similar heat capacity to the one used in the sample cell

(usually water or buffer). For the measurement, the protein

solution is released into the sample cell and the ligand

solution is gradually added via a rotating syringe, which

also functions as a stirring rod. Typically, about 10–30

injections of the ligand solution are added into the sample

cell until all active sites of the protein are saturated. The

change in the heat signal in the sample cell resulting from

the complex formation is quantified by analyzing the dif-

ference in thermal power (lJ s-1) necessary to keep the

sample cell at the same temperature as the reference cell.

For an exothermic reaction in the sample cell, the required

thermal power is reduced compared to the reference cell,

whereas for endothermic reactions the required thermal

power increases. These differences in power over time are

recorded and evaluated to quantify the event in the sample

cell. Differences in heat as low as 0.1 lJ are detectable

with the most sensitive ITC devices. In the ITC thermo-

gram (Fig. 1b), an exothermic binding reaction between

protein and ligand is indicated by a series of ‘‘downward’’

peaks, whereas an endothermic reaction produces ‘‘up-

ward’’ peaks. For the first injections of the measurement,

the protein in the sample cell has a sufficient amount of

unoccupied binding sites so that all injected ligand mole-

cules can find a vacant binding pocket. This results in

equally large heat signals. With increasing amount of

injected ligand, the concentration of uncomplexed protein

molecules becomes progressively smaller, allowing fewer

ligand molecules to bind, which results in a gradual

decrease of the heat signal. Due to chemical equilibrium

conditions, further added free ligand molecules start to

displace already bound ligand molecules from the protein.

After several further ligand injections, all protein mole-

cules are saturated by ligand molecules and under the

regime of equilibrium, an increasing concentration of

uncomplexed ligand molecules builds up. At the end of the

titration, well beyond the 1:1 binding stoichiometry, only
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very small peaks of equal size remain which represent the

heat of mixing of the solutions in the cell and in the syr-

inge. Integration over these peaks can be used to define the

zero baseline and to correct for the heat of dilution. For

data analysis, all measured peaks until those purely

resulting from dilution must be integrated. Integration in

this manner gives the total amount of heat originating from

each injection, which is then related to the amount of

injected ligand. To achieve this, the measured heats are

plotted against the molar ratio between ligand and protein

concentration in the sample cell (Fig. 1c). An appropriate

binding model is fitted to the data points, in the simplest

case a single-site 1:1 binding model. More complicated

cases such as a two-site or triple-site binding or a com-

petitive binding require different models [22, 23]. The

selection of the binding model must be performed carefully

and ideally under the control of independent experimental

results obtained by other techniques, e.g. knowledge of the

binding mode from a crystal structure. After curve fitting,

the thermodynamic parameters are then extracted from the

model curve.

How to get which data from the ITC isotherm?

In Fig. 1c, a typical ITC isotherm is displayed. An appro-

priate model, in this case clearly a one-site binding model,

was fitted to the data points of the integrated heat peaks via

a nonlinear least squares fitting process. From the curve

fitted to the data points, we obtain the change in enthalpy

DH�, the equilibrium constant Ka, and, by use of the latter

value and application of Eq. 1, the Gibbs free energy DG�
of the studied reaction [12, 24]. The change in enthalpy is

related to the observed heat signal, while the Ka value is

obtained from the slope at the inflection point. The location

of the inflection point on the molar ratio axis describes the

binding stoichiometry n, which is also referred to as the

‘‘site parameter’’. Importantly, the entropic term -TDS� of

Fig. 1 a Schematic depiction of

an ITC device. A solution

containing dissolved ligand

molecules (magenta) is step-

wise injected into the sample

cell containing a solution with

dissolved protein (green). The

heat released from the binding

reaction in the sample cell

between protein and ligand is

recorded with respect to a

reference cell. b Raw

thermogram of an ITC

measurement, the differential

power (DP) in lJ s-1 of the

electric device keeping both

cells at constant temperature is

plotted against time.

c Integrated raw data and

isotherm. The molar change in

enthalpy observed for the

injections is plotted against the

molar ratio of the binding

reaction. A 1:1 binding model is

fitted to the data, from which

DH�, Ka and the stoichiometry

n of the reaction are extracted
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binding is not available from an independent experiment

but must be calculated as the numerical difference between

DG� and DH�, using Eq. 2. Accordingly, any error affect-

ing the experimental determination of DG� or DH� will

directly influence the calculated magnitude of the entropy.

Which requirements must a curve fulfill to enable
the extraction of reliable thermodynamic
parameters?

Optimally, a binding isotherm should show a sigmoidal

curvature with plateaus at the beginning and end of the

titration. Experimental uncertainties can be further reduced

during the integration step by ensuring an adequate signal-

to-noise level, as well as by observing significant differ-

ences between peaks resulting from the binding reactions

compared to peaks from buffer mismatch reactions. A

buffer mismatch reaction between syringe and sample cell

buffer can result in huge mixing heat signals in addition to

those originating from ligand binding. In order to avoid

buffer mismatch, dialysis of protein and ligand solutions

against the same buffer can be performed. A buffer mis-

match is often the result of an inappropriate adjustment of

the dimethyl sulfoxide (DMSO) concentration in cell and

syringe, or due to a mismatch of the buffers’ pH value.

DMSO is a dipolar, low reactive solvent frequently added

to increase ligand solubility. Furthermore, it is used for the

preparation of ligand stock solutions (pure solutions of

DMSO containing a high amount of ligand, typically

between 10 and 100 mM). Such solutions are used for

storage and efficient use of sometimes precious compound

material. Prior to measurement, the stock solution is diluted

with buffer to obtain the desired concentration, usually

resulting in high concentration accuracy. However, it is

recommended to keep the concentration of DMSO during

the ITC measurement as low as possible. A maximum

concentration of 5 % (v/v) should not be exceeded, which

already corresponds to the high molar concentration of

0.7 mol L-1. It must be kept in mind that even concen-

trations of 0.5–1 % (v/v) DMSO were reported to signifi-

cantly influence protein–ligand binding parameters [25].

Furthermore, in one of our thermolysin crystal structures

(PDB code 4D91), DMSO was found in complex with the

active site of the protein. Therefore, at least for the met-

alloprotease thermolysin, DMSO actively competes for the

binding site with any other ligand present and hence

influences the measured binding parameters of the ligand.

A further source of dilution peaks is the dissociation of

ligand aggregates within the sample cell, which can occur

upon injection into the larger volume of the sample cell.

Owing to these experimental deficiencies, an extraction

of the heat signals originating solely from the protein–

ligand complex formation is necessary. For the correction

of the buffer mismatch peaks, it is considered as best

practice to subtract the average of all constant dilution

peaks recorded, which appear after the system has reached

sufficient saturation, from all measured peaks [26]. Another

possibility for correction is to perform control titrations: for

the first control, the ligand solution is titrated into the

sample cell containing pure buffer. For the second control,

pure buffer is titrated into the sample cell containing the

protein. Both control titrations are then subtracted from the

actual titration curve of ligand into protein. Either way, the

corrected integrals of the peaks are then fitted to an

appropriate model curve. For the extraction of reliable

thermodynamic parameters from the binding isotherm, the

shape of the curve resulting from the fit is critical and can

be described by evaluating the so-called c-value [8]:

c ¼ nKaMtot ð3Þ

The parameter n describes the stoichiometry of the

reaction (the molar ratio between syringe reactant and cell

reactant inside the sample cell at which the inflection point

of the titration curve occurs). Ka refers to the association

constant of the ligand and Mtot (mol L-1) to the total

concentration of the macromolecule in the sample cell. In

Fig. 2a, ITC isotherms with c-value between 0.01 and 1000

are shown.

Obviously, curves with high c-values show a clear sig-

moidal curvature, whereas curves described by low c-val-

ues appear flat. In practical experience, ligands with an

affinity of about 104 M-1–108 M-1, corresponding to Kd

values between 100 lM and 10 nM, yield curves with c-

values between 10 and 500, which is frequently considered

as optimal by experimenters [8, 10, 28–31]. For such

compounds, the experimental setup is often designed

according to the so-called prevailing ‘‘standard-protocol’’

[32], consisting of about 25 injections and a molar ratio

between ligand and protein of two at the end of the titration

(Fig. 1b). For compounds in the ‘‘optimal’’ affinity win-

dow, this protocol usually results in sufficient heat signals

for each injection and in sufficient protein saturation at the

end of the titration, leading to well-analyzable titration

curves (Fig. 1c). However, rather than the usually applied

25 injections, it was found that titration curves with the

highest precision are achievable by designing the mea-

surement with only 10 injections of equal volume, also

resulting in a reduced runtime of the measurement [33]. A

first, small injection, as visible in Fig. 1b, is usually per-

formed and later discarded for data evaluation due to

inaccuracy in the heat signal frequently observed for the

first injection. However, it was shown that the inaccuracy

in the heat signal is the result of an injection volume error

originating from the syringe plunger’s drive mechanism.

The inaccuracy is observed directly after the drive direction
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of the plunger changed, as is the case between the filling

(up) and the ejection (down) movement of the plunger [34].

Thus, even if the first injection is deleted from the data

evaluation, it is inaccurate to assume that the whole volume

was actually injected into the sample cell. A simple solu-

tion to this problem is to perform a short ‘down’ movement

of the plunger after the syringe filling but prior to the actual

measurement. Thereby, volume errors can be significantly

reduced [34].

For ligands with affinities lower than 104 M-1

(100 lM), titration curves exhibiting c-values below 10 are

usually observed. As a matter of fact, such curves do not

show a clear sigmoidal shape but rather a more simple one

(Fig. 2a) without a clearly defined inflection point or a

baseline at the beginning of the titration. In theory the c-

value can be adjusted for every Ka by simply adjusting the

concentration of the macromolecule participating in the

reaction, according to Eq. 3. However, for the analysis of a

ligand with the low affinity of 1 mM, this would require a

protein concentration in the sample cell of about 10 mM in

order to achieve a c-value of 10 [29]. In practice, this

strategy is usually hampered owing to too low protein

solubility and limited availability of protein material. In

addition, at such high concentrations, deviation from an

ideal solution will likely occur, resulting in reduced protein

activity [7]. Therefore, a modified experimental setup must

be applied—the so-called ‘‘low c-value titration’’ [30, 35].

In such a scenario, the low c-value curves are actually used

for parameter analysis. The critical step of such a titration

is to achieve sufficient reaction between protein and ligand

[30]. A protein saturation of at least 70 % at the end of the

titration has been suggested to be the lower limit [19, 30].

In order to achieve sufficient saturation, decreasing ligand

affinity must be compensated with increasing ligand excess

to favor the formation of the protein–ligand complex. For a

low affinity ligand giving rise to a curve with a c-value of

0.01, this corresponds to a 24-fold molar ligand excess over

the macromolecule in the sample cell (Fig. 2b). Conse-

quently, ligand solubility is the main issue at this point for

achieving the required ligand concentration in the syringe

solution [19, 29, 30]. As mentioned before, curves

exhibiting low c-values below 10 do not show a clear

sigmoidal shape but a more simple one (Fig. 2a, b).

Because a clear inflection point is missing, it is impossible

to determine the value of n experimentally [29]. Never-

theless, in order to still get access to the thermodynamic

parameters, the stoichiometry n of the binding reaction

must be fixed according to an independently determined

value. For an accurate determination of n, the concentration

of protein and ligand as well as the binding ratio between

protein and ligand must be exactly known. It has been

shown that the error in DH� is strongly dependent on the

error in n [33]. On the other hand, the determination of the

affinity constant Ka turns out to be almost independent

from the stoichiometry n [35]. Therefore, in a low c-value

titration, even if the determination of accurate values for

n and DH� fails, the affinity constant Ka can still be mea-

sured. Furthermore, because for low affinity ligands only a

fraction of the injected ligand actually binds to the protein

and thus produces a measurable heat signal, the observed

signals are usually very low. Accordingly, low c-value

titrations should be performed with a small amount of

injections (e.g. only 4–5), but with a large injection volume

[36]. Additionally, it is of advantage to vary the injection

volume during the titration. As more protein becomes

saturated and as a smaller fraction of the injected ligand

binds, the gradual decrease in the heat signal can be

compensated by increasing the injection volume.

Conversely to low c-value curves, curves with c-values

above 1000 also create some problems in the analysis. For

Fig. 2 a ITC isotherms of exothermic 1:1 binding reactions showing

curvatures with c-values between 0.01 and 1000. The titration curves

are shown up to a molar excess of two of the ligand over the protein.

The arbitrarily chosen heat of injection of -1 corresponds to the

exothermic heat signal for complete binding of the injected ligand.

The isotherms were simulated with a modified version of a tool for

modeling ITC curves of a perfusion calorimeter [27], not considering

volume change or overflow of the sample cell. b Curves with c-values

of 1 (red) and 0.1 (blue), displayed with different scales for the heat of

injection, are titrated up to a molar ratio of 30 between ligand and

protein. The part of the curves in the grayed area describes the curves

resulting from a titration up to a molar ratio of two between ligand

and protein. The dashed lines indicate the degree of protein saturation

for a given molar ratio. Protein saturation was calculated with the

fractional occupancy calculator from [19]
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curves with c-values [500, the uncertainty for the Ka

determination increases [31]. Such curves no longer show

sigmoidal curvature (Fig. 2a), but instead a more rectan-

gular shape, which makes the determination of the slope at

the inflection point unreliable. According to Eq. 3, in order

to obtain an optimal c-value for high affinity ligands

(Ka[ 108 M-1), measurement with very low protein con-

centration is required. This, however, can lead to injection

peaks below the sensitivity range of the ITC instrument. In

contrast to the assignment of Ka, the enthalpy of binding

DH� is easily determinable for curves with high c-values.

For DH�, the molar heat signal of a complete binding

reaction of all injected ligand molecules has to be deter-

mined. This can be reliably extracted from the step-like

titration curves which show clearly defined plateaus at the

beginning and end of the titration.

The displacement titration is an alternative strategy that

has been developed in order to yield reliable

microcalorimetry data from ligands across a wider range of

affinities. This strategy is available for both low [19, 37] and

high affinity binders [38]. For weak binding ligands, the

protein is first saturated with the low-affinity ligand of

interest, which is subsequently displaced by a previously

characterized high-affinity reference ligand. Therefore, the

reference ligandmust bind competitively to the same protein

site as the low-affinity ligand. As a result, a thermogram in

the optimal c-value range is obtained. The amount by which

this new competitive binding signal differs from the signal of

the reference ligand alone depends on the amount of heat

required to displace the low affinity ligand, which in turn

relates to the latter ligand’s binding signature. As a disad-

vantage, any uncertainties and experimental errors in the

determination of the thermodynamic parameters of the ref-

erence ligand will also affect the parameters of the low-

affinity ligand. The displacement strategy for high-affinity

ligands follows the same concept as the displacement titra-

tion of weak binders, however with the important difference

that a weak to medium potent ligand is used to preincubate

the protein. This ligand must be previously characterized

thermodynamically and serves as a reference ligand [38].

This strategy also allows the titration curve to shift into a c-

value range that results in proper sigmoidal isotherms. From

this, the stoichiometry and theKa value are extracted. Unlike

the characterization of weak-binding ligands, the DH� value
is taken from a separate titration curve of the strong binding

ligand showing a rectangular shape. As mentioned earlier,

the rectangular shape is no obstacle for the DH� determina-

tion, and using this curve avoids error propagation that can

occur due to uncertainties in the characterization of the ref-

erence ligand. Therefore, displacement titrations applied to

ligands with a high affinity yield much more accurate data

than displacement titrations of weak binders.

The interdependence of enthalpy and entropy

As mentioned, the ITC measurement determines only DH�
and Ka experimentally, while changes in entropy are cal-

culated from the numerical difference between DG� and

DH� according to Eq. 2 [1]. Thus, considering that the

values determined for Ka and, in consequence, DG� are less
error-prone than those for DH� [29], the error of -TDS�
will always depend on the error of DH�. Calculating the

-TDS� value from the numerical difference will propagate

any error affecting the DH� measurement. In consequence,

inaccurate measurement of DH� can lead to ‘‘artificial’’

enthalpy–entropy compensation (EEC) [39, 40]. In contrast

to artificial EEC, ‘‘intrinsic’’ EEC describes the phe-

nomenon by which enthalpy and entropy are really com-

pensating each other and ultimately hardly influence the

overall Gibbs free energy of binding, for example in a drug

optimization scenario [41, 42]. It is intuitive to understand

that during ligand optimization, EEC occurs at least to

some extent: stronger fixation, which leads to a higher

enthalpic contribution, leads to less flexibility and therefore

lowers entropy and vice versa. However, due to inaccura-

cies in DH� and thus in -TDS� determination, the extent of

EEC can be overestimated. An EEC purely imposed owing

to experimental inaccuracies is particularly dangerous if a

global analysis [43] of available thermodynamic data (for

instance derived from the BindingDB [44], the SCORPIO

[45] or from the PDBcal [46] online databases) is con-

ducted, and thermodynamic data across different proteins

and ligand series are compared on an absolute scale [14]. It

must be considered that such thermodynamic data result

from measurements conducted under deviating experi-

mental conditions. The experiments are possibly performed

at different temperatures, and buffers of deviating ioniza-

tion enthalpies are used without applying the required

correction. Protein concentrations are selected in very

different ranges making direct comparison on absolute

scale problematic. Furthermore, the experiments are obvi-

ously performed by different persons in different labora-

tories using different devices, leading to systematic

deviations and uncertainties in the data of an unknown

magnitude. A remarkable test case on ITC data accuracy

has been studied across several laboratories. In the ABRF-

MIRG’02 study [47], identical samples were thermody-

namically characterized by 14 independent laboratories.

Surprisingly enough, a plot of the determined -TDS�
versus DH� values of the identical reaction performed 14

times suggests a nice EEC [39]. This study demonstrates

how careful one must be when making a comparison of

global data, and how easily such comparisons can be

misleading. Before discussing the corrections necessary to

reveal accurate comparative information, we want to argue
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that data evaluated and compared relative to each other

across a congeneric series of ligands can yield reliable

information. In the case when congeneric ligand series are

measured under the same conditions with concentrations

falling in a narrow window and corrected for putative

differences in the heats of ionization (see below), DH� can
be determined with very high precision but also accuracy

and the influence of an error-prone EEC can be minimized.

In one of our studies of a congeneric ligand series binding

to the well-established model system thermolysin [48],

measurements were performed by the same operator over a

short period of time using the same ITC device. Experi-

mental conditions such as pH and temperature were kept

constant. Moreover, it was also possible to keep the con-

centration of the protein and ligand solutions constant. The

applied ligands were checked for high purity and the pro-

tein solutions were all prepared from the same batch.

DMSO-free protein and ligand solutions were freshly

prepared for each measurement. As a result, the extended

ligand series showed ITC isotherms with c-values in the

narrow range between 11 and 158 and an average stoi-

chiometry n of 0.753 ± 0.04. The important characteristic

of the observed stoichiometry is that it remains constant

throughout all measurements. Deviations from the theo-

retical value of 1.000 are due to partial protein inactivity,

which, however, has no effect on the accuracy of the

measurement parameters and could easily be corrected by

adjusting the protein concentration to the measured activity

level of the respective batch. Again, this has no advantage

for the measurement itself, but would mask the otherwise

obvious partial protein activity. In our opinion, the ITC

isotherms of such studies must be documented in the

supporting information of a publication as they can be a

proof of the accuracy of the measured data [48]. In our

study, we examined how the rearrangement of surface

water molecules during the protein–ligand binding reaction

affects the thermodynamic signature of the complex for-

mation by analyzing a series of closely related ligands.

Because we were dealing with relatively small changes in

their thermodynamic profiles, high precision—particularly

with respect to a relative comparability—was very

important.

Heat effects from proton transfer reactions
between protein, ligand and buffer

The observed heat signal resulting from an ITC measure-

ment (DH�obs) is the sum of the heat signals produced by

the actual binding event (the intrinsic change in binding

enthalpy DH�bind) plus any additional effects contributed

by the entire system [49]. Most important are heat changes

resulting from a proton transfer (protonation or

deprotonation) between the formed protein–ligand complex

and the surrounding buffer (nH?DH�ion):

DH�
obs ¼ DH�

bind þ nHþDH
�
ion ð4Þ

The explanation for such an occurrence, also known as

‘proton linkage’, can be found in a shift of the pKa value of

ionizable functional groups of the protein residues and/or

the ligand during complex formation, as these groups are

brought into a novel environment with different dielectric

properties [50]. Depending on the buffer compounds (dif-

ferent buffers show different ionization enthalpies DH�ion
upon proton exchange) and the involved functional groups

of protein and/or ligand, the heat of ionization (nH?DH�ion)
can have a significant impact on the observed heat of

binding (DH�obs). By running the binding reaction in buf-

fers exhibiting deviating heats of ionization, the resulting

enthalpies will be different between buffers, but the asso-

ciation constant Ka and thus affinity data (DG�) are usually
not significantly affected [51, 52]. The thermodynamic

binding profiles of a ligand measured in different buffers

showing proton linkage thus show similar affinities, but

their enthalpic and entropic terms vary depending on the

applied buffer, and resemble enthalpy-entropy compen-

sation. This exemplifies how arbitrary an absolute scale

comparison of such data would be—the uncorrected

enthalpies are rather meaningless on such a scale due to the

superimposed buffer effects. At best, it is still possible to

uncover trends, but it is difficult to detect more subtle

correlations. Therefore, if proton linkage occurs, enthalpies

must be corrected for the heat of ionization before they are

ready for comparative analysis on an absolute scale, or

even a relative scale in some cases (see below). By mea-

suring the heat signal of ligand binding in buffers of dif-

ferent ionization enthalpies at the same pH, e.g. in Tris,

ACES, HEPES and PIPES buffer as performed in the

experiment described in Fig. 3a–e, the enthalpic contribu-

tion from each buffer’s heat of ionization can be deter-

mined. The number of protons exchanged during the

reaction (nH?) can also be identified (Fig. 3d), and the

observed enthalpies can be corrected for their buffer

contributions (Fig. 3e). To achieve this correction, the

experimentally obtained enthalpies are plotted against the

ionization enthalpies of the buffers considering the values

referenced in literature [53]. A linear regression is per-

formed, and its intercept with the y-axis reveals the buffer-

corrected enthalpy.

Interestingly, ligands with more entropy-driven binding

profiles are better measureable if they have an ionization

reaction superimposed onto the actual binding event.

Without the ionization reaction, the enthalpic signal of the

binding reaction can be below the detection limit of the

ITC device. This was the case in a ligand binding reaction

to thrombin, which showed a buffer corrected enthalpy of
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-1.4 kJ mol-1—a value impossible to detect, if not the

nicely measurable buffer uncorrected heat signals of -29.0

(Tris buffer),-17.4 (TRICINE buffer) and-14.3 kJ mol-1

(HEPES buffer) [55] would have occurred.

It should be noted that the buffer correction is performed

under the often unfounded assumption that interactions

between protein and ligand do not change with the various

buffers and additives [7], even though salts can signifi-

cantly influence the activity of the protein [7, 56],

according to the Hofmeister series [57]. Furthermore, it

must also be considered that, for instance in the case of the

aspartic proteases [58], the pH used for the measurement

can have a significant influence on the actual protonation

state of residues and functional groups (e.g. on the catalytic

dyad). The protonation state can influence the molar

quantity of protons transferred, which in turn affects the

heat of ionization. Thus, the enthalpy from the ligand

binding process can vary, and the Gibbs free energy can

also be altered. Interestingly, a method has been described

where the pH dependence of binding affinity is exploited to

Fig. 3 Determination of the heat of ionization for the binding

reaction between thermolysin and a phosphonamidate ligand. a The

crystal structure of thermolysin (Connolly surface in white) in

complex with the analyzed ligand clearly reveals a 1:1 binding

mode (PDB code 5DPE). b Overlay of the ITC raw thermograms of

the binding reaction measured in Tris, ACES, HEPES and PIPES

buffer. Only extracted heat peaks (without baselines) are displayed, as

performed by the peak shape analysis algorithm of NITPIC [54].

Except for the buffer substance, an identical experimental setup was

applied for all titrations in order to guarantee comparability of the

resulting heat signals. Whereas the binding reaction in Tris buffer

results in an overall endothermic reaction (upward peaks), the

complex formation in the other buffers is exothermic (downward

peaks), its signal increasing from ACES to HEPES to PIPES.

c Integrated data of the heat signals observed for the measurements in

the four different buffers. The legend for the data is shown in panel b.

The 1:1 binding model curve does not fit perfectly to the integrated

data points of the titration in Tris buffer (dotted lines), suggesting a

more complex scenario, likely due to an active displacement of Tris

from the active site of the protein during ligand binding. Conse-

quently, the titration in Tris buffer was not considered for the

calculation of the heat of ionization. In contrast, the 1:1 binding

model perfectly fits to the data points of ACES, HEPES and PIPES,

confirming the chosen model in these cases. d Calculation of the heat

of ionization. The experimentally observed enthalpies DH�obs are

plotted against the heat of ionization DH�ion of the respective buffers.
The slope of the straight line describes the proton uptake during the

formation of the protein–ligand complex (on average 1.17 moles),

whereas its interception with the y-axis describes the buffer corrected

enthalpy of the binding reaction (DH�corrected = -46.2 kJ mol-1).

e Thermodynamic profiles of the complex formation in ACES,

HEPES and PIPES buffer as well as the buffer corrected thermody-

namic profile. For the buffer corrected profile, the change in the Gibbs

free energy DG� is calculated as the average of DG� observed in the

three buffers, DH� is derived as described in panel d, and the entropic

term is calculated from the numerical difference between DG� and

DH�. More experimental details are given in the supplementary

material
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provide access to affinity data for binding that is too tight to

be measured directly at the pH of interest. In this method,

affinities are measured at pH values showing less tight

binding, and are subsequently extrapolated to obtain the

affinity at the pH of interest [50, 59].

In special cases, buffer-uncorrected enthalpies can be

used for a relative comparison, particularly across a narrow

compound series and if all studied ligands induce the same

change in their protonation states. This may occur if the

site where the ligands are structurally modulated is remote

from the site where the protonation transfer occurs. All

binding events will be influenced by the superimposed

protonation change in similar fashion, but in a relative

comparison across the series this contribution cancels out.

For example, in a study of a congeneric series of phos-

phonamidate thermolysin ligands like the one shown in

Fig. 3a [48, 60], we observed a buffer dependency of the

enthalpic term. It was possible to identify Glu143 as the

site which entraps one proton upon ligand binding. How-

ever, because the parent scaffold of the congeneric ligand

series remains unchanged next to Glu143 and varies only at

a site remote to it, all ligands are equally affected by the

heat of ionization. In this example, only relative changes of

the thermodynamic signatures of the ligands were of

interest, and not their absolute values and thus the heat of

ionization contributions fall out of the correlation. How-

ever, it must be underscored that such data cannot be used

in a global correlation of thermodynamic properties on an

absolute scale. In the described thermolysin example, it

was sufficient to perform the ITC measurements in only

one buffer. However, it would be rather meaningless and

arbitrary to compare these results with data measured in

other buffers or with ligands showing a deviating basic

scaffold next to Glu143.

The presence of ionization effects upon complex for-

mation is not always so obvious. In a study on thrombin

inhibitors [55], mutual compensation of protonation effects

between ligand and protein occurred upon ligand binding.

The imidazole moiety of thrombin’s His57 released

0.6 mole of protons, whereas a primary amino function of

the inhibitor picked up an equal amount of protons,

resulting in a negligible detectable net proton exchange.

However, a ligand where the ionizable amino function was

replaced by a non-ionizable amide function revealed the

proton exchange upon complex formation—a release of

0.6 mole of protons only attributable to His57. It was

gathered that the same proton release occurs during binding

of the ligand with the amino function, but in this case it is

masked by the superimposed proton uptake of the latter

group, and therefore the expected buffer dependence is not

apparent. In such a case, buffer ionization corrections will

be difficult to make and accordingly cannot be successfully

performed without further studies. One strategy to at least

reduce the contribution of a superimposed proton linkage is

to perform the measurement in a buffer with low heat of

ionization (e.g. acetate buffer, DH�ion = 0.41 kJ mol-1).

Thus, the buffer contribution will be negligible. However,

the contribution added by the group of the protein or ligand

which displays the partner in the proton exchange reaction

will still show a heat effect.

Are any further effects expected to modulate the heat

contribution? Ions are often involved in ligand binding, and

in some cases can be detected in the formed crystal

structure [61]. The entrapment or the release of such ions

most likely has a heat contribution, representing a possible

artifact superimposed to the binding process which must be

corrected. Further influences can originate from the salt as

a component of the buffer. In recent studies on a host–guest

system comprising a hydrophobic binding site [62, 63], the

thermodynamics of binding is strongly influenced by dif-

ferent salts. The measurements in buffers containing NaF

or NaCl (‘kosmotropic’ salts) result only in a slight

increase in affinity with minor changes in enthalpy and

entropy. However, ITC measurements in buffers containing

NaClO4, NaSCN, NaClO3 or NaI (‘chaotropic’ salts) result

in significantly decreasing Ka values, involving a major

decrease in enthalpy and increase in entropy. It was shown

that the chaotropic anions competitively bind to the

hydrophobic pocket of the host and thereby modulate the

thermodynamics of binding [63]. In our own studies, we

analyzed a thermolysin-ligand binding reaction in buffers

containing 200 and 1000 mM NaSCN (Fig. 4a, b). As a

result, between 200 and 1000 mM NaSCN, the enthalpic

term increases, whereas the entropic term decreases.

Nonetheless, the Gibbs free energy is not significantly

affected (Fig. 4a).

Therefore, especially if chaotropic salts are used as a

buffer additive (e.g. for increasing the solubility of an

otherwise not sufficiently soluble protein, so-called ‘salt-

ing-in’ effect of chaotropes) and the active site of a protein

contains a hydrophobic concave surface as a binding site

for the chaotropic anions [64], the binding profile can be

significantly influenced by the added salt. Again, in the

case of congeneric series of ligands where all studied

ligands show the same effects, the contribution will cancel

out in a relative comparison.

Temperature-dependency of DH�, change in heat
capacity DCp and van’t Hoff analysis of DH�

It is well recognized that chemical processes are dependent

on temperature. In consequence, chemical equilibria and

the corresponding association or dissociation constants are

temperature-dependent. As the Gibbs free energy is related

to the latter constants (Eq. 1), also this property will in
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general be dependent on temperature. DG� factorizes into

enthalpy and entropy, whereby entropy is weighted with

the absolute temperature (Eq. 2). Likewise, DH� and DS�
change with temperature. The partial derivative of the

enthalpy with respect to temperature while holding the

pressure constant reveals the above-mentioned change in

heat capacity DCp (kJ mol-1 K-1) of a reaction:

DCp ¼
oDH�

oT

� �
p

ð5Þ

The change in heat capacity DCp describes the amount

of heat which is necessary for a temperature change of the

system of 1 K. In other words, it describes how well the

system can absorb or release heat, attributable to the

available degrees of freedom [14]. Empirically, a correla-

tion of increasing DCp with an increasing burial of apolar

and polar surfaces between macromolecules has been

found, which is associated to the displacement of water

molecules upon complex formation [65]. According to

Eq. 5, for the analysis of the change in heat capacity DCp

of a protein–ligand complex formation, the change in DH�
at different temperatures needs to be determined. Interest-

ingly, in biological systems, DCp of a protein–ligand

complex formation almost exclusively exhibits negative

values, and usually adopts values differing from zero.

Accordingly, the complex exhibits a lower heat capacity

compared to the sum of heat capacities of protein and

ligand in their uncomplexed state. With respect to enthalpy

and entropy, this general behavior results in the finding that

protein–ligand complex formation becomes more exother-

mic (enthalpic) with increasing temperature and simultane-

ously entropically less favorable [49]. This observation can

be exploited in ITC measurements. The property measured

in an ITC experiment is a heat signal resulting from the

enthalpic component of binding. Thus, a predominantly

entropically driven process hardly produces any measurable

effect. If such a situation is experienced, the titration should

be repeated at a temperature 5 or 10 K higher or lower.

Then, usually a detectable signal can be recorded. On the

other hand, this observation clearly demonstrates that the

thermodynamic properties are not temperature independent,

even in the small windows accessible with biological sys-

tems. It also implies that values of DG�, DH� and -TDS�
measured at different temperatures can hardly be compared

directly. Furthermore, it indicates that some care is needed

to define a process as ‘enthalpy or entropy-driven’, as it

matters at which temperature the process has been recorded

[66]. This means, in a discussion of thermodynamic prop-

erties, we should only compare series of complexes mea-

sured at the same temperature relative to each other and

regard them in the comparative analysis as ‘enthalpically or

entropically more favored’ in their formation.

Popular evaluations of thermodynamic properties make

use of the so-called van’t Hoff evaluation [14, 67, 68]. For

this, usually the biological system under consideration is

studied at for example three different temperatures by

evaluating well-recordable signals such as a change in a

spectroscopic property or shifts in resonance signals. The

recorded signals are then used to quantify the concentra-

tions (or better: activities) of the unbound and bound spe-

cies involved in the equilibrium. However, therefore, the

binding event has to follow a two-state transition between

the free and bound state and the change in the recorded

spectrometric signals, subsequently used to assign the

binding constant, has to consider all of the free and bound

molecules involved in the complex formation reaction [1,

14, 49]. Considering the recent results found by simulations

to describe binding kinetics, at least questions this

assumption quite strongly, as usually multistep mecha-

nisms have to be discussed [69]. At this point the burden is

on the experimentalist to correctly assign the concentra-

tions at equilibrium, however, usually it is by no means

trivial to ensure this assumption. The measurements of the

binding constants are in the following performed at dif-

ferent temperatures and for the evaluation the integrated

form of the van’t Hoff equation is used [14]:

ln
K2

K1

� �
¼ 1

R

Z T2

T1

DH�ðTÞdT
T2

ð6Þ

The binding constants K1 and K2 for a reaction describe

the measurement at the two different temperatures T1 and

Fig. 4 a Effect of salt concentration on the thermodynamics of

binding of the same thermolysin-ligand binding reaction performed in

buffers containing the chaotropic salt NaSCN at concentrations of 200

and 1000 mM. Standard deviations are given for the measurements

performed in duplicate. Experimental details are given in the

supplementary material. b Crystal structure of the protein in complex

with the analyzed ligand (PDB code 5DPF). Thermolysin is displayed

as white ribbon, the ligand binding to the active site is displayed as

stick representation (orange) and the Fo - Fc omit electron density of

the ligand is shown at a contour level of 3r as green mesh. The

crystal structure clearly reveals a 1:1 binding mode
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T2. Frequently, for the evaluation a ‘‘simpler’’ form, the so-

called linear form of the van’t Hoff equation is used

(Eq. 7), which, however, only arises if DH� is assumed to

be temperature independent, as only then it can be taken

out of the integral:

ln
K2

K1

� �
¼ DH�

R

Z T2

T1

dT

T2
¼ � DH�

RðT2 � T1Þ
ð7Þ

Applying this latter form, the binding constants are

plotted against the reciprocal of the temperature and

evaluated by a linear fit, where the slope of the straight line

describes the van’t Hoff enthalpy. However, as described

above, this is usually a non-valid assumption, as experience

shows that DCp deviates from zero and thus DH� is actually
temperature dependent. To circumvent this, integration of

the differential form of the equation requires some kind of

approximation to describe the temperature dependency of

DH�(T), for example as a Taylor expansion, to achieve a

non-linear fit.

The advantage of ITC experiments is that they are per-

formed at one temperature and reflect the entire binding

process. They including all heat signals produced, even if

binding passes through multiple states. From this, DG� and
DH� become available. At first glance, heat capacity changes

appear as an ideal property to relate structural properties and

molecular degrees of freedom with thermodynamic entities.

However, measurements of DCp require ITC experiments to

be performed across a temperature range. As amatter of fact,

the complexity of multicomponent systems like protein–li-

gand complexes, including the surrounding aqueous buffer

environment, is so large that the changes of heat capacity are

very difficult to interpret on molecular level [14]. It should

not be forgotten that the ubiquitously present water in bio-

logical systems is a substance with one of the largest heat

capacities known, and most likely the changes with tem-

perature while studying biological processes involve major

changes in the surroundingwater environment superimposed

or inherently correlated with the changes of the biological

system.

The importance of high ligand purity
and accurately known ligand and protein
concentrations

The importance of ligand purity and the determination of the

exact ligand concentration is well appreciated [14, 30, 47,

56]. Inaccurate ligand concentration can be the result of

solution preparation directly based on a ligand sample’s

weight if the sample contains unexpected impurities. Water

is a common impurity for hygroscopic powders in particular;

impurities may also originate from the synthesis. Even

without impurities, accurate weighting in can be a serious

problem, especially for electrostatically charged ligand

powders. This problem can be addressed by an antistatic

device, which, however, is not available in many laborato-

ries. Another concern is that ligands in solution (for instance

in a ligand stock solution) can suffer from chemical insta-

bilities like partial hydrolysis over time during storage.

Inaccurate or inadequate methods to determine the ligand

solution concentration, for example via HPLC, might also

impose a problem. Incorrect ligand and protein concentra-

tions both have only minor consequences for the accurate

determination of DG� [29, 30, 56]. However, for titrations in
the c-value range of 10–500, incorrect ligand concentrations

have a huge impact onDH� in particular [29, 30, 56], because
the measured heat signal is attributed to a false amount of

injected ligand. Errors resulting from ill-defined ligand

concentrations must be classified as systematic, mostly

unrecognized errors [47, 56, 70]. On the other hand, for low

c-value titrations, it is the inaccuracy in the actually active

protein concentration that lead to inaccurate DH� determi-

nations [29, 30]. In addition to their effects on concentration,

ligand impurities also lead to unpredictable heat reactions.

The first indication about ligand purity is the stoichiometry

n of the binding reaction available from proper sigmoidal

titration curves (described by the ‘incomplete fraction’

parameter in the program SEDPHAT), especially in studies

of ligand series binding to the same protein. Assuming that

the protein shows unchanged activity in each measurement

(which can be achieved by using protein material from the

same batch), the stoichiometry should remain unchanged

throughout the measurement of the whole series. If this is not

the case, ligand impuritymay provide an explanation. Itmust

be noted that the experimentally determined stoichiometry

will hardly match exactly 1.00, even in a simple one-site

binding reaction, due to partial degradation or denaturation

of the protein. If the protein activity is controlled by an

independent experiment and n is found to be significantly

lower than the expected value, the most likely reason is a

higher than expected ligand concentration. If the stoi-

chiometry cannot be determined experimentally, as is the

case for low c-value titrations with fixed stoichiometry, a

thorough purity validation must be conducted. This can be

done using mass spectrometry (MS), quantitative nuclear

magnetic resonance spectroscopy (qNMR), high-perfor-

mance liquid chromatography (HPLC) or elemental

analysis.

How accurate are ITC results, what is the true
error and which systematic errors exist?

As mentioned, a comparative study across 14 independent

laboratories has investigated the simple one-to-one binding

reaction between carbonic anhydrase II and
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4-carboxybenzensulfonamide. This study gave a DH� of

-43.5 ± 10.5 kJ mol-1 and a Ka of 1.00 ± 0.22 9

106 M-1 [47]. The reported values suggest rather worrying

uncertainties of more than 20 % in DH� as well as in Ka!

For the determination of Ka, c-values of the isotherms

below 20 were found to be the main source of such pro-

nounced uncertainty. However, due to the logarithmic

relationship between Ka and DG� (Eq. 1), uncertainties in

the values of Ka are of minor influence for the calculation

of accurate DG� values [29]. For the determination of DH�,
an accurate ligand concentration was found to be particu-

larly critical. In a reanalysis of this study [70], the

observed ligand concentration uncertainties were found to

amount to about 10 %, while it was stated that based on all

precision limiting steps, uncertainties of below 1 % in the

ligand concentration could have been achieved for this

reaction. If quantifiable, uncertainties in the ligand con-

centration should be stated together with other errors as a

total uncertainty value [70]. However, the errors reported

for ITC experiments are often simply taken from the

nonlinear least squares fit of a model curve to the data

points. Alternatively, standard deviations are given for

multiply performed measurements, which state the

repeatability of the measurement by one person, but not its

reproducibility by independent persons and over indepen-

dent laboratories [3]. Hence, the observed deviations of

more than 20 % in the study must be considered as sys-

tematic errors which would otherwise have never been

reported, and the errors detected by all independent labo-

ratories would have been greatly underestimated. One way

to discover systematic errors in DH� originating from

deficiencies in the execution of the measurement is the use

of enthalpy standards, which can also uncover uncertain-

ties originating from the ITC instrumental setup itself, for

instance from devices such as VP-ITC, ITC200, and the

Nano ITC-III. One proposed enthalpy standard reaction is

the titration of 5 mM NaOH into the cell containing

0.5 mM HNO3 at 25 �C [71]. The performance of chem-

ical calibration has been suggested in addition to the rou-

tine electric calibration in order to avoid the occurrence of

undetectable, systematic calibration errors of the ITC

instrument and thus lowered accuracy [72]. Electrical

calibration errors of 5 % were reported as not uncommon

[73]. This is of particular importance if the determination

of thermodynamic data on an absolute scale is intended.

However, for ligands with affinities in the optimal range,

especially for relative comparison, congeneric ligand series

of well-characterized systems are expected to show

deviations in DH� smaller than 1 kJ mol-1 [14]. This

estimation is in reasonable agreement with reported

achievable deviation of 1 % for Ka and DH� without the

inclusion of systematic errors, and of 3 % with systematic

errors consideration [32].

Recently, certain weaknesses in the commonly applied

protocol for analyzing Ka (and thus DG� and -TDS�) from
the experimentally obtained enthalpies have been pointed

out [7]. For the correct calculation of the equilibrium

constant, all components involved in the equilibrium must

be considered. In addition to protein–ligand interactions,

this involves interactions between buffer components and

protein molecules, as well as protein–protein interactions.

Clearly, such interactions are almost never considered in

the parameter determination. Furthermore, as mentioned in

the beginning, activities of the solvated components must

be taken rather than concentrations because the studied

solutions are likely not ideal. Typically, the differences

between concentrations and their real activities are con-

sidered negligible. However, the concentrations of espe-

cially weak binding ligands and protein solutions can differ

significantly from their activities. For instance, the activity

coefficient of protein molecules can be influenced by the

applied buffer (buffer salt, pH, additives). The ligand

solution activity can be influenced by partial insolubility or

ligand aggregation, especially of hydrophobic compounds.

One option for considering the possible influence of

activities instead of concentrations is the implementation of

ITC measurements over a protein concentration range and

in different buffers [7]. This should show whether the

recorded equilibrium constants are equal for every mea-

surement. Strong concentration dependencies would sug-

gest a necessity to determine the real protein and ligand

activities, for instance via equilibrium dialysis or poten-

tiometric titration [74]. We performed ITC titrations of the

same protein–ligand binding reaction with different ther-

molysin concentrations between 50 and 300 lM (Fig. 5).

As a result, the magnitude of DG�, DH� and -TDS� sig-

nificantly decreases with increasing protein concentration,

whereas the relative difference between DH� and -TDS�

Fig. 5 Thermodynamic binding profiles of the same protein–ligand

binding reaction measured at different thermolysin concentrations of

50, 80, 100, 200 and 300 lM. The chemical structure of the analyzed

ligand is shown in Fig. 4b (crystal structure PDB code 5DPF).

Experimental details are given in the supplementary material
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remains constant. Accordingly, over the studied concen-

tration range, the measured protein solutions are no ideal

mixtures and their concentrations are not equal to their real

activities. Thus, comparison of data on an absolute scale

and from measurements based on different protein con-

centrations cannot be performed accurately without

knowledge of the activity coefficients.

Further systematic errors can originate from numerous

sources, including solvent evaporation during the mea-

surement, adsorption of reactive components at the cell

wall, mechanical effects (e.g. from the stirring of the syr-

inge paddle), metal corrosion of the device [73], smaller

volume of the sample cell than usually assumed [75], as

well as the temperature dependency of the buffer pH [76].

These factors will not be discussed here in detail.

Comparison of available analysis software

For the analysis of raw data, several analysis programs are

available. For instance, Origin 7 SR4 (OriginLab Corpo-

ration, Northampton, MA, USA) is useful for peak inte-

gration and model fitting. Alternatively, NITPIC [54] can

be used for peak integration in combination with its com-

panion program SEDPHAT [77] for model curve fitting.

Another option is AFFINImeter (Software for Science

Developments, Santiago de Compostela, A Coruña, Spain),

a web-based tool for model fitting of integrated data. In our

own experience, Origin gives comparable results to NIT-

PIC/SEDPHAT for titrations showing strong heat peaks.

However, for smaller peaks with poor signal-to-noise ratio

or a less well-defined baseline, analysis can be tricky using

Origin. Manual adjustment of baseline and integration

limits is frequently required, and can easily induce unde-

sired bias, especially in the hands of unexperienced users.

We have found that the shape analysis and integration of

heat peaks by NITPIC in combination with model fitting by

SEDPHAT delivers the most unbiased, well-defined ther-

mograms. The achievability of quality improved isotherms

by NITPIC compared to Origin has also been described in

literature [78]. For further improvement in data precision,

SEDPHAT offers the combined analysis of several ITC

isotherms (‘global ITC’), and even offers the analysis in

combination with data originating from other biophysical

techniques (‘global multi-method analysis’) such as surface

plasmon resonance (SPR) [79].

Conclusion

For the estimation of the quality of data obtained by ITC, it

is necessary to develop a basic understanding of the

method itself. Then, under the assumption that sufficient

experimental details can be extracted from the measure-

ment protocol, judgement about accuracy and uncertainty

of thermodynamic data can be drawn. Analysis of the shape

and curvature of the ITC isotherm and of the stoichiometry

n of the reaction provides information about data accu-

racy—the shape of the fitted model curve relative to the

data points informs whether the chosen binding model is

appropriate and how well the fit can actually be achieved,

whereas the curvature (c-value) informs whether a reliable

extraction of the thermodynamic binding parameters from

the curve is possible. Curvatures that are too flat or rect-

angular can lead to inaccuracies in the parameter extrac-

tion and require to apply special ITC techniques, such as

low c-value titrations or displacement titrations. The

stoichiometry, only experimentally available for sigmoidal

titration curves of a binding reaction, especially when

comparable across a series of ligands, can be an indicator

for the purity of both ligand and protein. Inaccuracies in the

latter will likely affect the accuracy of the recorded ther-

modynamic parameters. A very important point is the

dependence of the thermodynamic parameters on the

applied measurement conditions, especially if comparison

of data on an absolute scale is intended, which to our

opinion is hardly possible to achieve. Nevertheless, this has

been frequently done in literature, particularly to derive

general rules about thermodynamic properties and opti-

mization strategies in medicinal chemistry. A lot of care is

needed in the interpretation to establish such correlations.

Protonation reactions superimposed onto the actual binding

event can strongly affect the measured enthalpic contri-

bution to binding. If this is the case, the buffer effect must

be corrected prior to data usage. A comparison of ther-

modynamic data including different, uncorrected heats of

protonation will induce vast systematic errors, and artificial

enthalpy–entropy compensation will arise from this lack of

proper data correction. Trends can disappear in such arbi-

trarily correlated data. Furthermore, thermodynamic mea-

surements have to be performed at the same temperature if

mutual comparison is intended.

The best data quality can be achieved by using an

experimental setup that is optimized with respect to the

number of injections and the injection volume (resulting in

strong heat signals and a sigmoidal curvature of the iso-

therm), the ratio between ligand and protein at the end of

the titration (sufficient protein saturation) and the buffer

conditions (small heat of dilution, experimentally deter-

mined heat of ionization). Usage of the same protein batch

with unchanged concentrations across the entire experi-

mental series and highly pure ligand, measurement at a

constant temperature, and performing all steps with the

same operator and ITC device are also important. If nec-

essary, heats of ionization must be corrected. Considering

the complexity of ITC experiments and the large variety of

880 J Comput Aided Mol Des (2015) 29:867–883

123



possibly superimposed systematic effects, it is highly rec-

ommended to use ITC data only for a relative comparison

within narrow congeneric compound series. In our eyes,

only such evaluations make sense and can lead to relevant

and reliable conclusions. We also believe that classifica-

tions of ligands as ‘‘enthalpic’’ or ‘‘entropic’’ binders

should only be done as relative comparisons of closely

matching pairs. In any case such relative classifications

have to be limited to ‘‘more enthalpic’’ or ‘‘more entropic’’

in light of the fact that with increasing temperature pro-

tein–ligand binding becomes in general more enthalpy-

driven and ITC experiments are usually performed at 25 �C
and not at body temperature.

For the assessment of the data quality, we rely on

detailed experimental protocols provided by the experi-

menter. They describe the measurement parameters, raw

thermograms, report ITC isotherms, assessment of possibly

superimposed ionization reactions, and prove ligand purity.

Unfortunately, this is often not given, even though it should

be self-evident to include such data in the publication or in

the supplementary material. Accordingly, putative

reviewers of paper submissions are prompted to request

such information from the authors. Only this will enable

others to validate whether the data are suitable and reliable

enough for their purposes, for instance for a computational

study.
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