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Summary

As an effort to develop therapeutics for cancer treatments, a number of effective histone deacetylase inhibitors
with structural diversity have been discovered. To gain insight into optimizing the activity of an identified lead
compound, a computational protocol sequentially involving homology modeling, docking experiments, molecular
dynamics simulation, and free energy perturbation calculations was applied for rationalizing the relative activities
of known histone deacetylase inhibitors. With the newly developed force field parameters for the coordination
environment of the catalytic zinc ion in hand, the computational strategy proved to be successful in predicting
the rank orders for 12 derivatives of three hydroxamate-based inhibitor scaffolds with indole amide, pyrrole, and
sulfonamide moieties. The results showed that the free energy of an inhibitor in aqueous solution should be an
important factor in determining the binding free energy. Hence, in order to enhance the inhibitory activity by
adding or substituting a chemical group, the increased stabilization in solution due to the structural changes must
be overcome by a stronger enzyme-inhibitor interaction. It was also found that to optimize inhibitor potency, the
hydrophobic head of an inhibitor should be elongated or enlarged so that it can interact with Pro29 and His28 that
are components of the flexible loop at the top of the active site.

Introduction

Chemical transformations of histone proteins com-
plexed with DNA in the nucleosome, such as acetyla-
tion of their lysine sidechains, are known to have influ-
ence on gene transcription [1]. In this regard, inappro-
priate recruitment of histone deacetylases (HDACs)
has been shown to cause transcriptional silencing in
cancer cell lines. The inhibition of HDACs may thus
lead to transcriptional reactivation, cell-cycle arrest,
and terminal differentiation of transformed cells, and
appears to be a new promising approach to cancer
chemotherapy [2, 3].

The human histone deacetylases are classified into
two distinct groups, the HDACs and the SIRTs [4].
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The HDACs are further divided into two major sub-
classes according to the sequence homology. While
class I HDACs (HDAC1, HDAC2, HDAC3, HDAC8,
and HDAC11) are homologous to the yeast histone
deacetylase called Rpd3, class II HDACs (HDAC4,
HDAC5, HDAC6, HDAC7, HDAC9, HDAC10) have
homology to the yeast HDAC Hda1. Although the
class II HDACs are roughly twice as large as class I
HDACs, all HDACs possess a highly conserved cata-
lytic domain of approximately 390 amino acids with
their catalytic activities dependent on the presence of
a divalent zinc ion. On the other hand, SIRTs are
a family of NAD-dependent deacetylases showing a
significant sequence divergence from HDACs [5].

Although no three-dimensional structure of HDAC
has been reported thus far except for the NAD-
dependent HDAC (Sir2) [6], the crystal structure of
histone deacetylase-like protein (HDLP) in unliganded



376

and inhibitor-bound forms provided much informa-
tion pertinent to the catalytic mechanism and inhibitor
binding [7]. It was proposed that the acetylated lys-
ine sidechain would be deacetylated by an activated
water molecule in the active site through the elec-
trophilic catalysis of a divalent zinc cation with one
histidine and two aspartate ligands, which is remin-
iscent of a catalytic mechanism of zinc proteases
[8]. The structure of HDLP also revealed that large
and well-defined loops are associated with a binding
pocket that has a tube-like shape with a depth of ∼11
Å. The pocket whose wall consists of hydrophobic
residues gets wider near the bottom at which the zinc
ion and polar residues are positioned so as to prop-
erly accommodate the acetylated amine moiety of the
substrate.

Since the discovery of the antifungal antibiotic
trichostatin A (TSA) and a few hydrophobic cyclic
peptides as potent inhibitors of HDAC [9–12], a num-
ber of structurally diverse HDAC inhibitors have been
reported in the literature, most of which possess a hy-
droxamic acid moiety at one terminus of the molecular
structure to chelate the active site zinc ion [13–20].
A common structural feature of these inhibitors is
the existence of a hydrophobic head that is separated
from the zinc-binding group through a hydrophobic
tether that extends 5 or 6 carbons long. Several non-
hydroxamate inhibitors have also been identified, in-
cluding short-chain fatty acids [21, 22], MS-27-275
[23], trifluoromethyl ketones [24], phosphorus-based
compounds [25], bisulfide bromotyrosine derivatives
[26], and α-keto amides [27]. Still in progress are
the synthetic studies to optimize inhibitory strength,
stability, and bioavailability.

The present study is undertaken to gain insight into
improving the potency of identified inhibitor scaffolds
by means of free energy perturbation (FEP) calcula-
tions based on molecular dynamics (MD) simulation.
As a starting point, we constructed a model for the
catalytic domain of HDAC1 using the X-ray structure
of HDLP as a template that shares 35.2% sequence
identity with the human HDAC1. For such a high se-
quence identity, homology modeling generally yields
a structure that is accurate enough for use in sub-
sequent computational studies [28]. For example, it is
known that homology modeling from a template with
a sequence identity of only about 20% can generate a
protein model that serves as a good starting point for
structure-based drug design if ligand binding informa-
tion could be considered explicitly [29]. We analyzed
the binding modes of recently reported HDAC inhib-

itors from their docking simulation in the HDAC1
catalytic core modeled with HDLP-TSA complex.
Shown in Figure 1 are the structures of 12 derivat-
ives of three inhibitor scaffolds under investigation.
For these inhibitors, the most stable HDAC1-inhibitor
complex found in the docking experiment was taken as
a starting structure of the MD-based FEP calculation.
Prior to the free energy simulation, we developed force
field parameters to describe the active site zinc cluster
complexed with the hydroxamic acid moiety because
they are unavailable in the standard force field data-
base. Then, we tried to explain the structure-activity
relationship (SAR) of the known inhibitors by calcu-
lating the relative binding free energies with the hope
that the resulting structural and energetic features for a
variety of enzyme-inhibitor complexes would provide
information pertinent to the optimization of inhibitor
potencies.

Computational methods

Homology modeling

The peptide sequence of human HDAC1 com-
prising 482 amino acid residues was retrieved
from the SWISS-PROT protein sequence data bank
(http://us.expasy.or/sprot/; accession number Q13547)
[30]. Domain analysis of the whole amino acid se-
quence in the Pfam database (http://www.sanger.ac.uk/
Software/Pfam/) showed that residues 9–321 should
constitute the catalytic domain with the identification
of HDLP from Aquifex aeolicus as its homologue
[31]. Sequence alignment between HDLP and the
catalytic domain of HDAC1 was then derived with
the CLUSTAL W package [32] using the BLOSUM
matrices for scoring the alignments. The paramet-
ers of GAP OPEN, GAP EXTENSION, and GAP
DISTANCE were set equal to 10, 0.05, and 8, re-
spectively. Opening and extensions gap penalty were
thus changed systematically, and the obtained align-
ment was inspected for violation of structural integrity
in the structurally conserved regions. Based on the
best-scored sequence alignment, the 3D structure of
HDAC1 was constructed using the MODELLER 6v2
program [33]. In this model building, we employed
an optimization method involving conjugate gradients
and molecular dynamics to minimize violations of the
spatial restraints. With respect to the structure of gap
regions, the coordinates were built from a random-
ized distorted structure that is located approximately
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Figure 1. Molecular structures of 12 HDAC inhibitors of three scaffolds under investigation, together with their inhibitory data. An asterisk
indicates the position at which the remaining structure of each inhibitor is connected.

between the two anchoring regions as implemented in
MODELLER 6v2. To increase the accuracy of the cal-
culated structure, loop modeling was also performed
with the enumeration algorithm [34].

Docking experiments

The AutoDock 3.0.5 program [35] was used to ob-
tain a starting structure for the MD simulations of
the enzyme-inhibitor complexes. It combines a rapid
energy evaluation through precalculated grids of affin-
ity potentials with various search algorithms to find
suitable binding positions for a ligand on a protein
receptor. Although the protein structure has to be
fixed, the program allows torsional flexibility of a lig-
and. The coordinates of the protein atoms were taken
from the final model of homology modeling. Dock-
ing to the HDAC1 active site was then carried out
using the new empirical free energy function and the
Lamarckian genetic algorithm [35], applying a stand-
ard protocol. In this docking simulation, we used the
standard AMBER force field for protein atoms and the
newly developed parameters for the active-site zinc
complex of HDAC1 to be consistent with those used
in the subsequent free energy simulations. Of the con-
formations obtained from 200 independent docking
runs, results differing by less than 1.5 Å in positional
root-mean-square deviation (RMSD) were clustered

together. Since zinc chelation is believed to be critical
for HDAC1 inhibition, only the solutions in which the
hydroxamic acid moiety is coordinated to the active
site zinc ion with associated interatomic distances of
less than 3.0 Å, were selected for further analyses. The
suitability of this distance criterion may be supported
by a recent docking study with AutoDock reported by
Mai et al. in which the interatomic distance between
the zinc ion and the carbonyl oxygen of hydroxamate
inhibitors falls within 3.0 Å [16].

Force field design

The bonded approach [36, 37] was adopted to repres-
ent binding of the metal ion to the enzyme-inhibitor
complex. Explicit bonds were placed between the zinc
cation and its ligands, since other non-bonded coun-
terparts have been known to be sensitive to the used
electrostatic model, leading to an undesirable coordin-
ation geometry [38]. To derive the associated force-
field parameters that are unavailable in the standard
force field database, we followed the procedure sug-
gested by Fox and Kollman [39] to be consistent with
the AMBER force field [40]. The equilibrium bond
lengths and angles for the active site zinc cluster were
taken from the optimized structure of a model zinc
complex representing the active site zinc cluster che-
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lated with a hydroxamic acid group. The geometry
optimizations were performed at the B3LYP/6-31G∗
level of theory with the Gaussian98 suite of programs.
We extracted the force constant parameters involving
the zinc ion from the earlier work of Hoops et al. [36]
and Ryde [37]. Using the energy-minimized structure,
RHF/6-31G∗ atomic partial charges were derived by
using the RESP methodology [41], to be consistent
with the standard AMBER force field. The Van der
Waals parameters for the zinc ion were taken from the
work of Hoops et al. [36], while those for the atoms in
hydroxamic acid, carboxylate, and imidazole groups
were assigned from the standard AMBER force field
database. We derived the potential parameters for all
HDAC inhibitors under investigation with the same
procedure as used for the active-site zinc complex,
which involves the geometry optimization and charge
fitting with the RESP method. The newly obtained po-
tential parameters for the active-site zinc complex and
the inhibitors were also used in the precedent docking
simulation.

In relation to the importance of the enzyme-
inhibitor environment in zinc coordination, Vanomme-
slaeghe et al. have reported that more reliable force
field parameters can be obtained with geometry op-
timization and population analysis on an extended
model system at a modest level of theory [42]. There-
fore, we carried out semiempirical PM3 and AM1
calculations with the MOPAC program as an effort
to improve the potential parameters for the active site
zinc complex of HDLP. However, it is found that the
coordination geometry in the X-ray structure may not
be maintained in geometry optimization, leading to the
formation of an undesirable tetrahedral complex in the
local energy minimum. We believe that the reason for
this failure should be the lack of reliable semiempir-
ical parameters for the zinc ion that can describe its
pentacoordination.

Molecular dynamics and FEP calculation

MD simulations of the HDAC1 in complex with the
inhibitors were carried out using the SANDER mod-
ule of AMBER 7 [43] with the newly developed
force field parameters in addition to those reported
by Cornell et al. [40]. As a starting structure of the
free energy simulation, we used the energy-minimized
structure of the best-scored enzyme-inhibitor complex
for which the coordinates of the inhibitor were ex-
tracted in the top-ranked conformational cluster. The
top-ranked clusters exhibited the highest population

Figure 2. Thermodynamic cycle used in calculating free energy
changes in aqueous solution (�Gu) and in HDAC1 active sites
(�Gb), and the relative binding free energy (��Gbind ).

except for the inhibitors 1a, 1b, and 3b. Even in
these cases, the lowest energy cluster was considered
only in further analysis because of a small differ-
ence in populations among the conformational clusters
(see Supporting Information for details). The all-atom
models for the enzyme-inhibitor complexes were neut-
ralized by adding chloride ions and were immersed
in rectangular boxes containing about 11,000 TIP3P
water molecules. After 1000 cycles of energy minim-
ization to remove any bad van der Waals contacts, we
equilibrated the systems beginning with 20 ps equi-
libration dynamics of the solvent molecules at 300 K.
The next step involved equilibration of the solute with
a fixed configuration of the solvent molecules for 5 ps
at 10, 50, 100, 150, 200, 250, and 300 K. Then,
the equilibration dynamics of the entire system was
performed at 300 K for 20 ps.

MD-FEP calculation was performed using a ther-
modynamic cycle-perturbation (TCP) approach [44–
46], which has been widely used in the theoretical
studies of various enzyme-inhibitor complexes [47–
52]. As depicted in Figure 2, the relative change
in binding free energy (��Gbind) can be computed
through nonphysical paths connecting the desired ini-
tial and final states. More specifically, this approach
enables calculation of ��Gbind between two structur-
ally similar inhibitors by computationally simulating
the ‘mutation’ of one to the other. Since the free energy
is a state function and, therefore, the sum of all ener-
gies in the thermodynamic cycle in Figure 2 is zero,
��Gbind can be expressed as follows:

��Gbind = �G2 − �G1 = �Gb − �Gu (1)

where �G1 and �G2 refer to the binding free ener-
gies of inhibitors I1 and I2, respectively, and �Gu and
�Gb to the free energies associated with the mutation
of I1 into I2 in aqueous solution and in the enzymatic
active site.
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Figure 3. Sequence alignment of the catalytic domain of HDAC1 with its homologue, HDLP. Asterisk (∗) and colon (:) represent identity and
similarity between the corresponding residues, respectively.

To determine ��Gbind between I1 and I2, there-
fore, the free energy changes of mutating I1 into I2
should be calculated both in aqueous solution and
in the HDAC1 active site. The free energy change
for converting I1 into I2 is computed by perturb-
ing the Hamiltonian of I1 (initial state) into I2 (final
state). This transformation is accomplished through
a parametrization of terms comprising the interaction
potentials of the system with a change of state vari-
able (λ) that maps onto reactant (λ = 0) and product
(λ = 1) states. The total free energy change for the
mutation from the initial to the final state is then com-
puted by summing incremental free energy changes
over several windows visited by λ as it changes from 0
to 1, which is summarized in the following equation:

�G = G1 − G0 = ∑
i

(
Gλ(i+1) − Gλ(i)

)

= −RT
∑
i

ln
〈
exp −

[
(Vλ(i+1)−Vλ(i))

RT

]〉
λ(i)

(2)

where G0 and G1 are the free energies of states 0
and 1, respectively, Vλ(i) represents the potential en-
ergy function for the representative state λ(i), and
<>λ(i) designates the ensemble average of the enclosed
quantity for the representative state λ(i).

Following the aforementioned equilibration dy-
namics, we performed 315 ps of perturbation for a
selected pair of inhibitors. Each perturbation con-

sisted of 21 windows with 5000 steps of equilib-
ration and 10000 steps of data collection. In this
MD-based FEP calculation, a periodic boundary con-
dition was employed in the NPT ensemble at 300 K
using Berendsen temperature coupling [53] and con-
stant pressure (1 atm) with isotropic molecule-based
scaling. The SHAKE algorithm [54], with a toler-
ance of 10−6, was applied to fix all bond lengths
involving hydrogen atom. We used a time step of 1 fs
and a nonbonded-interaction cutoff radius of 12 Å.
A doublewide sampling procedure was performed for
all of the structural transformations, and the reported
results are based on the averages from the backward
and forward simulations. As a rough estimation of the
statistical error, we used half the difference between
the absolute values of forward and reverse free energy
changes, and the error in ��Gbind is calculated as the
square root of the sum of the squares of the individual
errors in �Gu and �Gb.

Results and discussion

HDAC1 homology modeling

Figure 3 displays the sequence alignment of HDAC1
with HDLP, which was used as the template for con-
structing the homology model. Of the ten models cal-
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Figure 4. Comparative view of (a) the X-ray structure of HDLP in complex with TSA and (b) the final model in the homology modeling of
HDAC1 complexed with TSA. Carbon atoms of the inhibitor and the enzymatic groups are shown in pink and orange, respectively.

Figure 5. Superimposition of docked conformations of 1d (brown),
2c (pink), and 3d (gray).

Figure 6. B3LYP/6-31G∗ optimized structures of the zinc cluster
modeling the active site of HDAC1 in complex with a hydroxamic
acid inhibitor. Numbers in and out of parentheses are, respectively,
the interatomic distances (in Å) between the zinc ion and its ligand
atoms in the X-ray structure of HDLP-TSA complex and those in
the optimized structure of the model system. All hydrogen atoms
are omitted for clarity.
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culated for the same target (HDAC1) and the template
(HDLP), the one with the lowest value of the MOD-
ELLER objective function was selected as the best
model for HDAC1. The geometry of this final model
was then evaluated with PROCHECK [55], revealing
that the backbone � and � dihedral angles of 84.7%,
14.0%, and 1.3% of the residues are located within
most favorable, additionally allowed, and generously
allowed regions, respectively, of the Ramachandran
plot. This good stereochemical quality is not surpris-
ing for the high sequence identity (35%) and similarity
(56%) between the template and the target, which are
shown in Figure 3.

Since the model building of an enzyme-inhibitor
complex is believed to be more relevant for the pur-
pose of our study of the enzyme inhibition rather than
that of apoenzyme, homology modeling of HDAC1
was performed in the presence of the potent inhibitor
TSA. Compared in Figure 4 are the X-ray structures
of HDLP-TSA and the final model of HDAC1-TSA
complexes. The template and the target possess very
similar folding structure and are superimposable over
the main-chain atoms. As in the crystal structure of
HDLP, a zinc ion resides at the bottom of the cata-
lytic domain of HDAC1, revealing a distorted square
pyramidal coordination with five ligands: Asp176,
His178, Asp264, and the hydroxamic acid group of
the inhibitor. Tyr303 in the active site of HDAC1
that corresponds to Tyr297 in HDLP, donates a hy-
drogen bond to the inhibitor carbonyl oxygen. The
residues of HDAC1 (Pro29, Phe150, and Leu271) re-
sponsible for hydrophobic interactions with inhibitor
groups are also identical to those of HDLP (Pro22,
Phe141, and Leu265). However, the residues Gln26,
Gly27, Met30, Glu98, Asp99, and Cys100, which are
components of the active site loops of HDAC1, differ
from the corresponding Lys19, Asn20, Leu23, Tyr91,
Glu92, and Asn93 in HDLP, respectively, suggesting
that a structural refinement of the active site loops
would be required for detailed studies of the catalytic
mechanism and enzyme inhibition.

Docking experiments

All inhibitors that need to be mutated for free en-
ergy simulations were docked onto the modeled active
site of HDAC1 from which the inhibitor TSA had
been removed. The number of conformational clusters
involving the chelation of the zinc ion by the hy-
droxamate moiety ranges from 5 to 15 depending on
the number of rotatable bonds. No single cluster ex-

hibits a dominant population except for the inhibitors
of Scaffold 2 for which 45–68% of docking solutions
are included in the best-scored one (see Supporting
Information for details). Consistent with the docking
analysis reported by Mai et al. [16], either carbonyl or
hydroxyl oxygen of the inhibitors under investigation
is situated at a distance of less than 3.0 Å from the
zinc ion in all AutoDock solutions in the best-scored
conformational cluster. Figure 5 shows the best-scored
AutoDock conformations of compounds 1d, 2c, and
3b, each of which is the most potent inhibitor of the re-
spective scaffold under investigation. The results from
the docking simulation are self-consistent in that the
functional groups of similar chemical character are
placed in similar ways with comparable interactions
with the protein groups. As revealed by superposition
of their docked structures, for example, the hydrox-
amic acid group and the hydrophobic head of the
inhibitors are directed to the catalytic zinc ion and the
active site loop structure, respectively. The carbonyl
and sulfonyl oxygens of the inhibitors are exposed
to the exterior of protein, residing in different lat-
eral positions in the active site gorge. These groups
are expected to interact with bulk solvent in aqueous
solution.

Force field design for active site zinc cluster in
complex with a hydroxamic acid

We used a general approach to systematically derive
the potential parameters for metalloproteins to ex-
tend the AMBER force field to model the zinc ion
in HDAC1. The method involves geometry optimiz-
ation of the model system for active site zinc complex
chelated by a hydroxamic acid inhibitor. In this simpli-
fied model for an enzyme-inhibitor complex, methyl
imidazole and two acetate ions are used to represent
the active site histidine and two aspartate sidechains,
respectively. Figure 6 displays the structure of a local
energy minimum whose input structure was taken
from the X-ray structure of HDLP-TSA complex. As
in the crystal structure of HDLP-TSA complex and
in the homology model of HDAC1-TSA complex, the
zinc ion has a distorted square pyramidal coordination
with the imidazole group occupying the axial position.
As indicated in Figure 6, the interatomic distances
involving the zinc ion compare reasonably well with
those in the crystal structure of HDLP-TSA complex
except for those associated with zinc chelation by the
inhibitor hydroxamate group. This can be attributed
to the lack of macromolecular structural environment
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around the zinc complex including the polar residues
such as His140, His141, and Tyr303 that stabilize the
hydroxamate group at the bottom of the active site.

It is also noted that in the optimized structure,
the RESP atomic charge of the zinc ion decreases
from +2 e to +0.8 e. On the other hand, the atomic
charges of ligand atoms become less negative by 0.1
e − 0.3 e when compared to those in the standard
AMBER force-field database and in hydroxamic acid
inhibitors in vacuo. These reflect charge redistribution
between the zinc ion and its ligands upon formation of
metal complex. We used these newly obtained atomic
charges in the free energy simulation because it had
been well appreciated that the ‘Zn2+’ model with
standard force field for ligands is inadequate for main-
taining the coordination geometry of an active site zinc
complex during the simulation [36–38].

MD-FEP calculation

As a check on the reliability of the simulation, we
check to see if the protein structure in the HDAC1-
inhibitor complexes stays close to that of the starting
structure obtained from homology modeling under
the simulation conditions. For this purpose, we cal-
culate the time dependence of the root-mean-square
deviation from the initial structure (RMSDinit) for all
backbone heavy atoms of HDAC1 in the free energy
simulations. As can be seen in Figure 7, the backbone
RMSDinit values for the enzyme-inhibitor complexes
remain within 2.0 Å with a convergent behavior with
respect to simulation time, indicating the stability of
the protein conformation during the entire course of
simulations. We thus expect that the calculated free
energy differences would be due to the structural per-
turbations of the ligand and the resulting changes
in the enzyme-inhibitor interaction instead of some
unwanted large conformational changes in the protein.

Figure 8 displays the time evolutions of RMSDinit
values for all heavy atoms of the HDAC inhibitors
under investigation in the course of free energy sim-
ulations. The RMSDinit values of all ligands are found
to fall within 1.5 Å, and remain around 1.0 Å at the
end of simulation in most cases. This indicates that
during the structural transformations, the inhibitors
have been maintained stable in the active site with a
positional shift less than the conformational change
of the protein, further supporting the reasonableness
of the simulation conditions described in the previous
section.

Summarized in Table 1 are the calculated relative
binding free energies with respect to a single reference
compound, in comparison with the corresponding ra-
tio of experimental IC50 values of the latter to that of
the former. In accordance with the previous experi-
mental results of Dai et al. [14], our FEP calculations
predict that potencies of the five inhibitors belonging
to Scaffold 1 would increase in the following order:
1b < 1a < 1c < 1e < 1d. However, it appears that the
large difference (6.5 kcal/mol) in ��Gbind between
1d and 1e should be overestimated in the calcula-
tions as compared to only a 3-fold difference in IC50
values. Judging from the comparison of �Gu and
�Gb, the decrease of inhibitory strength in going from
1a to 1b may be attributed to the greater stabiliza-
tion in aqueous solution than in the HDAC1 active
site with the change of the hydrophobic head from
phenyl to pyridinyl groups. This result indicates that to
increase the inhibitor potency, the structural modific-
ation should be made in such a way that the resulting
increase of enzyme-inhibitor interaction overbalances
that of stabilization energy in bulk solvent, as in the
case of the substitution of a pyrrole moiety in 1c for
the phenyl ring in 1a. For the same reason, the ex-
tension of the hydrophobic head from pyrrole in 1c
to indole in 1d leads to the increase of inhibitory
strength. However, the replacement of -NH- in 1d with
-O- in 1e lowers the inhibitor potency, due mainly to
weakening of the enzyme-inhibitor interaction. Taken
together, it is likely that the activity optimization of
Scaffold 1 should involve the introduction of a hy-
drogen bond donor group and the enlargement of the
aromatic group in the hydrophobic head. Indeed, a
detailed trajectory analysis for the HDAC1-1d com-
plex indicates that as shown in Figure 9, the hydrogen
bond between the inhibitor indole moiety and the side-
chain of Asp99 may be a significant binding force that
stabilized 1d in the HDAC1 active site.

The size of the hydrophobic head is also found
to be important in raising the activity of Scaffold 2
[15]. As shown in Table 1, both the previous experi-
mental and the present computational results indicate
that among the substitutions under consideration, the
biphenyl group in 2c would be the best choice for the
hydrophobic head. As can be inferred from the pos-
itive and negative signs of �Gu and �Gb in the 2a
→ 2c perturbation, respectively, the resulting increase
in the inhibitor potency should be due to the com-
bined effects of destabilization of the inhibitor in bulk
solvent and strengthening of the enzyme-inhibitor in-
teraction. The perturbation calculation for the 2a →
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Figure 7. Time evolutions of the RMS deviation from initial structures of backbone heavy atoms in HDAC-inhibitor complexes for (a) Scaffold
1, (b) Scaffold 2, and (c) Scaffold 3.

Figure 8. Time evolutions of the RMS deviation from initial structures for all heavy atoms of the inhibitors belonging to (a) Scaffold 1, (b)
Scaffold 2, and (c) Scaffold 3.

2b mutation shows that although the stabilization of
an inhibitor in the HDAC1 active site can be maxim-
ized by substitution of a methoxy group at the para
position of 2a, simultaneously increased stabilization
in aqueous solution enhances the inhibitory strength
of 2b only by a factor of 3 as compared to that of
2a. Both �Gu and �Gb become positive with the en-
largement of the hydrophobic head from phenyl in 2a
to naphthyl in 2d. In this mutation, however, the in-
hibitory strength increases because the destabilization
in aqueous solution is greater than that in the HDAC1
active site. The present FEP calculation predicts that
2d and 2e are almost equipotent, which is inconsistent
with the experimental finding that the former is more
potent than the latter by a factor of 10. For the present,

unfortunately, we are unable to find a reason for such
an inconsistency without ambiguity.

To find the structural relevance to understand the
size effects of the hydrophobic head on the potency
of inhibitors belonging to Scaffold 2, we examine the
characteristics of its interaction with the HDAC1 act-
ive site. Compared in Figure 10 are the representative
MD trajectory snapshots of HDAC1-2c and HDAC1-
2d complexes. We see that the biphenyl moiety of 2c
interacts with His28 and Pro29 that are components
of a flexible loop at the top of the active site, and
with the sidechain of Phe150 (Figure 10a). On the
other hand, the naphthyl group of 2d stays away from
the loop residues and points toward the sidechains
of Phe150 and Leu271 to establish a Van der Waals
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Table 1. Calculated free energy changes in aqueous solution (�Gu) and in
HDAC1 active site (�Gb), and the binding free energy change (��Gbind )
for the inhibitors with respect to a single reference compound, in comparison
with the experimental IC50 value of the final state to that of the initial state.
All energy values are given in kcal/mol.

Mutation �Gu �Gb ��Gbind IC50 ratio

Scaffold 1

1a → 1b − 8.9 ± 0.0 − 8.4 ± 0.0 0.5 + 0.0 1.67

1a → 1c − 1.2 ± 1.5 − 3.5 ± 0.3 −2.3 +1.5 0.52

1a → 1d −64.8 ± 1.5 −74.6 + 0.4 −9.8 ± 1.6 0.01

1a → 1e −41.4 ± 1.6 −44.7 ± 0.7 −3.3 ± 1.7 0.03

Scaffold 2

2a → 2b − 5.7 ± 0.2 − 6.6 ± 0.2 −0.9 ± 0.3 0.30

2a → 2c 2.7 ± 0.5 − 1.2 ± 0.5 −3.9 ± 0.7 0.05

2a → 2d 3.2 ± 0.1 1.2 ± 0.2 −2.0 ± 0.2 0.25

2a → 2e − 1.2 ± 0.1 − 3.5 ± 0.1 −2.3 ± 0.1 2.50

Scaffold 3

3a → 3b − 0.1 ± 0.8 − 2.1 ± 0.2 −2.1 ± 0.8 0.03

Figure 9. Representative MD trajectory snapshot of HDAC1-1d
complex including solvent molecules near the inhibitor. The dot-
ted line indicates the hydrogen bond that is established between the
inhibitor indole moiety and the sidechain of Asp99.

contact (Figure 10b). Since the crystallographic tem-
perature factors in the X-ray structure of free HDLP
show a major peak at the loop consisting of residues
14–22 [7], the corresponding flexible loop of HDAC1
including His28 and Pro29 is likely to play a signi-
ficant role in substrate binding and product release
through a high-amplitude motion as confirmed in other
proteins [56–58]. Therefore, a tight binding to such a
flexible loop structure may be an important compon-
ent of enzyme inhibition. Thus, the superiority of the
inhibitor 2c among those of Scaffold 2 can be attrib-
uted to the possession of a suitable hydrophobic group
(biphenyl moiety) with appropriate length to interact
with the loop residues.

We now turn to Scaffold 3 to further address the
effect of the length of the hydrophobic head on bind-
ing free energies. As shown in Table 1, one-carbon
elongation from 3a and 3b leads to a decrease in
binding free energy by about 2.1 kcal/mol, which is
consistent with the experimental data [16]. The repres-
entative MD trajectory snapshots for the two inhibitors
are shown in Figure 11 to compare their binding
modes in the HDAC1 active site. A common structural
feature is an establishment of a hydrophobic con-
tact between the inhibitor pyrrole moiety and Gly149,
Phe150, and Pro206. It is characteristic of HDAC1-
3a complex that the hydrophobic head is exposed to
bulk solvent without involving a significant interaction
with enzymatic groups because of the water molecules
solvating the active site loop residues including His28,
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Figure 10. Representative MD trajectory snapshots of (a) HDAC1-2c and (b) HDAC1-2d complexes including solvent molecules near the
inhibitors.

Figure 11. Representative MD trajectory snapshots of (a) HDAC1-3a and (b) HDAC1-3b complexes including solvent molecules near the
inhibitors.

Pro29, Glu98, and Asp99. This hydration shell is most
likely to prevent the phenyl moiety of the inhibitor
from approaching the loop residues, playing a role of
limiting the inhibitory strength of 3a. On the other
hand, as shown in the structure of HDAC1-3b complex
(Figure 11b), the elongation of the hydrophobic head
from phenyl to benzyl groups facilitates binding of the
inhibitor to Pro29. Although a solvation shell is also
found around Glu98 and Asp99, this is unlikely to sig-

nificantly affect the inhibitor potency because neither
of the inhibitors possesses a hydrogen-bonding group
at the hydrophobic head.

Conclusions

We have applied a computational protocol sequentially
involving homology modeling, docking experiments,
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molecular dynamics simulation, and free energy per-
turbation calculations to find structural features of
HDAC inhibitors that can lead to increase their poten-
cies. The folding found in the final model of HDAC1
is very similar to that of its homolog HDLP with
the same coordination environment around the cata-
lytic zinc ion. With the newly developed potential
parameters to describe the zinc coordination in the
enzyme-inhibitor complex, FEP calculations could
successfully explain the SAR of three inhibitor scaf-
folds. The free energy of an inhibitor in aqueous solu-
tion proves to be an important factor in binding free
energy, indicating that a structural modification of an
inhibitor should be made in such a way that strength-
ening of the enzyme-inhibitor interaction overcomes
any increased desolvation cost. Introduction of a hy-
drogen bond donor at the hydrophobic head is found
to increase the inhibitory activity due to the formation
of a hydrogen bond with the side chain of Asp99. To
optimize the inhibitory strength, more importantly, the
hydrophobic head should be elongated so that hydro-
phobic interactions with the flexible loop at the top
of the active site can be facilitated. Further study is
needed to find additional factors for maximizing the
inhibitor potency.
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Supporting Information

The summary of docking simulation results with Auto-Dock for the top five
conformational clusters of the three inhibitor scaffolds under consideration.

1. Scaffold 1

1a 1b 1d

Cluster % Binding Cluster % Binding Cluster % Binding

rank popula- energy rank popula- energy rank popula- energy

tion (kcal/mol) tion (kcal/mol) tion (kcal/mol)

1 21.1 −19.06 1 15.0 −19.13 1 34.8 −19.24

2 25.3 −18.43 2 18.8 −18.48 2 13.0 −18.32

3 10.8 −18.29 3 6.3 −18.28 3 4.3 −17.68

4 6.3 −17.93 4 20.3 −17.65 4 17.4 −17.11

5 15.8 −16.80 5 12.5 −17.01 5 8.7 −16.78

2. Scaffold 2

2b 2c 2d

Cluster % Binding Cluster % Binding Cluster % Binding

rank popula- energy rank popula- energy rank popula- energy

tion (kcal/mol) tion (kcal/mol) tion (kcal/mol)

1 44.8 −19.72 1 56.8 −23.63 1 68.5 −22.17

2 12.1 −19.31 2 18.9 −21.36 2 14.3 −20.88

3 31.0 −18.23 3 8.1 −20.51 3 3.8 −20.75

4 3.4 −18.05 4 3.5 −19.34 4 7.6 −20.30

5 1.8 −17.30 5 6.2 −18.16 5 5.7 −19.14

3. Scaffold 3

3a 3b

Cluster % Binding Cluster % Binding

rank popula- energy rank popula- energy

tion (kcal/mol) tion (kcal/mol)

1 36.7 −19.80 1 11.4 −19.07

2 31.4 −18.85 2 13.6 −18.57

3 3.6 −17.67 3 15.9 −18.09

4 10.8 −17.52 4 2.3 −17.96

5 6.0 −16.55 5 6.8 −17.59


