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Abstract Several evolutionary mechanisms have been proposed to explain how
natural selection leads to cooperation between competing individuals. Social di-
lemmas modelled with the aid of game theory capture the essence of this problem,
and computer simulation is usually the technique used to test and formalise those
explanatory mechanisms. However, scarce attention has been paid to what the notion
of ‘mechanisms’ means and involves in the literature. Also, the key issue about when
a computer simulation provides a good explanation tends to be ignored. In this article,
we tackle these two drawbacks in the literature by calling attention to the implications
of the notion of ‘social mechanism’ along different conceptual dimensions, such as
ontological status, regularity, transparency, intelligibility, and reduction. We also
claim that computer simulation, and specially agent-based modelling, provides a
plausible explanation to social cooperation only if it satisfies some criteria of empir-
ical adequacy instead of just being capable of generating cooperation in a virtual
system. Finally, we relate these issues to five evolutionary mechanisms that explain
the evolution of cooperation. We review and briefly describe the literature on these
mechanisms, and we explain their most important features, how they are to be
considered along the conceptual dimensions used to describe the notion of mecha-
nism, what is the empirical and computational evidence to support them, and which
are the shortcomings that each of them has as explanatory hypotheses for the
evolution of cooperation.
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Introduction

Some of the most fundamental questions concerning our evolutionary origins, our
interactions, and the organisation of society are centred on the issues of cooperation
(i.e. when two or more individuals engage in joint actions that result in mutual
benefit) and altruism (i.e. acts that benefit others at a personal cost). A wide range of
phenomena can be related to the human-specific tendency to cooperate with others,
from human morality and language to the emergence of social institutions (Boyd
2006; Nowak 2006; Warneken et al. 2007). Since the classical observations made by
Mauss (2001) about ‘the gift economy’, social scientists have known that social
behaviour is permeated by networks of cooperation and reciprocity. More recently,
computational modelling has allowed researchers to explore, by experimental
means, the conditions under which norms of cooperation have evolved (Axelrod
and Hamilton 1981; Axelrod 1986, 1997; Nowak and Sigmund 1998).

Since human behaviour often leaves material traces that can be monitored
archaeologically, it can be assumed that the social mechanisms that explain
aggregated human behaviour can be of paramount interest for archaeologists. If
cooperation does indeed play an important role in the evolution of human
behaviour and social arrangements, we might be able to generate expectations
about its past form and variation in specific ecological settings and assess those
expectations archaeologically (Bird and O’Connell 2006, Cioffi-Revilla et al
2007). This is the reason why theories about the evolution of cooperation and
computational models based on those theories are useful for archaeological
research, and increasingly in use.

However, there are substantive aspects that are not tackled in the mainstream
literature (i.e. evolutionary biology, anthropology and archaeology). On the one hand,
the very concept of ‘mechanism’ is not usually defined or even questioned, so the
epistemic and ontological status of the explanations of social behaviour based on this
concept is ambiguous. On the other hand, since computer simulation is so relevant in
testing and defining social mechanisms, the methodological drawbacks with compu-
tational methods also need to be addressed. Is the generative sufficiency enough to
propose an evolutionary mechanism, or it also has to be evaluated in terms of
plausibility? The way in which we solve these two questions will frame the proposed
explanations.

In this paper, our objective is threefold. Firstly, we shall give an overview of
the main literature on the concept of social mechanism, emphasizing its epis-
temological and ontological implications. Secondly, we shall explain when a
computer simulation provides a good explanatory mechanism, in terms of
generative sufficiency and plausibility. Thirdly, we shall relate this conceptual-
isation to the different mechanisms that have been proposed to explain the
evolution of cooperation in humans. To do so, we describe the literature about
the evolution of cooperation, revising five different explanatory mechanisms.
We finish this article with some concluding remarks.
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Social Mechanisms

Mechanisms are often mentioned as fundamental objects of scientific study, but only
recently the implications of the concept have been thoroughly analysed. In this
section, we review the current debate on the scientific role of mechanisms, which
may be of interest for agent-based modelling (from here on, ABM) of evolutionary
social dynamics. Before proceeding, it is worth noting that the concept of ‘social
mechanism’ is defined by some social scientists as including only social interaction
mechanisms (how an agent’s beliefs, desires and actions are influenced by those of
other agents with whom she interacts; see Hedstrom 2005); however, when studying
evolutionary dynamics, this strict definition should probably be widened to include
also environmental mechanisms (those that generate material constrictions to social
behaviour) and selection mechanisms (how particular contextual conditions select
types of agents).

Two main advantages of the social mechanisms approach have been claimed:
knowledge about mechanisms increases the possibility of causal analysis in the
absence of nomological laws (something important in disciplines that study complex
systems with high contextual variability), and helps to open the ‘black box’ of social
dynamics in order to provide the microfoundations of the observed phenomena.
However, there is no agreement on the implications of the concept of social mech-
anism along different conceptual dimensions of the idea. Here, we will briefly
identify these issues and present what we think is a suitable answer to each of them
for disciplines that study evolutionary social dynamics.

Definition

There is no consensus on a unique definition of what a ‘mechanism’ is (see, for
example, Hedstrom, 2005, p. 25, for a list of different definitions given in the
literature). To our view, Machamer et al (2000, p. 3) provide a definition which is
particularly well-suited for the social sciences: a mechanism consists of “entities and
activities, organized such that they are productive of regular changes from start or set-
up to finish or termination conditions”. The dualistic nature of this definition makes it
adequate for social sciences that deal with individual agents (‘entities’) and their
actions (‘activities”). According to Machamer et al (ibid.), entities (and their proper-
ties) “are the things that engage in activities”, and activities “are the producers of
change”. It is then not surprising that analytical sociology has adopted this definition
as canonical (Hedstrom 2005; Hedstrom and Bearman 2009a; Hedstrom and Ylikoski
2010). Besides, note that the definition has no ‘mechanistic’ implications in terms of
‘contact forces’ or ‘spatiotemporal contiguity’ like in classical ‘mechanical’ philos-
ophers such as Galileo or Descartes (Woodward 2011).

Ontology

Are mechanisms ‘real’ entities and activities or are they just theoretical constructs (Hernes
1998; Gross 2009) or as-if stories (Friedman 1966)? Under the proposed definition, it
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seems obvious that the underlying philosophy of the social mechanisms approach is
realist and therefore differs from constructivist or as-if explanations: the emphasis is
in providing knowledge about the ‘cogs and wheels’ (Elster 2007) that are responsible
in the real world for the generation of the phenomena under study. It is important then
not to confuse mechanisms with what Machamer ez al. (2000, pp. 16-18) call ‘mech-
anism schemata’, which are abstract descriptions of types of mechanisms. These
schemata are often implemented in ABM’s algorithms and codes, and applied to the
study of concrete real-world mechanisms (see several examples in Gilbert (2008),
Hedstrom and Bearman (2009b), or Squazzoni (2012)).

Regularity

Mechanisms are often defined as regular patterns that do not take the form of
covering laws, that is, of general nomological laws that correlate two types of events
(Elster 2007; Hedstrom 2005; Hedstrom and Ylikoski 2010; Opp 2005). However,
the degree of ‘regularity’ mechanisms have to show (how ‘regular’ they need to be) is
also a contentious issue (Andersen 2012). There is no doubt that mechanisms as
defined by Machamer et al. (ibid.) are regularities, for there is ‘productive continuity’
between their stages. This feature allows generalising a mechanism to some degree
from one case to another. Although a mechanism’ regularity typically lacks the
certainty offered by a nomological covering law, it allows to avoid mere ‘storytelling’
in social science (Ylikoski 2011): a narrative account or historical description of how
a given phenomena came about is not a mechanism; for a mechanism to exist, it has
to be a pattern more general and more fundamental than the particular empirical series
of events that generated a particular case or phenomenon (Barbera 2006).

Of course, this poses the problem of indeterminacy when trying to predict the
presence of a mechanism or what results from its operation in a particular context
(Elster 2007). As argued by some computational social scientists, ABM is precisely a
“powerful virtual laboratory in which to design triggering conditions and to deter-
mine the resulting microscopic and macroscopic effects of concatenations of mech-
anisms” (Manzo 2012, p. 57). Although the mechanisms approach cannot render so
much predictive power as the traditional covering law approach, it is much more
realistic in complex systems where covering laws are scarce or non-existent; in fact,
the study of mechanisms’ triggering conditions—that is, of which are the contextual
conditions that typically start the operation of a given mechanism—may improve our
predictive capacities in fields where we cannot rely on any covering law.

Transparency

Knowledge of mechanisms may increase transparency by revealing adequate
microfoundations for the phenomena under study, but how can we ‘see’ mechanisms
in operation in a given system? Mechanisms are not always directly observable
structures or processes (Hedstrom and Swedberg 1996), and there is also the possi-
bility that two mechanisms cancel each other’s effect, so we might wrongly infer that
they are not present. ABM is again a useful tool for this, since any given mechanism
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may be implemented virtually in the specifications of the computational code (Manzo
2012), thus providing with a virtual space where the mechanism’s operation and
results can be observed. Although ABM is not the only way to see mechanisms
operating (see other methods applied to ‘natural’ systems in McAdam et al. (2008)), it
is the more promising one (Hedstrom and Ylikoski 2010; Manzo 2012). However, the
transparency of a mechanism’s operation when implemented in an ABM is not
always granted. An empirical calibration of ABM’s parameters may help in observing
which is the exact operation of a mechanism and to identify its presence isolating it
from confounding factors.

Explanatory Power and Intelligibility

Although there is a general consensus that knowledge of mechanisms improves
explanatory power, it has been also acknowledged that the identification of a mech-
anism may not be enough to explain a given phenomenon. Here, we face the problem
of the appropriate selection of a mechanism or of the elements of a mechanism that
have real explanatory relevance (Ylikoski 2011; Ylikoski and Kuorikoski 2010).
Which among the many elements in the causal history of an event are relevant for
its explanation? That is to say, how detailed should be our description of mechanisms,
and which entities and activities should we include in them? Since mechanisms are
often complex sets of activities and entities, how should we distinguish between the
causally relevant and irrelevant parts of a mechanism’s operation? (Couch 2011).

The answers to all these questions partially depend on a theory of causality and
explanation. An increasingly consensual approach among philosophers of science
(Woodward 2003; Ylikoski and Kuorikoski 2010) defines causality as counterfactual
dependence between a cause variable ¢ and an explanandum variable e, so that ¢
causes e if we could bring about e by manipulating or bringing about c¢. Two
apparently counterintuitive implications of this account are that identifying causes
is not necessarily the same as providing microfoundations (see next section), and that
causal claims can be made without any reference to mechanisms (Williamson 2011).
Mechanisms are nonetheless essential for the theoretical understanding of that
invariance and counterfactual dependence between ¢ and e, and so for improv-
ing the explanatory understanding of the phenomena, if not for explanation as
such. In other words, knowledge of mechanisms helps explanations to integrate
causal claims with each other, to answer what if questions, and to generalise.
Machamer ef al. (2000, p. 21) emphasise that the key issue with mechanisms is
intelligibility (perhaps more than explanation). To say it clearer, mechanisms
make explanations intelligible, showing how explanans work to produce the
explanandum. As Bunge claims, “no knowledge of mechanism, neither under-
standing nor control” (Bunge 2004, p. 206).

Reduction

As said in the previous section, a mechanism may improve explanatory power and
intelligibility. It usually does so by providing microfoundations of the phenomenon to
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be explained, that is to say, by ontologically reducing it to lower-order processes and
elements (Stinchcombe 1998). In the social sciences, the reduction base for
macrosocial phenomena and patterns is often that of individuals’ properties and
interaction: the idea that individual agents and their actions are the building blocks
of social reality has the corollary that no intelligible mechanisms exist on the macro-
level as such, so that “all macro-level change should be conceptualised in terms of
three separate transitions (macro—micro, micro—micro, and micro—macro)” (Hedstrom
and Swedberg 1996, p 299; see also Coleman 1990). If individual actions are to be
explained by action—formation mechanisms that depart from agents’ beliefs and
desires, this implies accepting the extended Davidsonian view that some form of folk
psychology (belief—desire psychology) is an explanatory legitimate ontology in the
social sciences (Davidson 1963).

A usual concern is why to stop the search for social mechanisms at the individual
or psychological level. The methodological adoption of stopping rules seems to be a
sound answer: “Nested hierarchical descriptions of mechanisms typically bottom out
in lowest level mechanisms. (...) Bottoming out is relative: Different types of entities
and activities are where a given field stops when constructing mechanisms. The
explanation comes to an end, and description of lower-level mechanisms would be
irrelevant to their interests” (Machamer ef al. 2000, p. 13). As Max Weber repeatedly
claimed, scientists can only isolate objects for study and explain them on the basis of
such stopping rules. For a mechanism to improve our explanatory power, it would be
absurd to demand that all its integrating elements are themselves fully explained in
terms of lower-level mechanisms, and so forth. As far as these elements really exist,
nothing more is required for the explanation of a given phenomenon at the relevant
ontological level (Hedstrdom and Ylikoski 2010, p. 52).

Generative Sufficiency

In ABM, mechanisms are translated as the model microspecifications—the set of
simple behavioural rules that specify how the agents behave and react to their local
environment (Epstein and Axtell 1995; Epstein 2007). Once the population of agents
and the environment are defined, the researcher can implement the
microspecifications and run the computer simulation in order to evaluate whether
these rules bring about or ‘generate’ the macro phenomenon of interest, over the
simulated time. The motto of ABM is then: ‘if you did not grow it, you did not
explain it’. A mechanism’s generative sufficiency is a condition for it to have
explanatory power.

Whether to conceive the explanations formalised in an agent-based model as based
on generative principles or, besides, in plausible or even empirical grounds is one of
the current debates on ABM (Epstein and Axtell 1995; Hedstrdom 2005). On the one
hand, when the agent-based model cannot generate the outcome to be explained, the
microspecification is not a candidate explanation of the phenomenon and the re-
searcher has demonstrated the hypothesised mechanism to be false. On the other
hand, when the agent-based model can generate the type of outcome to be explained,
then the researcher has provided a computational demonstration that a given
microspecification (or mechanism) is in fact sufficient to generate the macrostructure
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of interest. Generative sufficiency, thus, provides a candidate mechanism-based
explanation of the macro-phenomenon.

Empirical Adequacy

However, the fact that a given mechanism (or combination of mechanisms) is a good
candidate explanation is not sufficient to provide an explanatory mechanism. The fact
that a hypothesised mechanism can generate, in a computer program, an observed
outcome does not mean that it actually explains it. As Gilbert demonstrated with the
case of Schelling’s segregation model (Gilbert 2002), many different mechanisms can
generate a similar outcome.

Having different alternative mechanisms for the same outcome, we must be
somehow able to identify the mechanism that most likely does generate it. This is
where plausibility enters the picture. The foundation of any explanation of a social
phenomenon needs a plausible behavioural model (either psychological or sociolog-
ical) of individual action assumed at the micro level, because, otherwise, “we would
simply be telling an as-if story, not detailing the actual mechanisms at work”
(Hedstrom 2005, p. 35). Therefore, the agent-based modeller whose aims are explan-
atory should, first, be generally consistent with well-known facts and accepted
scientific evidence and, second, use relevant and reliable data in order to empirically
calibrate the microspecifications of his model.

Of course, the need for empirical adequacy raises several important issues (which,
for space reasons, we cannot address here). Let us mention one as an example: where
is the empirical calibration to be done, that is, where do empirical data enter in the
model? Leaving aside validation, empirical data may be used to calibrate the initial-
izing conditions of the model, the value of exogenous parameters, the behavioural
rules governing the agents, or the environmental conditions in which they act.
Generally speaking, it could be thought that the more aspects of the model that are
empirically calibrated the better; but of course this may depend on the aims of the
model (in particular, whether its purpose is empirical explanation or not; see
Hedstrdm 2007), on the costs of obtaining the relevant empirical data, or on their
quality and reliability; for instance, when data calibration is not feasible, reliance on
sensitivity analysis and/or accepted and well-tested particular theories might be
advisable (Gilbert 2008; Salgado and Gilbert 2013).

The Evolution of Cooperation: A Formal Approach

One of the most important applications of ABM has been on the evolution of
cooperation. In computer simulations, the social interactions among agents are often
modelled using game theory. The prisoner’s dilemma (Axelrod and Hamilton 1981;
Axelrod 1997, 2006) has become one of the leading paradigms to explain cooperative
behaviour in the biological and the social sciences (Colman 1995): it is a canonical
example of a game that shows why two players might not cooperate, even if it
appears that it is in their best interest to do so. The word dilemma is key: players
are in a situation in which they have to decide on one action among a set of possible
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actions taking into account what the other player should decide, which is uncertain.
Let us define formally this game as an example (other well-known dilemmas used in
evolutionary game theory are the security game or the stag-hunt game; see Gintis
2000; Skyrms 2003).

Let IV, be a well-mixed population in time ¢, in which any two agents interact with
the same probability. Social interactions occur in each simulation step 7, when agents
attempt to find a partner to play the prisoner’s dilemma. The game is usually played
between pairs of agents randomly selected, but this might depend on the mechanism
that has been implemented in the model. In each interaction, agents might cooperate
or defect, because cooperation and defection are the two possible actions that are
defined by the prisoner’s dilemma. Behaviour a=1 corresponds to cooperation and
a=2 to defection. The interactions, therefore, might report individual benefits or
losses. The success of the interactions for each individual—which is quantified in
terms of ‘payoffs’—depends on her own strategy i and the strategy j of the respective
interaction partner. When the payoff for the individual i is Py, the payoff for the
interaction partner is Pj;. The payoff matrix of the prisoner’s dilemma that summa-
rises the possible payoffs is given by:

C D
. (P Ppp _C(R S)
P_(Pl'f)_<Pzl P22>_D TP (1)

The entries of the payoff matrix (1) refer to the row player. If a cooperator, C, interacts
with another cooperator, both get payoff R, which is the “reward” for mutual coopera-
tion. If a cooperator, C, interacts with a defector, D, the cooperator gets the “sucker’s
payoff,” S, whereas the defector gets the highest payoff of the game, 7, which denotes
the “temptation to defect.” Two defectors obtain the payoff P, which stands for the
“punishment” of mutual defection. Therefore, P1;=R, P1,=S, P,1=T, and P,,=P. The
game is a prisoner’s dilemma if for each player their action preferences are ordered by
T> R> P> S. Finally, given that in the simulation, the game is repeatedly played by two
players, the following condition should be added: 2-R>T+S, to prevent alternating
cooperation and defection giving a greater reward than mutual cooperation. The payoff
matrix (1), together with these two conditions, defines a useful artifact to model and
simulate the evolution of cooperation and defection strategies among rational agents.

Five Mechanisms for the Evolution of Cooperation

The ‘one-shot’ prisoner’s dilemma (that is, the game played only once) has only one
result that is a Nash equilibrium (Nash 1950): mutual defection—an outcome that is
Pareto inferior. In such a nonrepeated prisoner’s dilemma, it is best to defect no matter
which strategy is adopted by the other player (because R< T'and S< P). Consequently,
the evolution of cooperation requires specific mechanisms that allow natural selection
to favour cooperation over defection. There are at least five mechanisms that have
been proposed to explain the emergence and evolution of cooperation and altruism
(Choi and Bowles 2007; Nowak 2006), namely: kin selection, direct reciprocity,
indirect reciprocity, group selection, and parochial altruism. Since these are proposed
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as explanatory mechanisms, we can use the conceptual dimensions we discussed
above (see “Social Mechanisms” section) to characterise them (the empirical adequa-
cy of the mechanisms is usually assessed by reference to well-known evolutionary
and behavioural evidence). Table 1 compares each mechanism for the evolution of
cooperation according to these dimensions. Let us define and explain each of these
mechanisms.

Kin Selection

Kin selection or inclusive fitness theory (Hamilton 1964; Smith 1964) explains the
evolution of cooperation by taking the ‘micro level’ or genetic view, which accounts
all fitness effects back to the individual gene and claims that just a gene can be
favoured by natural selection, by increasing the reproductive success of its bearer and
by increasing the reproductive success of other individuals that carry the same gene.
According to this explanation, kin selection is biologically adaptive because the
individual beneficiaries of this type of behaviour—the altruist actor’s nondescendent
relatives—share some genes with the individual who helps them; for this reason, the
survival and reproduction of the beneficiaries contribute to the propagation of the
altruist’s genes. Although kin selection models were proposed in archaeological
research as an explanatory mechanism to food sharing systems (cf. Isaac 1981),
researchers have started to question whether kin altruism alone can maximise the
indirect fitness of the recipients and explain cooperative behaviour in humans and
other species (Clutton-Brock 2002; Griffin and West 2002).

Although this mechanism seems to be sufficiently generative, especially in small
groups, there are reasons to believe that it is not plausible. For instance, several
species of cooperative breeders (cooperative breeding refers to any species with
alloparental assistance in both the care and provisioning of young) have shown that
helpers can be unrelated to the young they are raising (they may even be from
different species) and that unrelated helpers invest as heavily as close relatives
(Clutton-Brock et al. 2000), a feature that is observed in cooperative breeding
monkeys such as marmosets and tamarins (Digby and Ferrari 1994; Sussman and
Garber 1987) and humans (Hrdy 2009). Consequently, although altruism is undoubt-
edly most common in familial groups (Emlen 1995), it is by no means restricted to
groups of closely related members. Thus, kin selection provides a viable explanation
for the evolution of cooperative breeding in many vertebrate and invertebrate species,
but it does not constitute a strong mechanism to explain the evolution of altruism in
general.

Direct Reciprocity

If there are repeated encounters between the same two individuals, then direct
reciprocity can emerge and lead to the evolution of cooperation (Trivers 1971). Thus,
whilst in the ‘one-shot’ prisoner’s dilemma it is always best to defect, the repeated (or
iterated) prisoner’s dilemma opens a doorway for cooperation to emerge: the expec-
tation of future interactions makes cooperation an attractive option. Direct reciprocity
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is based on the idea “I help you and you help me.” Direct reciprocity favours are
exchanged directly and repeatedly between individuals: A helps B and, in return, B
helps A. In a nutshell, for direct reciprocity, B’s decision to cooperate with A is based
on how A has treated B in previous encounters. Axelrod and his simulated tourna-
ments during the 1980s (Axelrod and Hamilton 1981) were the catalyst in discovering
the best, most robust strategies for playing the iterated prisoner’s dilemma. One of the
simplest and most effective is called tit-for-tat where a player reciprocates the
behaviour of the other player in their previous game so that co-operation is rewarded
with cooperation and defection is punished with defection. Tit-for-tat cannot be
selected unless the agents holding this strategy have a ‘good chance’ of competing
against the same opponents more than once during their life. Good chance means that
competition continues long enough for repeated punishment and forgiveness to
generate a long-term payoff higher than the possible loss from cooperating initially.

For tit-for-tat to be a successful strategy in the long run, the probability of playing
repeatedly with the same agent has to be high. This means that as population size
increases, tit-for-tat produces lower payoffs and, over time, it is beaten by other more
successful evolutionary strategies. In a nutshell, with direct reciprocity, the power of
direct retaliation decreases as population size increases.

Even more important, ethnographic and archaeological research has shown that
people in small-scale societies routinely have important (i.e. fitness relevant) inter-
actions that are short-term or one-shot (Fehr and Henrich 2003). Therefore, it seems
that direct reciprocity is rooted in a false, but widely believed anthropological myth
about the nature of life in small-scale societies and, therefore, it is plausible just for
some social contexts. Thus, although this mechanism is sufficiently generative, it
should be applied with caution by archaeologists, especially in big groups of indi-
viduals, or in ‘noisy environments’ (e.g., social exchanges across many domains).

Indirect Reciprocity

Unlike other primate groups, hominid groups grew to sizes that could not function
exclusively on the basis of kin selection (commitment falls off precipitously as
genetic distance increases between individuals) or direct reciprocity (ability to direct-
ly monitor trustworthiness in reciprocation decreases rapidly as the number of
transactions multiply). Under indirect reciprocity, individuals interact with each other
only occasionally (sometimes only once), but individuals have access to information
about the past behaviour of the individual with whom they are about to interact. In a
nutshell, for indirect reciprocity, my decision is based on what you have done to
others. As Taylor and Nowak (2007, p. 2284) remind us, “indirect reciprocity arises
out of direct reciprocity in the presence of interested audiences.” Indirect reciprocity
crystallises the idea “IT help you and somebody will help me.” It is based on reputation
(Nowak and Sigmund 1998, 2005). Each event can be seen as an interaction between
two agents, according to a single prisoner’s dilemma game given by Payoff Matrix
(1). Others observe each game. Cooperation is costly, but leads to the reputation of
being a helpful individual. Defection is more profitable in the short run, but leads to a
bad reputation. Natural selection favours strategies that base their decision to coop-
erate or to defect on the reputation of oneself and of others. Experimental studies
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confirm that helpful individuals are more likely to receive help in the future (Bolton
et al. 2005; Rockenbach and Milinski 20006).

Extensive theoretical and computer simulation research has shown that the avail-
ability of accurate reputation information is the key to indirect reciprocity’s ability to
solve the puzzle of cooperation (Henrich and Henrich 2006; Panchanathan and Boyd
2003). This means that, ceteris paribus, variables such as the size of the cooperative
group (the number of individuals in any given situation), the population size (the
number of individuals in the pool of potential interactants), the density of the social
connections between individuals in the population and people’s beliefs about gossip
will strongly influence the effectiveness of indirect reciprocity (Henrich and Henrich
2006). Indirect reciprocity is a plausible mechanism to sustain cooperation within
dense, bounded social networks that are stable through time, which lead to the highest
levels of indirect reciprocity-based cooperation.

Group Selection

Kin selection, direct reciprocity or indirect reciprocity cannot explain altruism to non-
kin when costs of cooperation are high, reciprocation unlikely and there is no
information about reputation. Heroism in warfare is an example. Explaining such
extravagant behaviour via indirect benefits to altruists and their kin has proved
difficult. A growing body of work seeks instead to explain altruism with models that
include selection on both individuals and groups. Group selection is based on the idea
that competition occurs not only between individuals but also between groups
(Wilson and Sober 1994). These models have been increasingly used in the last
decades and have provided a ‘Darwinian’ ground for the co-evolutionary dynamics
between genes and culture (Gintis et al. 2003; Richerson and Boyd 2005; Sober and
Wilson 1999). According to this hypothesis, altruistic alleles can become fixed or
spread within certain groups because of the benefits they bestow on those groups as
wholes, even when the effect of these alleles on the individuals’ fitness is negative.
The groups in which, by chance, altruistic strategies (i.e. unconditional cooperators)
are selected and spread will be fitter, as groups, and they will outperform other groups
made up of self-interested individuals. A growing body of work explains altruism
with models that include selection on both individuals and groups. In such ‘multi-
level” models, the evolutionary outcome depends on the relative impact of competing
pushes and pulls at individual and group levels. Individual selection pushes counter-
productive behaviours like altruism out of the gene pool. Group selection exerts a
contrary pull, favouring groups with many altruists over groups of more selfish folk.
In most species, individual selection wins out. For humans living in small groups (as
our ancestors did), however, a strong group selection pull is plausible (Wright 2007).

However, as Dietz et al. (1990), group selection will prevail only when group
extinction rates are high, within-group genetic homogeneity is high, between-group
heterogeneity is also high, and migration rates are low. Most human populations do
not meet these conditions. Thus, it does not seem that group selection can provide a
genetic basis for altruism. For this reason, Richerson and Boyd (2005) state that the
outcome of the group selection mechanism depends on the relative amount of
variation within and between groups. If group members are closely related, most of
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the variation will occur between groups. This is easiest to see if groups are composed
of clones (as in colonial invertebrates such as corals). Then there is almost no genetic
variation within groups; all the variation is between groups, and selection acts to
maximise group benefit.

Parochial Altruism

Alternative explanatory mechanisms have focused on warfare and group competition
as a force for robust group selection. Among those explanatory models, parochial
altruism has gained recent popularity among scholars. This model highlights the idea
that individuals are altruistic with group members and are hostile to individuals not of
one’s own group (Arrow 2007; Bowles 2006; Choi and Bowles 2007). Since inter-
nally cooperative groups prevail over less cooperative rival groups, parochial altruism
rests on the evolutionary belief that violent intergroup conflict played a key role in the
dawn of human cooperation. Recent evidence seems to be consistent with this
hypothesis. Gneezy and colleagues demonstrated in controlled cooperative dilemmas
with real players that violent intergroup conflict led individuals to inflict costs on
free-riders and bestow benefits on cooperators (Gneezy and Fessler 2011). Addition-
ally, by empirically calibrating his model of between-group competition, Bowles
(2009) established that intergroup conflict can promote the evolution of altruism.
More recently, Mathew and Boyd (2011) showed that in warfare among nomadic
Turkana pastoralists in East Africa, costly cooperation in combat is sustained through
punishment of free-riders. From an evolutionary viewpoint, the hypothesis that
warfare provided a selective pressure that favoured internally cooperative groups
assumes that, during earlier stages of human evolution, exploitation, widespread
carnage and intergroup competition for mating opportunities, access to resources
and status was the norm (Keeley 2001).

However, such generalisations are unlikely to correctly describe the conditions in
which our Pleistocene ancestors lived, so parochial altruism seems to be implausible.
Small bands of hunter—gatherers, numbering 25 or so individuals, under chronic
climate fluctuation, widely dispersed over large areas and unable to fall back on
staple foods, would have suffered from high mortality rates, particularly child
mortality, due to starvation as well as predation and disease, so they hardly would
have been able to sustain warfare against competing groups (Johnson and Earle
2001). All these socio-ecological features rule out the idea that conflict and warfare
among groups was a widespread phenomenon. Evidently, to claim the opposite, that
is, to question the idea that persistent intergroup conflict—sufficiently common to
produce the selection of genetic or even cultural advantageous traits—during the
Pleistocene era does not lead one to endorse the myth of the ‘noble savage’, as some
authors have claimed (among others, Pinker 2003); it means to take into account the
socio-ecological conditions of our foraging ancestors seriously. Those conditions
would have precluded foraging individuals from engaging in intergroup mayhem.
Thus, far from increasing their fitness by competition and conflict, these individuals
would have enhanced their chances through improved access to resources, mating
opportunities or safety by “eschewing efforts to achieve inter-community dominance
in favour of egalitarian relations of friendship, mutuality, and sharing” (Kelly 2005, p.
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15297), so nearby members of their own species would have been more valuable as
potential sharing partners.

Concluding Remarks

A major goal of biology and economic theory has been to explain how wide-scale
cooperation among self-regarding individuals occurs in a decentralised setting. To
explain this, we need to propose plausible mechanisms that must be later tested in
formal ways. We have started this paper by addressing the notion of ‘social mecha-
nisms’, clarifying its epistemological and ontological status, and we have also
identified some methodological drawbacks with computational modelling, particu-
larly with ABM.

We have also explained five mechanisms for the evolution of cooperation that may
be implemented in agent-based models. These mechanisms have pros and cons, and
they match specific socio-ecological conditions the modeller must identify empiri-
cally in the target system to be modelled; otherwise, the explanatory mechanism
might be implausible. Kin selection offers a good explanatory mechanism for the
evolution of cooperation in small and familial groups with little migration; when
these conditions do not apply, modellers should not use it as a mechanism for the
evolution of cooperation. Direct reciprocity overcomes some of the drawbacks that
kin selection creates, since it can explain the evolution of cooperation among
(genetically) unrelated individuals. However, when population size increases, the
power of direct retaliation decreases—since reciprocation becomes unlikely—so this
mechanism should not be used in big groups. Indirect reciprocity provides a good
alternative for larger groups of agents, since punishment to defectors is based on
information about what group members have done to others. This mechanism
requires identifying the specific ways in which ‘reputation’ circulates within the
group (e.g., gossips, symbolic artefacts). Group selection models are based on the
idea that, even though the effect of cooperation and altruism on the individuals’
fitness might be negative, the group effect of these behaviours can compensate the
individual losses, so natural selection can favour groups with many altruists and
cooperators. Group selection requires small group size and low migration rates
between groups. Parochial altruism is a special case of group selection, based on
the idea that intergroup conflict killed a nontrivial proportion of our ancestors. War is
a strong candidate because people kill each other on the basis of group membership.
However, the specific condition in which our Pleistocene ancestors lived rule out the
idea that warfare among groups was a widespread phenomenon. Again, these are
issues that have to be addressed empirically.

The reviewed mechanisms in this paper are all well-defined, and they all satisfy
minimum requirements of ontological realism, transparency, intelligibility and gen-
erative sufficiency to produce social cooperation in the long run. They differ in how
regular they are depending on circumstances such as group size, availability of
information on agents’ reputation, the costs of altruist actions or the existence of
intergroup conflict. Their reduction base is always in the individual level, although in
some cases they also refer to genetic selection. All of these mechanisms are sufficient
to generate the emergence and evolution of cooperation under specific empirical
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conditions. Finally, their empirical adequacy seems to be contextual and bounded to
specific empirical pre-requisites in each case. Therefore, in addition to generative
sufficiency, empirical adequacy is a condition for satisfactory mechanism-based
explanations tested through ABM. This suggests that fine empirical calibration and
enrichment of agent-based models aimed to explain the emergence of social cooper-
ation is important and even necessary to adequately isolate the mechanism at work in
each particular case of social evolution; it also invites to think of combinations of
different mechanisms, instead of single-mechanism explanations, in order to generate
evolutionary dynamics which can fit observed data and patterns (such as those
contained in different archaeological records).
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