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Abstract In project-based learning (PBL) courses, which are common in design and

technology education, instructors regard both the process and the final product to be

important. However, conducting an accurate assessment for process feedback is not an easy

task because instructors of PBL courses often have to make judgments based on a limited

view of group work. In this paper, we provide explanations about how in practice

instructors actually exhibit cognitive biases and judgments made using incomplete infor-

mation in the context of an engineering design education classroom. More specifically, we

hypothesize that instructors would be susceptible to human errors that are well known in

social psychology, the halo effect and the fundamental attribution error, because they have

a limited view of group work when they facilitate distributed and remote groups. Through

this study, we present two main contributions, namely (1) insights based on classroom data

about limitations of current instructor assessment practices, (2) an illustration of using

principles from social psychology as a lens for exploring important design questions for

designing tools that monitor support oversight of group work. In addition to the study, we
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illustrate how the findings from our classroom study can be used for effective group

assessments.

Keywords Instructor assessment � Halo effect � Fundamental attribution error �
Project-based learning � Group work

Introduction

Project-based learning (PBL), especially in courses where students work in groups on real

world problems in collaboration with industry sponsors, is commonly believed by edu-

cators and administrators alike to have great value (Dutson et al. 1997; Rohde et al. 2007).

One critical aspect, which impacts the educational value of such a course, is good feedback

from instructors that allows students to learn a model process for carrying out projects

(Bober et al. 1998; Nicol and Macfarlane-Dick 2006; Price et al. 2011; Gómez Puente et al.

2013). In particular, in PBL courses that are common in design and technology education,

instructors regard both the process and the final product to be important. Thus, research on

developing appropriate assessment tools and processes to aid instructors with the process

assessment has been carried out. For example, Project E-scape examined methods for

fostering learners’ innovative performance and teamwork. As an outcome of the project,

real-time design e-portfolios are created to capture the learners’ design activity and to

assess the final products (Kimbell 2007).

However, conducting an accurate assessment for feedback is not an easy task because

instructors of PBL courses often have to make judgments based on a limited view of group

work. Therefore, instructors may make an assumption by inferring students who are strong

in a certain observed skill are also strong in an unobserved area. For example, literature

shows that gregarious students make a better impression on instructors and are regarded as

contributing more (Gopinath 1999). Yet assessments based on such impressions are sus-

ceptible to cognitive biases. This potential problem faced by the instructors, namely the

problem of cognitive biases that influence assessment under conditions of preconceived

and limited information, has also been explored by psychologists (Cooper 1981; Harvey

et al. 1981; Becker and Cardy 1986; Burger 1991; Balzer and Sulsky 1992). More

specifically, the types of cognitive biases that are applicable in our situation are perception

biases that are measured from people with expertise (instructors) towards people in who

are being assessed (students). In this paper, we explore two types of cognitive biases that

address this issue: the halo effect (Thorndike 1920) and the fundamental attribution error

(Ross 1977). The halo effect, is a cognitive bias leading people to perceive another per-

son’s traits in a way that is consistent with previous impressions of other traits (Thorndike

1920). The fundamental attribution error is the frequent tendency for people to underes-

timate the effect of context and to overestimate personality-based influences when

explaining behaviors observed in others (Ross 1977).

In particular, we would like to examine whether these two cognitive biases are observed

when instructors in a PBL setting make assessments and if so, what the extent of these

biases are. To explore these research questions, we designed a classroom study that

compares the difference in perspectives among instructors and observers, who can view the

students’ group work environment first hand. Applying findings from social psychology to

support assessment practices in a PBL setting has been also reported by Johari and
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Bradshaw (2008). They used three motivation theories, namely attribution theory, self-

efficacy theory, and self-determination theory, to develop guidelines for assessing a PBL

internship program. For example, they showed that mentors of the internship program

could provide good feedback to students by reminding them of past successful experiences

based on self-efficacy theory. However, Johari and Bradshaw did not explore cognitive

biases on assessment practices or illuminate struggles faced by project-based learning

course instructors in a classroom setting. Since the impact of cognitive biases is a relatively

unexplored area in a PBL context, our work could motivate a broader investigation of

assessment practices. More specifically, the context of our classroom study is in a graduate

level capstone engineering design course that offers students the opportunity to integrate

the knowledge and technology they have acquired in lower level design or technology

courses.

In addition to exploring the impact of cognitive biases in graduate level project course,

results from our classroom study would be valuable in the design of assessment tools. To

address assessment problems that instructors face, there has been great and increasing

interest in developing automatic visualization tools in the form of dashboards to aid

facilitators of group work assessment (Gipps 2005; Jochems and Kreijns 2006; Wong et al.

2007; Ren et al. 2008; Phielix et al. 2010). It is exciting to see the advancement of

educational technology in terms of technical aspects of such assessment tools. However, it

is equally crucial for the developers to be aware of cognitive biases that prevent instructors

from making an accurate assessment in the classrooms so that the developers can provide

appropriate assessment tools that capture such bias. Therefore, results from our classroom

study can be used to provide motivation for researchers to then seek to build tools that

address a root cause of difficulty, in this case, to help facilitators to be less susceptible to

cognitive biases.

In the rest of the paper, we start by presenting the details of two hypotheses regarding

the halo effect and the fundamental attribution error (‘‘Research motivation and

hypotheses’’ section). Next, details on how the classroom study was conducted are pre-

sented in ‘‘Method for the classroom study’’ section. A classroom environment is noisier

than an experimental environment in that many more variables are in play. However, in a

simulated group, members do not have a vested interest in maintaining their long term

relationship. Therefore, only conducting a classroom study would give us knowledge of the

types of problems that instructors have difficulty assessing ‘‘on the scene’’. To study the

influence of halo effect and fundamental attribution error in our classroom study, two

groups of evaluators made weekly assessments using an instrument developed specifically

to evaluate group process in detail, separately from the course grade. Since the halo effect

examines an evaluator’s bias on multiple traits, the evaluators conducted assessments on

Table 1 Group process framework: five assessment categories

Dimension Definition

Goal setting Making concrete plans for next steps

Progress Fulfilling personally stated goals in a tangible way

Knowledge co-construction Taking initiative to use knowledge or skill

Participation Being present and active in a group work

Teamwork Demonstrating the interpersonal skills that enable one to work in a group
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five categories; goal setting, progress, knowledge co-construction, participation and

teamwork (Table 1). These five assessment categories were based on previous work on

evaluating PBL class work (anonymized). In ‘‘Results from the classroom study’’ section,

we present how the hypotheses that are first introduced in ‘‘Research motivation and

hypotheses’’ section can be explained using the data collected with an assessment model

and instruments developed for this study. Based on the findings presented in ‘‘Results from

the classroom study’’ section. ‘‘Discussion’’ section discusses recommendations for

designing monitoring educational technology that could help mitigate the problems

observed in the classroom study. Finally, ‘‘Conclusions’’ section presents conclusions and

future directions.

Research motivation and hypotheses

Principles from social psychology of group work showed that cognitive biases could

influence assessments under conditions of limited information (Thorndike 1920; Ross

1977). We would like to explore the extent that two types of cognitive biases, namely halo

effects and fundamental attribution errors, affect instructors’ assessment practices in a PBL

classroom setting. Based on existing research on the two cognitive biases (Thorndike 1920;

Ross 1977), it would be reasonable to expect to see these effects in classroom settings

given that both biases occurred in similar context in which a person evaluates multiple

individuals in a group setting with limited information. However, we do not know how

strong or potentially damaging they are. Our study allows us to quantify such effects in

addition to verifying their existence in PBL classrooms.

Findings from our study can be used for exploring important design questions for

designing tools that analyze and monitor traces of group activities that are predictive of

group process assessments (Madan et al. 2004; Rienks et al. 2006). Researchers have

traditionally used qualitative and quantitative methods to assess group processes by

manually coding for group processes (Meier et al. 2007; Weinberger and Fischer 2005).

More recently, others have used machine learning and data mining to automatically ana-

lyze and monitor group processes (Chen 2003; Reimann et al. 2011; Rienks et al. 2006).

Work focused in this way serves as a proof of concept and a good starting point for a longer

term investigation in building assessment support technology that can be used in PBL

design and technology courses. However, in both the manual coding and data mining

approaches, evidence that this early work addresses the real issues faced by project course

instructors in their assessment work is lacking. In particular, it is unclear whether the group

processes addressed by researchers correspond to the most important ones that instructors

would use in a classroom environment. Therefore, our study investigates the questions of

‘‘where’’ instructors have trouble in terms of conducting assessments in actual PBL

classroom settings by using principles from social psychology.

The first principle from social psychology that is of interest, namely the halo effect, is a

cognitive bias leading people to perceive another person’s traits in a way that is consistent

with previous impressions of other traits (Thorndike 1920). The halo effect was first

documented by Thorndike when he observed that supervisors seemed unable to rate their

subordinates independently on different aspects of character. Other situations where it has

been documented are when commanding officers are rating their soldiers, when a boss is

evaluating employees (Beehr et al. 2001), when a customer is evaluating sales people

(Lambart et al. 1997), or when a student is evaluating an instructor (Becker and Cardy
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1986; Feeley 2002). However, documentation of the halo effect in situations where an

instructor is evaluating students has not been explored yet.

However, as in previously documented research on the halo effect, instructors are in a

situation where they have to evaluate students based on their limited interactions with

them. In studies of PBL assessments, instructors have demonstrated the need for assessing

students and their group work in various dimensions of assessment categories such as those

shown in Table 1. Yet, instructors may be strongly biased to rate students similarly on

different assessment categories (Gopinath 1999), including both those directly observed

and those predicted, even when their desire is to differentiate between these categories. To

study the existence and the influence of the halo effect in a classroom environment, we

compare instructors’ assessment in various assessment categories to the assessment of

observers, who have direct experience observing group work, and propose the following

hypothesis:

Hypothesis 1 Group work instructors who are not direct observers of group work make

more errors of judgment consistent with what is predicted by the halo effect.

In verifying that our data supports this hypothesis, we gain deeper insights into how the

halo effect plays out in assessment of group work and explore whether having more of a

direct view into group work can lessen the halo effect. In addition, since we evaluated

group work on five types of assessment categories in our classroom study, we can observe

which types of assessment categories are dominant, in the sense of biasing the perception

of other types of categories. For example, if an instructor has a strong perception of the

knowledge co-construction category, our hypothesis predicts that other categories, such as

group progress, would be affected by that perception. With these types of insights, it is

possible to predict exactly which types of errors of judgment will be made or in what

circumstances in our assessment context.

The second principle that is associated with judgments made from limited information

is the fundamental attribution error. The fundamental attribution error is the frequent

tendency for people to underestimate the effect of context and to overestimate personality-

based influences when explaining behaviors observed in others (Ross 1977). Although

limitations and difficulty in determining the accuracy of the fundamental attribution error

have been found (Harvey et al. 1981), it has been documented across multiple environ-

ments and is generally considered to be a robust phenomenon. For example, Cook and

Klumper (1999) documented the effect of the fundamental attribution error regarding

perception of leadership. They argue that although an individual can command authority

and demonstrate leadership skills in certain circumstances, the skills do not necessarily

transfer to other situations. However, people tend to underestimate the effect of context in

which authority is exhibited and overestimates that effect as the individual’s inherent

leadership quality. Similarly, others have shown the effect of the fundamental attribution

error where the Board of Probation and Parole evaluated parole cases for offenders (Carroll

1978) and students evaluated teachers (Kelsey et al. 2004; McPherson and Young 2004).

However, as with the halo effect, the fundamental attribution error has not been docu-

mented in the context of an instructor evaluating students and student groups.

As in previously documented research, we expect instructors to underestimate the

impact that their presence has on the behavior of their students in the context of their direct

experience with them, and thus to make strong assumptions about how they behave in the

group work setting that don’t carry over into that context. More specifically, instructors are

vulnerable to the fundamental attribution error because they have a limited vantage point

where they only see the students in the context of class sessions or check-point meetings
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where students put on their best behavior. An observer who attends group work sessions

would be less subject to the fundamental attribution error with respect to judgments about

that group work because he sees the students in the actual work context. Because the

fundamental attribution error predicts that ‘‘the further removed someone is from directly

observing behavior, the greater their errors of judgment should be’’, we would expect to

see higher correlation between the assessment of an individual and the group that he

belongs to when comparing the correlation of the instructor’s assessments to the observer’s

assessments. Thus, we arrive at a second hypothesis:

Hypothesis 2 Group work instructors who are not direct observers of group work make

errors of judgment consistent with what is predicted by the fundamental attribution error.

Examining our hypothesis on the fundamental attribution error would provide under-

standing on whether this cognitive bias occurs in PBL assessments and if so, to what

degree. In particular, if we observe a high correlation between a student’s assessment score

and the score of his group, developers of assessment tools can help instructors lessen the

bias by providing methods for comparing the two assessment scores. Beyond seeking

evidence to support or refute these hypotheses, the concrete and multi-dimensional oper-

ationalization of perspective on group work we develop and employ in this work allows us

to measure the extent of errors in judgment relative to different types of assessment goals.

Thus, this investigation has the potential to yield rich insights into the inner workings of

group work instructors’ assessment practices.

Method for the classroom study

We tested our hypotheses through a correlational analysis of data collected in a project

course. This course was a graduate level engineering project course, in which 22 students

worked on one collaborative project sponsored by an industrial client. Because the goal of

the course was to have students experience a project cycle from start to finish, the

instructor’s role was to guide the students in terms of the process of a project, rather than to

focus on the end product. Therefore, the course evaluation was formative in nature. Four

subgroups of students were formed in order to carry out the project. The semester long

course was divided into three phases, each lasting 5 weeks. Each phase consisted of the

general process required to complete a project, starting from planning (phase 1) to

implementation (phases 2 and 3). Subgroups changed for each phase, allowing students to

work with most of the students in the class.

For the assessment data, two types of data were collected: namely, observer assessment

scores and instructor assessment scores. Observers were two members of our research team

who observed weekly student group meetings related to the course project. The observers

had experience as either an instructor or a teaching assistant in graduate level project

courses. The observers introduced themselves as ‘‘flies-on-the-wall’’ and took measures to

avoid influencing the natural group work phenomenon in such a way that might invalidate

our observation. To collect data for this analysis, we asked the observers and instructors to

make weekly evaluations of students in the five areas of the assessment framework

(Table 1). These five assessment categories, which were established through a previous

interview study (anonymized), are qualities of group work that the instructors of multiple

PBL courses identified as being important. Although the course consisted of three phases,

the most usable data was collected during phase 2. Data collection during phase 1 was used
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for calibrating observer and instructor instruments. Data collection for observers during

phase 3 didn’t occur because the students didn’t hold formal structured group meetings at

the end of the semester. Therefore, the instructor and observer assessment data used in this

paper is based on data collected during phase 2.

Instrument for measuring observer perspective

The first instrument we developed was for use with direct observers of project group

meetings. For each of the five group process dimensions displayed in Table 1, we studied

the transcript data from a previous interview study with PBL instructors (anonymized).

From that data we identified different questions that instructors used in association with

each of the five dimensions. Using those questions as a foundation, we then constructed

two to three statements that described the positive and negative student behaviors asso-

ciated with each dimension at group and individual levels. For example, a statement for the

knowledge co-construction dimension at the group level was ‘‘Did the group share

information that is meaningful which will advance the project, or is the information

superficial’’, and at the individual level was ‘‘Did the student present new ideas or solutions

for problems being discussed during the meeting?’’ Table 2 shows example statements for

all five dimensions as a reference.

The observers made assessments by responding to these statements associated with the

five dimensions with yes or no answers. For example, for the knowledge co-construction

category at the individual level, one of the statements is ‘‘Did the student present new ideas

or solutions for problems being discussed during the meeting?’’ If the student presents new

ideas or solutions, the observer would assign a ‘‘yes’’. However, a ‘‘no’’ would be assigned

if the student only pushes old ideas without incorporating alternative options. Similarly, for

the participation category at the individual level, one of the questions is ‘‘Does the student

seem engaged in the meeting by giving full attention to the meeting itself?’’ The observer

would assign a ‘‘yes’’ to the question if the student is being attentive to the meeting. On the

other hand, if the student is not giving full attention to the meeting, such as checking his

mobile device too frequently or not participating in the discussion, a ‘‘no’’ would be

assigned to the question. Based on the pattern of these yes and no answers of the statements

Table 2 Sample questions used for the five assessment categories

Group level Individual level

Goal_setting Did the group discuss things to do/set goals
for the next meeting?

Is the student suggesting next steps
(plans, high level steps) for himself or
for the team?

Progress Was there a discussion on what the group
had accomplished since the last meeting?

Where there items that the student
finished during the past week?

Knowledge
co-construction

Did the group share information that is
meaningful which will advance the
project, or is the information superficial?

Did the student present new ideas or
solutions for problems being
discussed during the meeting?

Participation If work is done during the meeting, i.e.
making a presentation, are all of the
students doing work?

Does the student seem engaged in the
meeting by giving full attention to the
meeting itself?

Teamwork Is everyone’s opinion taken seriously
without being ignored?

Did the student respect others’ opinions
by allowing them to speak/respond?
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for each category, observers then assigned an overall score with a number between -2 and

2. The range has both negative and positive numbers so that the scorers can easily map

negative behaviors to negative scores and positive behaviors to positive scores. The five

point range is also convenient in terms of its correspondence with typical grading scales

(e.g., A–F). For the observer instrument, two coders validated the five assessment cate-

gories and achieved a kappa of 0.90.

The observers evaluated each student on the five assessment dimensions each week. In

addition, an average of these five scores was computed for comparison with the course

grade, which is a single score encompassing all five dimensions. Because students did not

hold formal meetings during phase 3, observer data during this phase could not be col-

lected. Therefore, we only have phases 1 and 2 scores for observer assessment scores.

Instrument for measuring instructor perspective

Once the instrument for quantifying the observations of direct observers based on the five

assessment categories was developed, we constructed an isomorphic instrument to be used

by instructors to track their assessments of the students throughout the semester. The

questions were completely isomorphic to those on the observer instrument. For example,

for the sample statement in knowledge co-construction given in the previous section, the

isomorphic question in the instructor instrument was ‘‘Did the student present new ideas or

solutions for problems?’’. Note that the only difference with this sentence is the removal of

the phrase ‘‘being discussed during the meeting’’ at the end of the isomorphic question in

the observer instrument (Table 2).

Each week, the instructor evaluated each student on the five assessment dimensions,

separately from the course grade. These instructor assessments are based on classroom

observations, which occur twice a week, as well as weekly meetings, which the instructor

has with each student group. Because the instructor evaluation started in phase 2, we have

phase 2 scores and phase 3 scores for each of the five dimensions on a weekly basis. These

weekly scores were then averaged for each phase. The instructor assessments were based

on instructors’ observations as well as weekly instructor-group meetings, rather than actual

student group meeting observations. Again, the averages for each phase were also com-

puted for instructor scores.

Results from the classroom study

The instruments described in the previous section allowed us to compute through a cor-

relational analysis the degree of match or mismatch between instructor, observer, and

student perspectives on relevant judgments about the quality of student participation in

their project groups.

Hypothesis 1: Group work instructors who are not direct observers of group
work make errors of judgment consistent with what is predicted by the halo
effect

We can evaluate the extent to which hypothesis 1 is consistent with our data by comparing

correlations across dimensions of the observer scores and the instructor scores. Previous

studies that demonstrate the halo effect have reported different conceptual and operational
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definitions for measurement of this cognitive bias (Cooper 1981; Becker and Cardy 1986;

Balzer and Sulsky 1992). This confusion is partly due to the two different types of mea-

surements that Thorndike used in his original study (Thorndike 1920). Therefore, we

measured and reported both types of correlations that Thorndike used in his original study:

(1) intercorrelations among specific performance dimensions and (2) correlations between

overall ratings with specific performance dimensions. The intercorrelation score is com-

puted using correlations among the differing dimensions, in our case the five assessment

categories shown in Table 1. Because the halo effect is the tendency to rate different

performance dimensions similarly, the intercorrelation score from a person that is more

affected by this cognitive error would be higher. In our classroom study, because direct

observers do not themselves have an instructor-student relationship with the students in the

groups they observe, they may be less likely to strongly associate the separate charac-

teristics together. Second, direct observers have first-hand experience observing the stu-

dents in their groups. Taken together, we hypothesized that the direct observers may be less

susceptible to the halo effect, which means that they should be able to differentiate across

the various assessment categories better than instructors do. If so, the correlation between

those categories of observer scores should be lower than those computed from instructor

scores.

Table 3 shows descriptive statistics for the five assessment categories, and Tables 4 and 5

shows correlations scores between the categories for the observers and the instructor scores.

Overall, the correlations in of the instructor’s scores (Table 5) are higher than those of the

observers’ scores (Table 4) as suggested by hypothesis 1. More specifically, for the obser-

vers’ scores, the two significant correlations are between the categories of goal setting and

participation, and knowledge co-construction and participation. Comparing the correlations

for goal setting and participation between Tables 4 and 5, one can see that the score for the

observers is lower at 0.589 (p\ 0.05) compared to the score for the instructor, which is 0.756

(p\ 0.01). Similarly, for the categories of knowledge co-construction and participation, the

correlation for the observers is lower at 0.717 (p\ 0.01) compared to that of the instructor at

0.853 (p\ 0.01). Thus, the data supports that the instructor has more difficulty in differ-

entiating among the various assessment categories, which may be explained by the presence

of the halo effect.

The second type of measurement that is indicative of the halo effect is the correlation

between overall ratings with specific assessment categories. Thorndike reported that the

overall impression of a person and the specific performance dimensions were in the range

of 0.51–0.64 (Thorndike 1920). In this project course, the instructor assigned mid-course

grades for each of the three phases, separately from the weekly measurement. The mid-

course grades are based only on the project group work with an emphasis on the process

rather than the product for the course. Peer assessment is not considered for the mid-course

Table 3 Descriptive statistics
for the five assessment categories

Observer (N = 14) Instructor (N = 22)

M CI ± 95 % SD M CI ± 95 % SD

Goal_setting 3.34 2.81–3.87 0.92 4.32 4.04–4.60 0.62

Progress 3.18 2.96–3.39 0.37 4.33 4.06–4.59 0.59

Knowledge 3.63 3.07–4.18 0.96 4.15 3.93–4.37 0.49

Participation 4.63 4.21–5.04 0.71 4.37 4.06–4.68 0.70

Teamwork 5.00 – 0.00 4.49 4.29–4.69 0.44
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grades. To compare our data with Thorndike’s data, we used these mid-course grades as

the overall rating and computed the correlational value between the mid-course grades

along with the average of the five assessment dimensions. The correlation scores between

overall ratings and average of the five dimensions for phases 2 and 3 are r(18) = 0.565,

p\ 0.01 and r(18) = 0.48, p\ 0.05 respectively. Thus, this second measurement is

comparable to the correlations mentioned in Thorndike’s work, which also supports

hypothesis 1.

Hypothesis 2: Group work instructors who are not direct observers of group
work make errors of judgment consistent with what is predicted
by the fundamental attribution error

The fundamental attribution error predicts that group work instructors may make errors in

judgment by attributing a student’s behavior or performance to the group environment

rather than to the student’s own individual capabilities or motivations. Thus, a high cor-

relation between the group’s score and the individual’s score could suggest that the

instructor is influenced by the group’s performance when assessing the individual student.

To test the second hypothesis, we compared the correlation between the group score and

the average of individual student scores in that group. As predicted by the hypothesis, the

correlation associated with the instructor’s score was higher in general compared to the one

based on direct observer’s score. For easy comparison, we computed the average of the

Table 4 Correlations for the five assessment categories of phase 2 observer scores

Goal_setting Progress Knowledge Participation Teamwork

Goal_setting 1

Progress 0.118 1

Knowledge 0.273 -0.067 1

Participation 0.589* 0.127 0.717** 1

Teamwork –a –a –a –a 1

a Correlation could not be computed due to insufficient variation of teamwork data values

* p\ 0.05, ** p\ 0.01

Table 5 Correlations for the five assessment categories of phase 2 instructor scores

Goal_setting Progress Knowledge Participation Teamwork

Goal_setting 1

Progress 0.857** 1

Knowledge 0.765** 0.714** 1

Participation 0.756** 0.718** 0.853** 1

Teamwork 0.634** 0.534* 0.748** 0.823** 1

* p\ 0.05, ** p\ 0.01
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correlations across all four groups and observed that the average for the instructor is 0.40,

whereas the average for the observer is 0.23.

For a more complete picture, Table 6 shows the group scores, the average of the

individual scores, and the correlations between those scores for each of the four groups.

Among the four groups, the comparing the correlation scores for that of the observer and

instructor for group 2 and group 4 clearly shows that the observer’s score is lower at 0.14

and 0.18 respectively, compared to the instructor’s scores at 0.58 and 0.59. Interestingly,

group 1’s correlations show an opposite trend than expected. Group 1 is different from the

other groups that it was composed of only three members, whereas the three other groups

were composed of either six or seven members. Unfortunately, group 3’s observer scores

are missing, so we cannot compare the correlations. However, note that the instructor’s

group 3 correlation score at 0.37 is closer to that of group 2 (0.58) and group 4 (0.59) than

group 1 (0.05).

Another statistic that could signal the fundamental attribution error during assessment is

the variance of the individual’s scores. If the instructor attributes much of the individual’s

performance to the group performance, then the scores of the individuals in the same group

would be similar, resulting in low variance. Indeed, the variance among the students in a

given group was lower for the instructor’s scores (SD = 0.32) than for the observer’s

assessment scores (SD = 0.43). Thus, this second analysis also tells a similar story, which

is consistent with hypothesis 2.

Discussion

In this section, we discuss how our classroom study findings can be used for designing

effective group work assessment tools. By offering instructors a deeper insight into group

work that occurs outside of their direct view, assessment tools can help instructors identify

situations where their concerted attention is most needed. However, prior work on

Table 6 Group versus individual scores and their correlations for the four project subgroups

Group Individual

Grpl Grp2 Grp3 Grp4 Grpl Grp2 Grp3 Grp4

Observer

Goal_setting 3.00 3.33 – 3.37 5.00

Progress 3.00 3.25 – 3.55 5.00 4.75 – 3.25

Knowledge 4.50 3.42 – 3.20 4.00 3.75 – 4.75

Participation 5.00 4.38 – 3.35 4.00 4.00 – 4.75

Teamwork 5.00 5.00 – 4.70 5.00 4.50 – 5.00

Corr group and ind 0.36 0.14 – 0.18

Instructor

Goal_setting 4.83 4.25 4.03 3.88 5.00 5.00 5.00 4.00

Progress 4.50 4.25 4.14 4.47 4.50 4.50 5.00 4.50

Knowledge 4.17 4.33 3.93 4.53 5.00 5.00 5.00 4.50

Participation 4.67 4.58 4.09 4.23 4.50 4.50 4.00 4.00

Teamwork 4.83 4.71 4.17 4.33 5.00 4.50 4.50 5.00

Corr group and ind 0.05 0.58 0.37 0.59
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automatic assessment support (DiMicco et al. 2006; Kay et al. 2006; Pianesi et al. 2008)

has been largely oriented towards addressing the technical challenges rather than

addressing design challenges that consider where instructors are having trouble. For

example, Pianesi et al. (2008) developed a tool which automatically generates reports

about participant’s behavior using audio and video annotation of meetings. Although

technical challenges of generating the report itself are addressed, research on instructor

needs and corresponding design choices are less explored in their work. However, since

project course instructors work with project groups over an extended period of time and

have regular contact with the groups, they can be susceptible to cognitive biases. There-

fore, in addition to the technical challenges, design challenges that address where dis-

crepancies of instructor view are likely to occur would benefit the assessment practices.

Deriving design principles based on the result of empirical study has previously been

identified as an important research direction at computer-supported collaborative learning

symposiums (Dimitracopoulou et al. 2004). Our classroom study presents data that pin-

points where discrepancies lie as well as the magnitude of those discrepancies. These

findings motivate the principle that support should draw attention to differences between

distinct assessment dimensions. As an illustration of one way of implementing this design

recommendation, we present a design prototype referred to as the Group Assessment

Platform (GRASP) in Figs. 1 and 2. GRASP is an online tool that provides data on group

interaction by automatically detecting and providing the status of student groups. Such a

tool would enable instructors to be more effective in identifying when students need more

of their concerted attention by looking the status of the five assessment categories at both

group and individual level. In other words, an instructor can ‘‘grasp’’ the status of multiple

groups and provide guidance to groups in need.

The first hypothesis from our classroom study has shown that instructors who did not

have direct access to group work were more prone to the halo effect, resulting in similar

scores across differing assessment categories. Therefore, to dampen the halo effect, the

assessment tool should make an explicit distinction between different assessment cate-

gories so that the instructor would be better prepared to differentiate among these various

dimensions. In GRASP, we visualize each group category assessment—goal setting,

progress, knowledge co-construction, participation, and teamwork—as a separate line with

a distinct style, as shown in Fig. 1. Each line shows the progress along the number of

weeks during a semester, which is shown in the x-axis. Use of color that highlights a

negative progress in each line helps the instructor to easily detect problems and to check

whether there are indeed differences between various assessment categories that he missed.

Fig. 1 GRASP interface
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Another important feature of GRASP that addresses our study findings, regarding the

observation that group work instructors are susceptible to the fundamental attribution error,

is displaying separate panels for groups and individuals. As is seen in Fig. 2, there are two

different panels: the group overview panel (upper half) and the individual overview panel

(lower half). Displaying both views simultaneously helps instructors compare the degree to

which a group’s performance might affect the assessment of an individual. For example,

Fig. 2 shows that both Group C and student Brian’s knowledge co-construction assessment

category show a decrease in value from week 3 to week 4. Given this data, the instructor

can meet Brian separately from the group to examine whether the student needs additional

guidance separate from the group.

By presenting a design prototype, GRASP, we illustrated how the findings from the

classroom study could be used for effective group assessments as an example. However,

although GRASP has many potentials to be an assessment tool to evaluate the group work

over time, its current stage as a design prototype has several limitations given the limi-

tations of our study. First, our investigation was based on a single project class assessed by

an instructor. Further study is needed to examine if our findings replicate in other types of

project courses or courses assessed by more than one instructor and test the extent to which

our results generalize beyond the context we have reported in this paper. Second, since

phases 1 and 3 data could not be used for analysis due to administrative issues, our analysis

was based on phase 2 data only. It would be interesting to observe whether the same

phenomena on the two biases are observed in the beginning and the end of the course as

well. Lastly, the evaluation of GRASP is needed to see whether cognitive biases affect the

assessment practices and the findings could be used to improve its current design and to

inform the design of other automatic assessment tools.

Fig. 2 GRASP interface

Towards effective group work assessment: even what you… 177

123



Conclusions

This paper addresses important questions related to the extent and nature of mismatches in

perspectives among interested parties who vary in their degree of exposure to the context in

which group work occurs. The formal study we report was conducted in a project-based

learning classroom. The paper describes insights gained from this investigation as well as

how two principles from social psychology can be used as a lens for exploring important

design questions in PBL.

We also presented how the findings from the classroom study can be applied in research

that supports group assessment practices of project course instructors by providing

guidelines that would enable instructors to be less prone to the psychological biases such as

halo effect and fundamental attribution error. Previous research has shown that although

eliminating the effect of cognitive biases is difficult, there are certain techniques to reduce

the effect (Tetlock 1985; Burger 1991). Likewise, our guidelines should be tested in a

formal study to see whether they can lessen the effect of cognitive biases because they

were suggestions based on interpretation of our data.

In addition to the study findings themselves, we also see the potential use of the

assessment instruments developed for instructor and observer assessments. The instrument

used by observers is targeted for assessors who have direct access to student group

meetings, whereas the instrument used by instructors can be used more broadly by group

work facilitators in general in various settings. Therefore, in addition to group work

facilitators in educational settings, as in the classroom study, managers in industry could

potentially also use the same instrument because the five assessment dimensions are

broadly defined.

Although our investigation is limited to two types of cognitive biases, researchers could

adapt our methodology to test other types of psychology principles that would help in

designing assessment tools. In addition, we ultimately expect to see similar needs in both

an educational context and an industrial one. While the choice to conduct the work in an

educational setting was made partly for practical reasons, it has advantages from the

standpoint of our research focus on assessment, especially at an early stage. Conducting

research that focuses on and involves evaluation could be viewed as a threat, and therefore

could possibly interfere with obtaining buy-in from participants. Therefore, this work could

serve as a basis for conducting future work in an industrial setting.
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