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Abstract
Although chatbots are increasingly deployed in customer service to reduce the burden of human labor and sometimes 
replace human employees in online shopping, there remains the challenge of ensuring consumers’ service evaluation and 
purchase decisions after chatbot service. Anthropomorphism, referring to human-like traits exhibited by non-human entities, 
is considered a key principle to facilitate customers’ positive evaluation of chatbot service and purchase decisions. However, 
equipping chatbots with anthropomorphism should be planned and rolled out cautiously because it could be both advan-
tages to building customer trust and disadvantages for increasing customer overload. To understand how customers process 
and react to chatbot anthropomorphism, this study applied Wixom and Todd’s model and social information processing 
theory which guide this study to examine how object-based social beliefs (i.e., chatbot warmth and chatbot competence) of 
anthropomorphic chatbot influence service evaluation and customer purchase by generating behavioral beliefs (i.e., trust in 
chatbot and chatbot overload). The research model was examined with a “lab–in–the–field” experiment of 212 samples and 
two scenario-based experiments of 124 samples and 232 samples. The results showed that chatbot warmth and competence 
had significant effects on trust in chatbot and chatbot overload. Trust in chatbot and chatbot overload further significantly 
impact service evaluation and then customer purchase. Implications for theory and practice are discussed.
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1 Introduction

With the surge of technological innovations, artificial intel-
ligence (AI) is rapidly transforming the way that compa-
nies interact with their customers. In particular, AI-enabled 
chatbots are increasingly becoming the leading area of AI 
use in customer service (Blut et al., 2021). Chatbots pro-
vide customers with quick, convenient, and friendly service 

through text-based or voice-based chats, which helps reduce 
the burden of human labor and sometimes replace human 
employees (Luo et al., 2019). Gartner reported that chat-
bots will become the principal customer service channel for 
roughly a quarter of organizations by 2027.1 Despite the 
potential benefits of chatbots for customer service, there 
remains the challenge of ensuring consumers’ service evalu-
ation and purchase decisions after chatbot service (Cheng 
et al., 2022a, b). Some customers feel that chatbots lack the 
personal touch or empathy that human employees can pro-
vide. Moreover, customers with unique or complicated prob-
lems are worried chatbots may not have the knowledge or 
flexibility to provide satisfactory solutions (Fu et al., 2020). 
Since the chatbot service introduces substantial changes in 
customers’ online shopping experience, it is vital to under-
stand how customers appraise the chatbot service and adapt 
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to the changes introduced by the intelligent system in their 
shopping-related decisions.

With its popularity in customer service, chatbots have 
attracted wide interest from both scholars and practitioners 
in the e-commerce context (Cheng et al., 2022a, b; Roy & 
Naidoo, 2021). Prior research has indicated anthropomor-
phism, which refers to human-like traits exhibited by non-
human entities, is a key principle to facilitate customers to 
interact with chatbots (Lee & Oh, 2021). The human-like 
traits can evoke a sense of familiarity, comfort, and ease for 
customers (Cheng et al., 2022a, b). Recognizing the impor-
tance of anthropomorphism for chatbots, researchers have 
started exploring how to maximize the value of chatbots 
through the design of chatbots’ anthropomorphism (Roc-
capriore & Pollock, 2023), which calls for a further detailed 
examination of the effect of anthropomorphic traits on cus-
tomer experience. In practice, companies have also invested 
in customer service AI primarily to enhance efficiency and 
foster a sense of intimacy, expecting a detailed guide on 
the effects of chatbot design in achieving these objectives.2 
As a response to both academic and practical call, the first 
goal of this study is to investigate how customers evaluate 
the service of chatbots with anthropomorphism design and 
how their service evaluation affect their shopping decision 
process.

Warmth and competence are highlighted as two typi-
cal anthropomorphic cues that can deeply engage custom-
ers (Cheng et al., 2022a, b; Roy & Naidoo, 2021). Chat-
bot warmth indicates that customers are perceptive to the 
chatbots’ good intentions to help them, while chatbot com-
petence represents customers’ beliefs in chatbots’ capaci-
ties to act on those good intentions (Roy & Naidoo, 2021). 
However, equipping chatbot agents with anthropomorphism 
should be planned and rolled out cautiously because it could 
be both advantages and threatens to companies. Regarding 
advantages, when chatbots exhibit human-like capacities 
such as responsiveness and reliability, customers are more 
likely to trust the information and assistance provided by the 
chatbot (Epley et al., 2007), which further enhances their 
service evaluations. Regarding threats, customers may feel 
overloaded to process intensive and quick responses from 
chatbots (Wang et al., 2021). Moreover, machines are com-
monly believed to lack the mental capability of express-
ing emotions which is one of the fundamental differences 
between humans and machines (Luo et al., 2021). Chatbot 
warmth can evoke a sense of threat to human uniqueness and 
lead to strong eeriness and aversion toward the machines, 
which may reduce service evaluations (Han et al., 2022). 
To comprehensively understand the effect of chatbots on 

customers’ shopping decisions, the second goal of this study 
is to empirically validate the dual paths of how chatbot 
warmth and chatbot competence affect customers’ service 
evaluations through trust in chatbot and chatbot overload.

To provide academical guidance for the research devel-
opment, the Wixom and Todd model and social informa-
tion processing theory (SIP) are combinedly applied in this 
study- the Wixom and Todd model supports the research 
framework and SIP helps explain how users interpret 
Anthropomorphism. According to the Wixom and Todd 
model (Wixom & Todd, 2005), users’ behavioral attitudes 
and intentions are determined by their behavioral beliefs that 
are driven by their object-based beliefs in service systems, 
which offers an “object-based beliefs—behavioral beliefs—
behavioral attitude—behavioral intention” academic frame-
work. SIP theory further posits that in computer-mediated-
communication people engage in a series of cognitive 
processes (e.g., perceiving, interpreting, and evaluating 
social information) to process social information to form 
attitudes and make decisions (Salancik & Pfeffer, 1978; 
Weisband et al., 1995). According to SIP, customers’ attitude 
and behavior towards chatbot service are results of how they 
process anthropomorphic cues. In this study, chatbot warmth 
and chatbot competence are customers’ object-based social 
beliefs about chatbots, which are important social informa-
tion for customers to process (Wixom & Todd, 2005). Trust 
in chatbot and chatbot overload are considered customers’ 
behavioral beliefs about chatbots, particularly customers’ 
interpretation of using anthropomorphic service chatbots 
(Wixom & Todd, 2005). Therefore, the integration of the 
Wixom & Todd model and SIP provides academic guidance 
for understanding how social cues of anthropomorphic ser-
vice systems (i.e., chatbot warmth and chatbot competence) 
affect users’ behavioral beliefs (trust and overload), attitudes 
(service evaluations), and intentions.

To validate the research design, a pilot study of 33 par-
ticipants was employed to test the direct effects of chatbot 
anthropomorphism on customers’ service evaluation and 
purchase intentions. Then a lab–in–the–field experiment 
with 212 participants and a scenario-based experiment of 
124 participants were employed to examine the research 
model that includes trust in chatbot and chatbot overload as 
mediating factors. Furthermore, a scenario-based experiment 
of 232 participants was conducted to uncover the effects of 
chatbot warmth and chatbot competence on different types 
of trust in chatbot and chatbot overload. Important findings 
and implications are discussed.

This study contributes to the extant literature on chat-
bot anthropomorphism and customer–chatbot interaction, 
as follows. First, this study reveals that anthropomorphic 
cues are effective in enhancing customer-chatbot interactions 
and therefore customers’ service evaluation of chatbots in an 
e-commerce context, which expands current understanding 

2 https:// www. techn ology review. com/ 2020/ 04/ 28/ 10006 75/ how- ai- is- 
chang ing- the- custo mer- exper ience/
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of anthropomorphism and its impact in e-commence. 
Second, this study reveals a dual pathway of how chatbot 
anthropomorphic cues affect customers’ service evaluation 
through trust in chatbot and chatbot overload. It advances a 
consolidated framework to understand the impacts of chatbot 
anthropomorphism in the e-commerce context (e.g., Cheng 
et al., 2022a, b). Third, this study contributes to the contex-
tualisation of the Wixom & Todd model (Wixom & Todd, 
2005) and SIP (Salancik & Pfeffer, 1978) in e-commerce 
chatbots by identifying object-based social beliefs as chatbot 
anthropomorphism (i.e., chatbot warmth and chatbot com-
petence), behavioral beliefs as trust in chatbot and chatbot 
overload.

2  Literature Review

2.1  Chatbot Anthropomorphism

Anthropomorphism is the attribution of human traits (e.g., 
character, motivation, emotion, and intention) to non-human 
agents (Epley et al., 2007). Information systems scholars 
have extensively discussed the effect of chatbot anthropo-
morphism in online shopping because anthropomorphism 
is acknowledged to mimic interpersonal interaction and 
facilitate customer-chatbot interaction (e.g., Schanke et al., 
2021; Sharma et al., 2022). A systematic review of prior 
studies on chatbot anthropomorphism (see Appendix I) indi-
cates that scholars explored various forms of chatbot anthro-
pomorphism which can be classified into human identity 
cues, verbal cues, and nonverbal cues (Seeger et al., 2021). 
Some scholars examined chatbot human identity cues such 
as name (Araujo, 2018; Crolic et al., 2022), gender (Zogaj 
et al., 2023), human figure icon (Go & Sundar, 2019), and 
visual appearance cues (Pizzi et al., 2023). Other researchers 
focused on examining chatbot verbal cues like language style 
(Araujo, 2018), conversational relevance (Schuetzler et al., 
2020), humor (Schanke et al., 2021), and chatbot nonverbal 
cues such as communication delay (Cheng et al., 2022a, b; 
Schanke et al., 2021). Moreover, Seeger et al. (2021) pos-
ited that the effect of nonverbal cues depends on the co-
existence of human identity cues or verbal cues in chatbot 
communication.

To improve the effectiveness of chatbot anthropomor-
phism in promoting customer-chatbot interaction, a few 
studies further explored chatbot warmth and competence 
as two specific anthropomorphic cues that can shape cus-
tomers’ social judgment when treating chatbots as human-
like agents (Cheng et al., 2022a, b; Roy & Naidoo, 2021). 
For instance, Roy and Naidoo (2021) manipulated warmth 
and competence as chatbots’ human identity cues that can 
improve customer attitude and purchase intention. Cheng 
et al. (2022a, b) posited warmth and competence as the 

anthropomorphic attributes that can facilitate customer trust. 
Although warmth and competence cues can be designed into 
image- and word-based communication to engage custom-
ers in social interaction (Roccapriore & Pollock, 2023), few 
studies have explored the effectiveness of warm and com-
petent verbal or nonverbal cues. Chatbot warmth cues make 
customers believe that the chatbot has positive intentions 
for them by displaying a good-natured, tolerant, and enthu-
siastic image (Cheng et al., 2022a, b). Chatbot competence 
cues make customers believe that the chatbot can execute 
positive intentions by showing independence, competitive-
ness, and confidence (Cheng et al., 2022a, b). This study, 
therefore, aims to fill out the research gap by manipulating 
warmth and competence cues in chatbots’ nonverbal and 
verbal communication.

2.2  Wixom & Todd Model and Social Information 
Processing Theory

The Wixom & Todd model posits that users’ object-based 
beliefs influence their behavioral intentions by shaping 
behavioral beliefs and attitudes about using service systems 
(Shen et al., 2018; Wixom & Todd, 2005). According to 
the Wixom & Todd model (Wixom & Todd, 2005), users 
make behavioral decisions according to their evaluations, 
experiences, and attitudes toward using the service systems, 
which are determined by the degree to which users perceive 
the technological characteristics and functionalities of ser-
vice systems. Moreover, the Wixom & Todd model (Wixom 
& Todd, 2005) posits that users’ behavioral intentions to 
use the systems would predict their actual behaviors in the 
future. Thus, the Wixom & Todd model has been proposed 
as a useful framework for understanding customers’ series 
reactions to various service systems (e.g., Nguyen et al., 
2022; Rhim et al., 2022; Xu et al., 2013).

Complementing the Wixom & Todd model (Wixom & 
Todd, 2005), SIP provides the theoretical basis for under-
standing how the social aspects of service systems influence 
users’ attitudes and decisions (Salancik & Pfeffer, 1978). 
According to SIP, users rely heavily on the social informa-
tion available to them to shape their perceptions, attitudes, 
and behaviors (Salancik & Pfeffer, 1978). Users’ pursuit 
of social information helps develop trust relationships (Lu 
et al., 2019), but also results in information overload prob-
lems (Davis & Agrawal, 2018). In this vein, SIP provides the 
theoretical foundation for explaining how the social cues of 
chatbots influence customers’ interpretation, and evaluation 
of chatbots and thereby customer purchase decisions.

Prior literature has employed the Wixom & Todd model 
and SIP to understand customers’ responses to service chat-
bots with different focuses. For instance, Rhim et al. (2022) 
employed the Wixom & Todd model to evaluate the usability 
of and user satisfaction with the chatbot systems. Nguyen 
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et al. (2022) drew upon the Wixom & Todd model to under-
stand customers’ attitudes and behaviors toward chatbot 
services. Hendriks et al. (2020) drew upon SIP to posit that 
customer-chatbot interaction via written cues can be viewed 
as a process of building social relationships. Schanke et al. 
(2021) employed SIP to propose that anthropomorphism can 
be viewed as the social cues of chatbots to make social inter-
pretations in computer-mediated communication. The above 
studies suggest that the question of how chatbot anthropo-
morphism affects customers’ behavioral attitudes and inten-
tions remains unclear in extant literature. This study draws 
upon the Wixom & Todd model and SIP to identify the 
object-based social beliefs, behavioral beliefs, and behavio-
ral attitudes that influence customers’ behavioral intentions 
towards chatbots in online service.

2.2.1  Chatbot Warmth and Competence as Object‑Based 
Social Beliefs

Object-based social beliefs refer to users’ perceptions of the 
social aspects of service systems, such as perceived infor-
mation quality (Wixom & Todd, 2005). According to the 
Wixom & Todd model (Wixom & Todd, 2005), custom-
ers first observe the technological characteristics and func-
tionalities of systems and become aware of object-based 
social beliefs in their minds. Prior research has contextual-
ised object-based social beliefs about chatbot services. For 
instance, Nguyen et al. (2022) theorised that the information 
and system quality of chatbot applications are object-based 
social beliefs because they describe customers’ perceptions 
of chatbot systems’ capabilities to convey information or 
services. Walter et al. (2022) theorised that lay beliefs about 
artificial intelligence expert systems are object-based social 
beliefs because they describe customers’ beliefs in artificial 
intelligence algorithms that make an optimal choice. Such 
object-based social beliefs influence customers’ advocacy 
of service providers (Nguyen et al., 2022) and the adoption 
of algorithmic advice (Walter et al., 2022) in the context of 
chatbot services.

These previous studies indicated that object-based social 
beliefs about chatbot services play a significant role in 
explaining customer behavior. However, little research has 
identified specific object-based social beliefs that explain 
customer behavior toward online service chatbots. Based 
on the SIP (Salancik & Pfeffer, 1978), we theorised that 
perceived chatbot anthropomorphic traits are object-based 
social beliefs because the anthropomorphic traits of chat-
bots convey the social information of e-commerce chatbots. 
Anthropomorphic chatbot traits refer to the human-like traits 
(e.g., warmth- and competence-based communication cues) 
that induce customers to perceive non-human agents (e.g., 
chatbots) as human agents (Cheng et al., 2022a, b). Specifi-
cally, chatbot warmth leads customers to believe that their 

intentions are positive like humans (Chien et al., 2022), such 
as offering good-natured or enthusiastic service. Chatbot 
competence can be viewed as customers’ beliefs that chat-
bots have a strong capacity to act on positive intentions as 
a human (Ahmad et al., 2022), such as showing confidence 
and competitiveness. Thus, chatbot warmth and chatbot 
competence are identified as the object-based social beliefs 
of chatbots in online services.

2.2.2  Trust in Chatbot and Chatbot Overload as Behavioral 
Beliefs

Behavioral beliefs are viewed as users’ evaluations or expe-
riences of using the system, such as perceived usefulness 
(Wixom & Todd, 2005). Further, the Wixom & Todd model 
(Wixom & Todd, 2005) posits that object-based social 
beliefs influence users’ behavioral attitudes by promoting 
behavioral beliefs. Despite the significance of behavioral 
beliefs in predicting behavioral attitudes, the specific type 
of behavioral beliefs that can explain customers’ behavioral 
attitudes toward chatbot service systems remains ambiguous 
in the literature. According to the literature on SIP, trust can 
be theorised as a behavioral belief pursued by customers 
because trust implies a close relationship in computer-medi-
ated communication (Jarvenpaa & Leidner, 1999). Trust 
is proposed to influence customers’ behavioral attitudes 
toward the voice user interface on smartphones (Nguyen 
et al., 2019) and their intentions to adopt personal intelligent 
agents (Moussawi et al., 2021). In the chatbot service con-
text, Behera et al. (2021) examined the influence of trust in 
chatbot on customers’ attitudes toward chatbots. Moreover, 
trust in chatbot indicates the evaluative aspect of behavioral 
beliefs because it reflects customers’ positive expectations 
of the outcome of using chatbots (Kyung & Kwon, 2022). 
Based on customers’ evaluations of different aspects of the 
chatbot, trust in this technology may include an objective 
assessment of competence (i.e., cognitive trust) and a sub-
jective assessment of the emotional connection (i.e., affec-
tive trust) to it (Hildebrand & Bergner, 2021).

On the other hand, the term chatbot overload refers to 
customers’ negative experiences in processing excessive 
information beyond their mental resources or personal 
expertise (Wang et al., 2021). Therefore, chatbot over-
load is construed as an experiential aspect of behavioral 
beliefs because it reflects customers’ negative experiences 
of using chatbot technology. Prior research has identified 
information overload in human-chatbot interaction (Luo 
et al., 2021) and examined the role of technology over-
load in the effect of chatbot technology utilization on ser-
vice outcomes (Kim et al., 2022). Literature on SIP also 
highlights technology overload as a persistent problem 
of information processing because users heavily rely on 
all available social information to make further decisions 
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(Davis & Agrawal, 2018). As a negative reaction to chat-
bot technology, chatbot overload may include cognitive 
symptoms of errors in decisions (i.e., cognitive overload) 
and emotional symptoms, such as stress and frustration 
(i.e., emotional overload) (Rutkowski et al., 2013; Saun-
ders et al., 2017). The literature on the Wixom & Todd 
model posits that behavioral beliefs can be understood as 
users’ evaluations of the outcomes or experience of using 
technology (Shen et al., 2018). Thus, this study considered 
trust in chatbot and chatbot overload as evaluative and 
experiential aspects of customer behavioral beliefs.

2.2.3  Service Evaluation as Behavioral Attitude

Behavioral attitudes represent the users’ attitudes toward 
using the system, such as user satisfaction (Wixom & 
Todd, 2005). Literature on the Wixom & Todd model 
argues that behavioral beliefs affect behavioral intention by 
shaping behavioral attitudes (Xu et al., 2013). The signifi-
cance of customer attitude in predicting customer behavior 
calls for the consideration of service evaluation of chat-
bot technology (Behera et al., 2021; Han et al., 2022). A 
favorable evaluation indicates customers’ positive attitudes 
toward experienced service (Keh & Sun, 2018). In chatbot 
service, Han et al. (2022) found that customers’ positive 
emotions aroused by chatbot services lead to improved 
service evaluation. Roy and Naidoo (2021) reported that 
chatbot anthropomorphism improves customer attitudes 
toward the brand. Behera et al. (2021) indicated that atti-
tude toward chatbot technology has a positive influence 
on customer adoption of chatbots. However, the role of 
behavioral attitude between behavioral beliefs and behav-
ioral intentions has not been examined in the context of 
chatbot service. Therefore, this study viewed service eval-
uation as the behavioral attitude towards chatbot service 
that explains how customers’ behavioral beliefs induce 
behavioral intentions.

3  Hypothesis Development

In summary, the integration of the Wixom & Todd model 
and SIP provides a comprehensive framework for theorising 
our research model. Based on this model, we first examine 
how object-based social beliefs (e.g., chatbot warmth, chat-
bot competence) influence behavioral beliefs (e.g., trust in 
chatbot and chatbot overload) and thereby behavioral atti-
tude (e.g., service evaluation). Moreover, we examined the 
effect of behavioral attitude on behavioral intention (e.g., 
purchase intention) and then actual behavior (purchase 
behavior). Figure 1 shows the research model.

3.1  Anthropomorphism and Trust in Chatbot

Literature on SIP highlights anthropomorphic traits as 
the social cues that can develop close relationships in 
customer-chatbot communication (Schanke et al., 2021). 
Given machines are commonly believed to lack the mental 
capability of expressing emotions (Luo et al., 2021), warmth 
traits, such as empathetic and personable words, are applied 
in chatbot scripts to convey kindness or good faith in order 
to please customers. Warm traits lead customers to perceive 
chatbots as human-like agents because they mimic custom-
ers’ social interactions with familiar people, such as friends 
and family members. When chatbots respond with communi-
cation modes characterised by warm traits, customers’ cog-
nitive needs for product–related information and emotional 
needs for caring could be satisfied (Gong et al., 2016). As a 
result, chatbot warmth induces customers to feel that chat-
bots are trustworthy agents.

Moreover, chatbot warmth has the potential to encour-
age social proximity between customers and chatbots during 
service-delivery conversations (Ehrke et al., 2020). Custom-
ers then perceive chatbots in the same way as they perceive 
human service agents, which builds customer trust in chat-
bot. In contrast, when customers perceive less warmth in 
conversations with chatbots, they feel that chatbots are cold 
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machines. It would then be difficult for customers to engage 
in social interactions with chatbots. Consequently, custom-
ers are less likely to build trust in chatbot. The literature on 
the Wixom & Todd model posits that trust reflects users’ 
behavioral beliefs in chatbots’ good intentions because of 
the latter’s anthropomorphic traits (Cheng et al., 2022a, b). 
Chatbot warmth as customers’ object-based social beliefs 
about chatbots could elicit positive behavioral beliefs about 
them, which is considered customers’ trust in this study. 
Therefore, the following hypothesis was proposed:

H1a. Chatbot warmth is positively related to trust in chat-
bot.

Trust in chatbot could also be established by customers’ 
positive expectations of chatbot competence, which has 
been posited as an important anthropomorphic trait (Cheng 
et  al., 2022a, b). Literature on SIP viewed competence 
traits as a form of social information that influence people’s 
social information processing in an interpersonal relation-
ship (Chan & Ybarra, 2002). Chatbot competence captures 
customers’ perceptions of chatbots’ capacity to deliver 
skilled services. Chatbots with high levels of competence 
are viewed as confident and competitive service agents that 
can diagnose customers’ questions and provide information 
that is useful in maintaining high-quality conversations. 
By creating positive expectations in the customer’s mind, 
chatbot competence could lead to increased trust in chatbot. 
In contrast, low competence, such as failing to understand 
customers’ questions and providing inaccurate responses, 
might induce customers to feel that chatbots have less abil-
ity and efficiency in task solving. Therefore, unsatisfactory 
performance caused by the incompetence of chatbots could 
damage customers’ trust in this technology (Jiang, 2023). 
Therefore, the following hypothesis was proposed:

H1b. Chatbot competence is positively related to trust 
in chatbot.

3.2  Anthropomorphism and Chatbot Overload

In e-commerce services, chatbots often respond to custom-
ers in text-based communications. Chatbot overload occurs 
when users feel overwhelmed or burdened by excessive 
interactions with the chatbot (Saunders et al., 2017). For 
example, the chatbot provides responses that are too lengthy 
or complex, or fails to understand and address the user's 
needs effectively. Large amounts of information require high 
levels of cognitive capabilities, which often exceed the men-
tal efforts that customers are willing to make in shopping 
context (Fu et al., 2020). Compared with robotic language, 
conversations imbued with warm traits resemble the natural 
communication that customers usually have in daily life and 

can easily accommodate. The familiarity leads customers to 
automatically filter out relevant information that may help 
them in online service inquiries. According to SIP theory, 
when a chatbot exhibits warmth, such as using friendly lan-
guage and showing empathy, users would perceive these 
social cues as positive emotional connection which would 
help reduce the likelihood of feeling overloaded by the inter-
actions with the chatbot (Davis & Agrawal, 2018). There-
fore, the anthropomorphic traits of chatbots are expected to 
decrease customers’ feelings of overload when they commu-
nicate with chatbots. That is, chatbot warmth could increase 
customers’ readiness and familiarity with engaging in con-
versations with chatbots, thereby relieving the pressure on 
customers to process textual communication. Therefore, the 
following hypothesis was proposed:

H2a. Chatbot warmth is negatively related to chatbot 
overload.

When communicating with chatbots in e-commerce trans-
actions, customers expect chatbots to be competent in under-
standing their needs and responding accurately. Customers 
would feel reflex and easy when the chatbots are profes-
sional and mature agents that can meet their service requests 
(Nguyen et al., 2022). That is, chatbot competence would 
induce customers to consider that the information and ser-
vices delivered by chatbots are necessary to facilitate online 
shopping, which could reduce customers’ sense of chatbot 
overload. In contrast, a low level of competence would make 
customers feel overloaded because they have to process inac-
curate and irrelevant information when the chatbot does not 
understand and respond to them correctly. Moreover, the 
low competence of chatbots would force customers to seek 
employee services, thereby increasing customer overload. 
Therefore, the following hypothesis was proposed:

H2b. Chatbot competence is negatively related to chatbot 
overload.

3.3  Trust in Chatbot, Chatbot Overload, 
and Customer Behavior

As an emerging technology, chatbots have the potential 
for positive performances, including trust relationships 
(Mostafa & Kasamani, 2022), but they also have nega-
tive aspects of emerging technologies, such as technology 
overload (Kumar et al., 2022; Sun et al., 2022). Accord-
ing to the Wixom & Todd model, customers’ behavioral 
intentions regarding chatbot usage are determined by their 
behavioral beliefs, which are based on their evaluations of 
the outcomes or experiences of using chatbots (Wixom & 
Todd, 2005). Trust in chatbot (Mostafa & Kasamani, 2022) 
and chatbot overload (Sun et al., 2022) are two crucial 
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behavioral beliefs about chatbot usage that could influence 
customers’ intentions to use chatbots.

Chatbots are embedded in online stores as a customer 
self-service technology that replaces human employees 
(Li et  al., 2021). In online shopping, when customers 
trust chatbots, they have an objective assessment of the 
competence and quality of the chatbot in interaction (i.e., 
cognitive trust) and a subjective evaluation of the emo-
tional bond with the chatbot (emotional trust) (Hildebrand 
& Bergner, 2021). In other words, trust in a chatbot can 
be conceptualised as customers’ willingness to be vulner-
able to the actions of the chatbot because they have posi-
tive expectations of this technology (Kim et al., 2009). As 
a result, customers seamlessly transit to a chatbot agent 
service. Prior research has posited that trust in chatbot 
reflects the customer’s belief that the chatbot is reliable 
and understandable (Li et al., 2021), which facilitates the 
customer’s usage intention (Mostafa & Kasamani, 2022). 
Trust in chatbot implies that customers have confidence 
in the chatbot’s competence to provide accurate and safe 
service (Chen et al., 2020). Based on positive expectations 
of acquiring high-quality service and establishing a close 
relationship, trust in chatbot should lead to an increased 
service evaluation. Therefore, the following hypothesis 
was proposed:

H3a. Trust in chatbot is positively related to service 
evaluation.

Technology overload has often been conceptualised as the 
various cognitive and emotional symptoms that result from 
interacting with information and communication technolo-
gies (Saunders et al., 2017). As an emerging self-service 
technology in online shopping, chatbots have been criticised 
because of wake-up errors, insensitive responses, and irrel-
evant answers, all of which impose cognitive and emotional 
overloads on customers (Sun et al., 2022). When customers 
interact with chatbots, cognitive overload is manifested by 
information that exceeds the customer’s mental resources or 
personal expertise (Fu et al., 2020), whereas emotional over-
load implies customers’ frustration, pressure, and confusion 
(Rutkowski et al., 2013), both of which are related to nega-
tive outcomes. Prior research has found that chatbot over-
load negatively affects customers’ satisfaction and reduces 
customers’ continued intention to use chatbots (Sun et al., 
2022). Because of their negative beliefs about chatbots, such 
as feeling overloaded by using chatbot technology, custom-
ers are inclined to have a low level of service evaluation 
of chatbot service. Therefore, the following hypothesis was 
proposed:

H3b. Chatbot overload is negatively related to service 
evaluation.

3.4  Effect of Service Evaluation on Purchase 
Intention

When customers have a positive service evaluation of chat-
bots, it indicates that the chatbot provided a satisfactory 
and efficient interaction. When customers have their prob-
lems resolved promptly and effectively, it creates a positive 
impression and boosts their confidence in the store. This 
enhanced customer experience can lead to positive per-
ceptions of the brand and the online store, increasing their 
confidence in making a purchase (Zarei et al., 2019). As a 
result, a positive service evaluation would increase the likeli-
hood of purchase intention. On the contrary, if a customer 
has a negative experience with a chatbot, such as receiving 
inaccurate information or experiencing repeated technical 
glitches, it can undermine their confidence in the purchase 
process, leading to decreased purchase intention. Previous 
studies also suggested the positive effect of service evalua-
tion on customers’ purchase intention (Behera et al., 2021; 
Han et al., 2022). Therefore, this study proposed that:

H4. Service evaluation is positively related to purchase 
intention.

3.5  Effect of Purchase Intention on Purchase 
Behavior

When customers have a strong purchase intention in the 
e-commerce context, it indicates a certain level of com-
mitment to making the purchase (Morrison, 1979). This 
commitment translates into a higher likelihood of follow-
ing through with the intended purchase and converting the 
intention into actual purchase behavior. Customers have 
confidence in the expected satisfaction and value they will 
derive from the purchase (Zarei et al., 2019). When custom-
ers believe that the product or service will meet their needs 
and provide a positive experience, it increases their intention 
to purchase and subsequently, their actual purchase behavior 
(Newberry et al., 2003). Therefore, this study proposed that:

H5. Purchase intention is positively related to purchase 
behavior.

4  Research Design

The unit of analysis of this study is a customer with expe-
rience in using chatbots in online shopping. An online 
lab–in–the–field chatbot experiment (study A) and two 
scenario-based chatbot experiments (study B, C) were con-
ducted to examine the research model. Appendix II presents 
the research design including three quantitative studies. 
Study A uses a lab-in-the-filed experiment with a student 



 Information Systems Frontiers

1 3

sample which allows for observing and testing participants’ 
actual behavior (i.e., adding a shopping cart) in actual online 
stores. Study B uses a scenario-based experiment with the 
non-student sample which helps further test and generalize 
the differential effects of four versions of chatbots. Study C 
uses a scenario-based experiment with the non-student sam-
ple which helps further uncover the differential effects of five 
versions of chatbots. The experiential tasks were designed 
as purchasing experiential products (i.e., t-shirts, shampoo) 
which are considered appropriate to test the effectiveness of 
chatbots in online services (Zhu et al., 2022).

By imitating DianXiaoMi in Taobao,3 one of the biggest 
e-commerce platforms in China, four versions of chatbots 
characterised by different anthropomorphic cues (i.e., none, 
warmth, competence, and a hybrid of warmth and compe-
tence) were developed. To explain the relationship between 
the three studies and how they serve the research objec-
tives, we have added a table for clarification. As shown in 
Appendix III, paralanguage cues (e.g., emoticons, number 
of words, tone) were used to describe different versions of 
chatbots under experimental conditions, which were then 
designed to simulate real-life shopping scenarios.

To measure chatbot warmth and chatbot competence in 
study A, B, and C, a three-item scale and a three-item scale 
were adapted from Fiske et al. (2002). We conceptualised 
trust in chatbot and chatbot overload as second-order forma-
tive constructs in study A, B and as first-order reflective 
constructs in study B to examine whether measurement scale 
could influence the results. Service evaluation in study A, 
B was evaluated by one item adopted from Keh and Sun 
(2018). In addition, study A measured purchase intention 
with one item and purchase behavior with a dummy vari-
able using a self-developed scale. All principal constructs 
(except for purchase intention and purchase behavior) were 
measured by a seven-point Likert scale ranging from 1 
(“strongly disagree”) to 7 (“strongly agree”). Following the 
reflective–formative construct operationalisation guidelines 
in the information system discipline (Cenfetelli & Bassellier, 
2009; Petter et al., 2007), we conceptualised all first-order 
principle constructs as reflective constructs. Appendix IV 
shows the scales of focal constructs for testing the hypoth-
eses and the experimental conditions (i.e., perceived infor-
mativeness, perceived realism, perceived difficulty).

We included gender, age, education, prior online shop-
ping experience, and prior chatbot experience as the control 
variables, based on prior studies on customers’ reactions to 
chatbots (Roy & Naidoo, 2021). Gender was measured by 
one item: 0 = female and 1 = male. Age was measured by 
one item: 1 = 18–24, 2 = 25–30, 3 = 31 and above. Education 

was measured by one item: 1 = Undergraduate and below, 
2 = Graduate and above. The prior online shopping experi-
ence was measured using one item: “The number of years I 
have used online shopping” (from “1 =  < 2” to “5 =  > 8”). 
Prior chatbot experience was measured using one item: “The 
number of years I have used chatbot” (from “1 =  < 2” to 
“5 =  > 8”), which was adapted from Shen et al. (2018).

We conducted a subject matter expert review to ensure 
the accuracy of all scales. The questionnaire items were 
translated into Chinese and then back-translated into Eng-
lish to ensure equivalent meanings across the two versions. 
Before the actual data collection, two experienced research-
ers from the information systems and marketing disciplines 
were invited to check the expression and clarity of the 
questionnaire.

To calculate an appropriate number of research samples 
for testing the research model, we conducted an a priori sta-
tistical power analysis. The maximum number of predictors 
in the research model was 12. Assuming a medium effect 
size (f2 = 0.30), a minimum sample size of 111 respondents 
to enable an alpha level of 0.05 and a power of 0.95 were 
required for the research model (Cohen, 1988).

4.1  Study A

4.1.1  Pilot Study

The pilot study aimed to test the lab–in–the–field experi-
ment of study A and investigate the premise that whether 
chatbots demonstrating higher chatbot warmth and chatbot 
competence can elicit higher service evaluation and cus-
tomer purchase. However, the mediating constructs (i.e., 
trust in chatbot and chatbot overload) were not included 
(Schuetzler et al., 2020). The procedures applied in study 
A included three stages. In Stage 1, we recruited partici-
pants from universities in Mainland China. To be eligible 
for the experiment, the participants were required to answer 
an enrolment questionnaire that included questions related 
to demographic information, personal contact, and times 
available for participating in the experiment. In Stage 2, 
we recruited four research assistants, including one of the 
authors, to manage the four experimental conditions. The 
research assistants were trained to contact and instruct the 
participants and record the experimental details using Ten-
cent Conference.4 With the aid of the research assistants, 
the participants were randomly allocated to one of the Tao-
bao stores. They then communicated with chatbots in a real 
shopping environment. In Stage 3, we used texts and pictures 
to introduce the experimental procedure and shopping task. 

3 Taobao (https:// www. taobao. com/) features designing experimental 
conditions, i.e., manipulating chatbots cues.

4 Tencent Meeting (https:// meeti ng. tence nt. com/) features communi-
cating screen sharing and screen recording.

https://www.taobao.com/
https://meeting.tencent.com/
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Before the experiment, the participants were informed of the 
anonymous, voluntary, authentic, non–commercial nature of 
the experiment. Regarding the shopping tasks, the partici-
pants were asked to purchase uniforms (i.e., t-shirts) for their 
classes, and the chatbots in the online stores were prepared 
for their inquiries. To increase the response rate, the partici-
pants were offered an incentive of 30 ~ 50 RMB. To ensure 
that the participants engaged fully in the experiment, they 
were asked to check at least five of the 15 questions about 
the target shopping task. They then used these questions 
to converse with the chatbots. After the conversations with 
the chatbots, a post-experiment questionnaire that includes 
all research constructs was answered by the participants. 
Participants were also asked to answer questions related to 
perceived informativeness, perceived difficulty, perceived 
realism of experimental conditions, and attention check 
questions.

A data sample of 33 participants was collected from uni-
versities in Mainland China. We conducted an exploratory 
analysis and a hierarchical regression analysis to evaluate 
the psychometric properties and co-relationships among 
chatbot warmth, chatbot competence, service evalua-
tion, and purchase intention. Initially, we performed Kai-
ser–Olkin (KMO) and Bartlett’s tests using SPSS 26 (George 
& Mallery, 2019) to conduct a descriptive factor analysis 
(Lewis et al., 2005). The result of the KMO test was 0.81, 
and the result of Bartlett’s test of sphericity was significant 
at p = 0.00, thus validating the adequacy of the data sample 
for exploratory factor analysis. We validated the scales of 
the nine items for internal reliability, convergent validity, 
and discriminant validity (Lewis et al., 2005). As shown 
in Table VI (Appendix V), the average variance extracted 
(AVE) values were higher than 0.50, the composite reliabil-
ity (CR) values were 0.92, and the Cronbach’s alpha values 
were 0.86, which was higher than the threshold value of 0.70 
(Nunnally, 1978), indicating satisfactory internal validity. 
The factorial loadings ranged from 0.82 to 0.93, indicat-
ing acceptable convergent validity. The correlations among 
chatbot warmth, chatbot competence, service evaluation, and 
purchase intention ranged from 0.33 to 0.76, and the square 
roots of AVEs were higher than the intra–construct corre-
lations, indicating satisfactory discriminate validity (Hair 
et al., 2006).

We examined the direct effects of chatbot warmth and 
chatbot competence on service evaluation and purchase 
intention by applying hierarchical regression analysis 
using SPSS 26. Two models were estimated. As shown in 
Table V2 (Appendix V), when chatbot warmth and chatbot 
competence were included to explain service evaluation, the 
 R2 value increased by 0.44 at a significant level (F = 10.10, 
p < 0.001), chatbot warmth was nonsignificant (β = 0.11, 
p > 0.05) while chatbot competence was significantly 
(β = 0.61, p < 0.001) related to service evaluation. When 

chatbot warmth and chatbot competence were included to 
explain purchase intention, the  R2 value increased by 0.16 
at a significant level (F = 2.92, p < 0.05), chatbot warmth 
was nonsignificant (β = –0.23, p > 0.05) while chatbot com-
petence was significantly (β = 0.75, p < 0.05) related to pur-
chase intention. Thus, we concluded that chatbot compe-
tence and chatbot warmth influence service evaluation and 
purchase intention through other plausible mechanisms.

4.1.2  Formal Study

Following the modified procedure based on the pilot study, 
study A was conducted from April 1st to April 26th, 2022. 
Data were collected through an embedded questionnaire 
conducted on Wenjuan.com, which features delivering 
experimental conditions, i.e., Taobao store URL, remotely. 
A data sample of 226 participants was collected from univer-
sities in Mainland China. Several criteria were employed to 
fill out the qualified responses. Among the 226 participants, 
five failed to receive responses or received delayed responses 
from chatbots because of technical problems, three partici-
pants did not ask the chatbot questions, five participants did 
not pass the attention check, and one participant gave regular 
answers to the research constructs in this study. Thus, 212 
valid responses (N control = 53, N warmth = 54, N competence = 55, 
N hybrid = 50) were retained for further data analysis. To 
determine whether 212 responses were sufficient for the data 
analysis, we used the G*Power 3.1.9.7 software to imple-
ment a post hoc statistical power analysis (Faul et al., 2007). 
The average effect size of the relationships presented in this 
research model was 0.04, with an alpha level of 0.05 and a 
power of 0.99, which was higher than the threshold value 
of 0.80. Thus, our sample size was sufficient for the data 
analysis.

Table  A1 presents the demographic profiles of the 
respondents. Among the 212 respondents, 72.60% were 
female, 78.80% were aged above 18 years and below 24 
years, 50.50% had a bachelor’s degree or below, 94.80% had 
more than two years of prior online shopping experience, 
71.20% had more than two years of prior chatbot experience.

Following prior research on testing the successful ran-
domization of experimental conditions and the effects of 
control variables (Rzepka et al., 2022), we used analyses of 
variance (ANOVAs) for the metric variables and Fisher’s 
exact tests for the categorical variables. First, the levels of 
chatbot warmth (F (3, 208) = 20.57, p = 0.00) and chatbot 
competence (F (3, 208) = 6.96, p = 0.00) were found to 
differ significantly between the control and experimental 
groups. Second, the homogeneity of the conversation con-
tent was ensured because the participants reported only a 
minimal difference in perceived informativeness between 
the control and hybrid groups (F (3, 208) = 2.80, p = 0.04). 
Moreover, the participants reported that they felt the 
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experimental conditions were realistic and easy to under-
stand, and there was no significant difference across the 
four experimental conditions regarding perceived realism 
(F (3, 208) = 0.324, p = 0.81) and perceived difficulty (F (3, 
208) = 0.82, p = 0.48). Third, the results showed that there 
was no significant group difference in gender (p = 0.99), age 
(p = 0.50), education (p = 0.32), prior online shopping expe-
rience (p = 0.94), prior chatbot experience (p = 0.23). Thus, 
we concluded that the treatment was successful and the con-
trol variables would not confound the experimental effects.

Following prior research, we simultaneously employed 
PLS-SEM to test the mediating effects of trust in chatbot and 
chatbot overload (Schuetzler et al., 2020). In the information 
system research community, PLS-SEM has been widely used 
with complex models that include multiple mediators and 
dependent variables. Moreover, PLS-SEM efficiently models 
relatively small samples with stable statistical quality (Rein-
artz et al., 2009). We applied the Smart–PLS 3.27 software 
package to analyses 5,000 bootstrapping resamples. Follow-
ing Hair et al.’s (2021) two-step analytical procedure, we 
determined the results of the measurement model and struc-
tural model. We validated the measurement model of first-
order reflective constructs in terms of internal reliability, 
as follows: Cronbach’s alpha > 0.70; composite reliability 
(CR) > 0.70; average variance extracted (AVE) > 0.50; con-
vergent validity, loadings > 0.60; and discriminant validity, 
square roots of the AVEs > construct correlations (Fornell 
& Larcker, 1981). As shown in Table A2, Cronbach’s alpha 
ranged from 0.83–0.85, CR ranged from 0.90–0.91, and 
AVE ranged from 0.75–0.77, indicating satisfactory inter-
nal reliability. The item loadings ranged from 0.83–0.91, 
which indicated acceptable convergent validity. We validated 
the measurement model of the second-order formative con-
structs in terms of weight size and weight significance (Pet-
ter et al., 2007). The size and significance of the formative 
indicators’ weights revealed their respective roles in signifi-
cantly determining the formation of a formative construct. 
As shown in Table A3, all formative indicators had statisti-
cally significant weights, with acceptable weight sizes.

To determine whether multicollinearity existed in this 
study, we examined the variance inflation (VIF) factor 
and the tolerance value of all constructs. As suggested by 
Mason and Perreault (1991), multicollinearity is less likely 
to be a serious problem if the VIF value is lower than 10.00 
for reflective indicators or lower than 3.33 for formative 
indicators. The tolerance value of both the reflective and 
formative indicators should be higher than 0.10. As shown 
in Table A2, the VIF of all reflective constructs ranged 
from 1.93–2.79, whereas the tolerance value ranged from 
0.36–0.52. Similarly, the VIF of all formative constructs 
ranged from 1.71–2.29, whereas the tolerance value ranged 
from 0.44–0.58. Therefore, multicollinearity was not a con-
cern in this study.

Moreover, discriminant validity was established because 
the square roots of the AVEs for all constructs were greater 
than the construct correlations shown in Table A4. Com-
bined, these results indicate that the reliability and validity 
of the measurement model were satisfactory.

To address potential concerns about using perceptual 
measures and self-reported data, we conducted analyses to 
determine nonresponse bias and common method bias (see 
Appendix VI). The results showed that these biases were not 
serious concerns in this study.

Because the research model included second-order con-
structs, we followed prior studies and applied the indicator 
reuse approach by computing PLS algorithms to calculate 
the latent variable score of the focal constructs, which we 
used to test the main effects using PLS-SEM with 5,000 
bootstrapping resamples (Lowry & Gaskin, 2014).

Main Effects Consistent with H1a and H1b, chatbot warmth 
(H1a: β = 0.20, p < 0.01) and chatbot competence (H1b: 
β = 0.61, p < 0.001) were positively related to trust in chat-
bot. Consistent with H2a, chatbot warmth (H2a: β = –0.41, 
p < 0.001) was negatively related to chatbot overload. How-
ever, the relationship between chatbot competence and chat-
bot overload (H2b: β = –0.10, p > 0.05) was nonsignificant; 
thus, H2b was rejected. Consistent with H3a and H3b, trust 
in chatbot was positively associated with service evaluation 
(H3a: β = 0.67, p < 0.001), whereas chatbot overload was 
negatively related to service evaluation (H3b: β = –0.17, 
p < 0.001). Moreover, service evaluation was positively 
related to purchase intention (H4: β = 0.65, p < 0.001), 
while purchase intention was positively related to purchase 
behavior (H5: β = 0.55, p < 0.001), thus, H4 and H5 were 
supported. The model explained 58%, 43%, and 30% of the 
variance in service evaluation, purchase intention, and pur-
chase behavior, respectively. Figure 2 illustrates the results 
of the direct effects of study A.

Mediation Effects To examine the mediating roles of trust 
in chatbot and chatbot overload, we used the latent variable 
score derived in SmartPLS to conduct a mediating analy-
sis using SPSS. Specifically, we used PROCESS Model 
4 for SPSS to obtain the regression coefficients (Hayes & 
Scharkow, 2013). The standard two-tailed test was con-
ducted using the standard SPSS macro with 5,000 boot-
strapping resamples and bias-corrected confidence estimates 
[95% CI]). As shown in Table A5, the results indicated that 
the indirect effects of chatbot warmth on service evaluation 
through trust in chatbot (β = 0.15,  CI95% = [0.0264, 0.1655], 
p < 0.05) and chatbot overload (β = 0.06,  CI95% = [0.0151, 
0.1088], p < 0.05) were significant, but the direct effects 
were nonsignificant (β = 0.12,  CI95% = [–0.0008, 0.2362], 
p > 0.05). This result indicated that trust in chatbot and 
chatbot overload fully mediated the influence of chatbot 
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warmth on service evaluation. Similarly, the indirect effects 
of chatbot competence on service evaluation through trust in 
chatbot (β = 0.28,  CI95% = [0.1717, 0.3811], p < 0.05) were 
significant, while the direct effects were significant (β = 0.21, 
 CI95% = [0.0732, 0.3451], p < 0.05). This result indicated that 
trust in chatbot partially mediated the influence of chatbot 
competence on service evaluation.

4.2  Study B

Following the procedure in study A, study B was con-
ducted from May 1st to May 5th, 2023. Data were collected 
through a scenario-based questionnaire conducted on wjx.
cn, which includes four customer-chatbot dialogue scenarios 
(see Appendix III). A data sample of 191 participants was 
collected in Mainland China. After filling out the qualified 
responses using attention check questions (e.g., whether the 
chatbot used emoticons in dialogue?), 124 (N control = 30, N 
warmth = 35, N competence = 33, N hybrid = 26) valid sample was 
used to further data analysis. To determine whether 124 
responses were sufficient for the data analysis, we used the 
G*Power 3.1.9.7 software to implement a post hoc statistical 
power analysis (Faul et al., 2007). The average effect size of 
the relationships presented in this research model was 0.05, 
with an alpha level of 0.05 and a power of 0.97, which was 
higher than the threshold value of 0.80. Thus, our sample 
size was sufficient for the data analysis. Table B1 presents 
the demographic profiles of the respondents. Among the 124 
respondents, 66.90% were female, 90.30% were aged above 
18 years and below 24 years, 70.20% had a bachelor’s degree 
or below, 98.40% had more than two years of prior online 
shopping experience, 58.90% had more than two years of 
prior chatbot experience.

Similar to Study A, we used analyses of variance (ANO-
VAs) for the metric variables and Fisher’s exact tests for 
the categorical variables. First, the levels of chatbot warmth 
(F (3, 120) = 14.98, p = 0.00) and chatbot competence (F 

(3, 120) = 5.08, p = 0.00) were found to differ significantly 
between the control and experimental groups. Second, 
the homogeneity of the conversation content was ensured 
because the participants reported only a minimal difference 
in perceived informativeness between the control and com-
petence groups (F (3, 120) = 4.01, p = 0.01). Moreover, the 
participants reported that they felt the experimental condi-
tions were realistic and easy to understand, and there was no 
significant difference across the four experimental conditions 
regarding perceived realism (F (3, 208) = 0.77, p = 0.51). 
Third, the results showed that there was no significant group 
difference in gender (p = 0.51), age (p = 0.82), education 
(p = 0.74), prior online shopping experience (p = 0.63), prior 
chatbot experience (p = 0.92). Thus, we concluded that the 
treatment was successful and the control variables would not 
confound the experimental effects.

As shown in Table B2, Cronbach’s alpha ranged from 
0.78–0.90, CR ranged from 0.87–0.94, and AVE ranged 
from 0.70–0.84, indicating satisfactory internal reliabil-
ity. The item loadings ranged from 0.71–0.96, which indi-
cated acceptable convergent validity. Moreover, Table A2 
also shows that the VIF of all reflective constructs ranged 
from 1.21–1.50, whereas the tolerance value ranged from 
0.67–0.83. Therefore, multicollinearity was not a concern in 
this study. Moreover, discriminant validity was established 
because the square roots of the AVEs for all constructs were 
greater than the construct correlations shown in Table B3. 
Combined, these results indicate that the reliability and 
validity of the measurement model were satisfactory. The 
results of nonresponse bias and common method bias (see 
Appendix VI) showed that these biases were not serious in 
Study B.

Main Effects Consistent with H1a and H1b, chatbot warmth 
(H1a: β = 0.31, p < 0.05) and chatbot competence (H1b: 
β = 0.32, p < 0.01) were positively related to trust in chatbot. 
However, chatbot warmth (H2a: β = –0. 14, p > 0.05) was 
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Fig. 2  Structural model of study A
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non-significantly related to chatbot overload; thus, H2a was 
rejected. The relationship between chatbot competence and 
chatbot overload (H2b: β = –0.52, p < 0.001) was significant; 
thus, H2b was supported. Consistent with H3a and H3b, 
trust in chatbot was positively associated with service evalu-
ation (H3a: β = 0.41, p < 0.001), whereas chatbot overload 
was negatively related to service evaluation (H3b: β = –0.35, 
p < 0.001). The model explained 40% of the variance in ser-
vice evaluation. Figure 3 illustrates the results of the direct 
effects of Study B.

Mediation Effects As shown in Table B4, the results indi-
cated that the indirect effects of chatbot warmth on service 
evaluation through trust in chatbot (β = 0.08,  CI95% = [0.0006, 
0.2099], but the direct effects were nonsignificant (β = 0.13, 
 CI95% = [–0.0431, 0.2963], p > 0.05). This result indicated 
that trust in chatbot fully mediated the influence of chatbot 
warmth on service evaluation. Similarly, the indirect effects 
of chatbot competence on service evaluation through trust 
in chatbot (β = 0.08,  CI95% = [0.0078, 0.2141], p < 0.05) 
and chatbot overload (β = 0.09,  CI95% = [0.0042, 0.2296], 
p < 0.05) were significant, while the direct effects were sig-
nificant (β = 0.29,  CI95% = [0.0983, 0.4725], p < 0.05). This 
result indicated that trust in chatbot and chatbot overload 
partially mediated the influence of chatbot competence on 
service evaluation.

4.3  Study C

Following the procedure in study B, study C was con-
ducted from Aug 8th to Aug 23rd, 2023. Data were col-
lected through a scenario-based questionnaire conducted 
on credamo.com, which includes five customer-chatbot 
dialogue scenarios (see Appendix III). A data sample of 
263 participants was collected in Mainland China. After 
filling out the qualified responses using attention check 

questions (e.g., whether the chatbot used emoticons in dia-
logue?), 232 (N control = 46, N warmth_1

5 = 46, N warmth_2 = 48, 
N competence = 48, N hybrid = 44) valid sample was used to 
further data analysis. To determine whether 232 responses 
were sufficient for the data analysis, we used the G*Power 
3.1.9.7 software to implement a post hoc statistical power 
analysis (Faul et al., 2007). The average effect size of the 
relationships presented in this research model was 0.22, 
with an alpha level of 0.05 and a power of 0.96, which was 
higher than the threshold value of 0.80. Thus, our sample 
size was sufficient for the data analysis. Table C1 presents 
the demographic profiles of the respondents. Among the 232 
respondents, 66.80% were female, 29.70% were aged above 
18 years and below 24 years, 83.60% had a bachelor’s degree 
or below, 99.60% had more than two years of prior online 
shopping experience, 98.30% had more than two years of 
prior chatbot experience.

Similar to Study A and B, we used analyses of variance 
(ANOVAs) for the metric variables and Fisher’s exact tests 
for the categorical variables. First, the levels of chatbot 
warmth (F (4, 227) = 15.96, p = 0.00) were found to differ 
significantly between the control and warmth_1, warmth_2, 
hybrid groups, the participants in the control group were 
likely to perceive that chatbot was warmer (M control = 4.66, 
SD = 1.29) than those in the experimental groups ( M 
warmth_1 = 6.09, SD = 0.50, p = 0.00; M warmth_2 = 5.76, 
SD = 0.80, p = 0.00; M hybrid = 5.96, SD = 0.78, p = 0.00). The 
levels of chatbot competence (F (4,227) = 9.08, p = 0.00) 
were found to differ significantly between the control and 
competence, hybrid groups, the participants in the con-
trol group were likely to perceive that chatbot was more 
competent (M control = 3.69, SD = 1.29) than those in the 

Object-based
Social Beliefs

Behavioral
Beliefs

Chatbot

warmth

Chatbot

competence

Trust in

chatbot

Chatbot

overload

Service

evaluation
R2 = 40%

Purchase

intention

Purchase

behavior

Behavioral
Attitude

Behavioral
Intention

Actual
Behavior

0.31*

0.32**

‒ 0.14

‒ 0.52***

0.40***

‒ 0.35***

Note 1: *p < 0.05, **p < 0.01, ***p < 0.001.

Note 2: The dashed line represents the untested part.

Fig. 3  Structural model of study B

5 Warmth_1 refers to chatbot with verbal warm cues, warmth_2 
refers to chatbot with verbal and non-verbal warm cues.
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experimental groups (M competence = 4.63, SD = 1.62, p = 0.00; 
M hybrid = 5.23, SD = 1.17, p = 0.00). Therefore, our manipu-
lation of chatbot warmth and chatbot competence was valid.

Second, the homogeneity of the conversation content 
was ensured because the participants reported no signifi-
cant difference across the five experimental conditions 
regarding perceived informativeness (F (4, 227) = 2.22, 
p = 0.07). Moreover, the participants reported that they 
felt the experimental conditions were realistic and easy to 
understand, there was no significant difference across the 
five experimental conditions regarding perceived realism 
(F (4, 227) = 3.035, p = 0.02) and the participants reported 
only a minimal difference in perceived difficulty between 
the control and warmth groups (F (4, 227) = 3.53, p = 0.01). 
Third, the results showed that there was no significant group 
difference in gender (p = 0.62), age (p = 0.09), education 
(p = 0.70), prior online shopping experience (p = 0.17), prior 
chatbot experience (p = 0.49). Thus, we concluded that the 
treatment was successful and the control variables would not 
confound the experimental effects.

As shown in Table C2, Cronbach’s alpha ranged from 
0.77–0.89, CR ranged from 0.78–0.94, and AVE ranged 
from 0.68–0.81, indicating satisfactory internal reliabil-
ity. The item loadings ranged from 0.76–0.91, which indi-
cated acceptable convergent validity. Moreover, discrimi-
nant validity was established because the square roots of 
the AVEs for all constructs were greater than the construct 
correlations shown in Table C3. Combined, these results 
indicate that the reliability and validity of the measurement 
model were satisfactory. The results of nonresponse bias and 
common method bias (see Appendix VI) showed that these 
biases were not serious in study C.

To determine the effects of chatbot warmth and chatbot 
competence, we compare cognitive trust, emotional trust, 
cognitive overload, and emotional overload in five experi-
mental groups using ANOVA.

Our results indicated that there was significant differ-
ence across the experimental groups regarding cognitive 
trust (F (4, 227) = 2.73, p = 0.03) and emotional trust (F (4, 
227) = 10.24, p = 0.00). Comparing to the control group, 
chatbot warmth and chatbot competence indicated a signifi-
cant interaction effect on cognitive trust in hybrid group (M 
control = 4.63, SD = 1.35, M hybrid = 5.39, SD = 1.19, p = 0.00). 
In contrast to control group, chatbot warmth indicated a sig-
nificant main effect on emotional trust in warmth_1 group 
(M control = 4.52, SD = 1.36, M warmth_1 = 5.67, SD = 0.73, 
p = 0.00), in warmth_2 group (M control = 4.52, SD = 1.36, M 
warmth_2 = 5.53, SD = 1.14, p = 0.00), and in hybrid group (M 
control = 4.52, SD = 1.36, M hybrid = 5.53, SD = 1.14, p = 0.00).

Moreover, our results indicated that there was signifi-
cant difference across the experimental groups regarding 
cognitive overload (F (4, 227) = 3.89, p = 0.00) and emo-
tional overload (F (4, 227) = 2.73, p = 0.03). Comparing to 

the control group, chatbot warmth and chatbot competence 
indicated significant interaction effects on cognitive overload 
in hybrid group (M control = 3.15, SD = 0.99, M hybrid = 2.38, 
SD = 1.10, p = 0.05), and emotional overload in hybrid 
group (M control = 3.19, SD = 1.42, M hybrid = 2.37, SD = 1.15, 
p = 0.03).

5  Discussion and Implications

5.1  Key Findings

Although chatbots have been expected to replace humans and 
provide high-quality services for customers on e-commerce 
websites, unfavorable service evaluations and low conver-
sion rates of chatbots have become challenges for online 
retailers. An anthropomorphic design has been proposed as 
a remedy to improve customers’ beliefs of and behavioral 
intentions toward chatbot services. However, there is a lim-
ited amount of research on how chatbot anthropomorphism 
can best efficiently increase customers’ purchase behaviors. 
Thus, this study aimed to examine the effects of chatbot 
anthropomorphic cues (i.e., warmth and competence) on 
customers’ service evaluation and purchase behavior. We 
developed four versions of chatbots that differed in their 
degrees of warmth and competence but provided identical 
answers. The research model was tested using a pilot study 
(N = 33), a lab–in–the–field experiment (N = 212), and two 
scenario-based experiments (N = 124, N = 232). The empiri-
cal results support most hypotheses and presented several 
interesting findings.

First, both study A and study B showed that chatbot 
warmth and competence were positively related to trust in 
chatbot, which then increased service evaluation. Study C 
further verified that the interaction of chatbot warmth and 
chatbot competence helps increase cognitive trust and emo-
tional trust. Prior studies on chatbots have found that chat-
bot anthropomorphism can increase customer trust (Cheng 
et  al., 2022a, b; Pizzi et  al., 2023) and trust in chatbot 
would facilitate customer attitude and acceptance of chat-
bots (Behera et al., 2021; Kyung & Kwon, 2022) in various 
service contexts. This study further established that chatbot 
anthropomorphism promoted customer service evaluation 
by increasing trust in chatbot. By humanizing chatbots with 
warmth and competence cues, this study showed a positive 
relationship between chatbot anthropomorphism and ser-
vice evaluation in online shopping. Moreover, the findings 
showed that chatbot anthropomorphism facilitated service 
evaluation through the development of customer trust in 
chatbot. These findings indicate that customers are likely 
to show favorable attitudes toward chatbots that can make 
customers believe in their reliability and kindness.
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Second, although the negative influence of chatbot over-
load on service evaluation was found supported in study A 
and study B, the effect of chatbot warmth on chatbot over-
load was found supported only in study A, and the effect 
of chatbot competence on chatbot overload was found sup-
ported only in study B. The result of study C provided a 
possible explanation that the co-existence of chatbot warmth 
and competence is necessary to alleviate both cognitive 
overload and emotional overload. Another plausible reason 
for the differential effects of chatbot warmth and compe-
tence on chatbot overload is customer gender, which has 
been proved to affect customers’ evaluation of chatbot 
attributes when making purchase decisions (Sharma et al., 
2022). Our additional analysis showed that gender positively 
moderated the effect of chatbot competence on chatbot over-
load in study A (β = 0.39, p < 0.01) and study B (β = 0.32, 
p < 0.05), which suggested that male customers are more 
likely to highly evaluate the competence aspect of chatbot in 
e-commerce service. However, gender didn’t moderate the 
effect of chat warmth on chatbot overload, which encour-
ages future research to explore the boundary condition that 
can explain when chatbot warmth helps effectively reduce 
chatbot overload. Additional analysis of study A showed that 
chatbot competence has a significant impact on emotional 
overload (β = –0.17, p < 0.05) but not cognitive overload 
(β = –0.01, p > 0.05), this also opens an avenue for future 
research to unpack when chatbot competence reduces cog-
nitive overload. As an emerging technology in the service 
context, chatbot overload has been realized as a barrier that 
prevents users from effectively using chatbots (Kim et al., 
2022; Lou et al., 2022; Wang et al., 2021). This study further 
demonstrated that the existence of chatbot overload makes 
customers have a negative evaluation of chatbot service and 
further showed that chatbot anthropomorphism helps allevi-
ate chatbot overload in e-commerce service.

Third, service evaluation was found to have a signifi-
cant effect on purchase intention and purchase behavior 
in study A. Our further analysis showed that the indirect 
effect of service evaluation on purchase behavior through 
purchase intention (β = 0.84,  CI95% = [0.5289, 1.2753] 
was significant, but the direct effects were nonsignificant 
(β = 0.25,  CI95% = [0.2543, –0.1762], p > 0.05). Thus, pur-
chase intention fully mediated the effect of service evalu-
ation on purchase behavior in online services provided by 
chatbots. That is, a customer’s purchase intention could 
explain why increased service evaluation results in further 
purchase behavior. The findings are in line with the litera-
ture on the theory of planned behavior, which is a typical 
behavioral theory in information systems research, and argue 
that behavioral intention is the most proximal determinant 
of actual behavior (Leong et al., 2022). According to the 
theory of planned behavior (Ajzen, 1991), behavioral beliefs 
shape users’ behavioral intentions, which in turn promotes 

actual behaviors. Hence, the influence of service evaluation 
on purchase behavior is transmitted through customers’ pur-
chase intentions.

5.2  Theoretical Implication

This study contributes to the literature on chatbot anthro-
pomorphism, chatbot user behavior, the Wixom & Todd 
model, and SIP in several ways. First, this study demon-
strates that warmth and competence cues are effective in 
improving service evaluation and customer purchase, which 
advances our understanding of chatbot anthropomorphism in 
the e-commerce context. As an emerging self-service tech-
nology, the anthropomorphic chatbot has been increasingly 
implemented to replace manual services; however, the chal-
lenge of unfavorable evaluation and low conversion rate per-
sists. Prior studies have provided fragmented evidence of the 
effects of chatbot anthropomorphism on service evaluation 
(e.g. Han et al., 2022) and customer purchase (e.g. Sharma 
et al., 2022), separately. Moreover, previous research has 
called for examining chatbot effectiveness in other service 
contexts characterised by different product categories and 
geographies (Behera et al., 2021; Sharma et al., 2022). This 
study extends existing work on chatbot anthropomorphism 
by examining a consolidated framework for explaining how 
chatbot warmth and competence contribute to an increase in 
service evaluation and customer purchase in the context of 
B2C e-commerce service.

Second, this study examines trust in chatbot and chat-
bot overload as parallel mechanisms in customer–chatbot 
interaction that can explain how chatbot anthropomorphism 
increases service evaluation. Prior studies have confirmed 
that trust in chatbot (Behera et al., 2021) and chatbot over-
load (Wang et al., 2021) affects customers’ reactions to 
chatbots. This study further posited that trust in chatbot and 
chatbot overload could co-exist in the process of anthropo-
morphic chatbots serving customers. Based on the Wixom & 
Todd model and SIP, this study theorised trust in chatbot and 
chatbot overload as the behavioral beliefs that can be influ-
enced by their object-based social beliefs of anthropomor-
phic chatbots and shape customer attitudes towards chatbot 
service. Thus, this study proposed a consolidated framework 
to explain how chatbot anthropomorphism influences ser-
vice evaluation by changing customers’ trust in chatbot and 
chatbot overload.

Third, guided by the Wixom & Todd model and SIP, this 
study contributes to the contextualisation of theoretical con-
structs in customer–chatbot communication. The Wixom & 
Todd model was initially employed to contextualise chatbot 
quality (Nguyen et al., 2022) and customer adoption of chat-
bots (von Walter et al., 2022). SIP was initially proposed 
to contextualise customer-chatbot relationship building 
(Hendriks et al., 2020), which can be influenced by chatbot 
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anthropomorphism in online service (Schanke et al., 2021). 
With the integration of the Wixom & Todd model and SIP, 
this study theories that chatbot warmth and chatbot compe-
tence represent object-based social beliefs, trust in chatbot, 
and chatbot overload represent behavioral beliefs, which 
sequentially influence service evaluation and customer pur-
chase. Our findings, therefore, advance the application of 
the Wixom & Todd model and SIP in explaining customers’ 
series reactions to chatbots. Based on these findings, future 
research is recommended to contextualise object-based atti-
tudes and behavior-based traits which are also highlighted in 
the Wixom & Todd model (Taylor & Todd, 1995; Wixom & 
Todd, 2005) and SIP (Salancik & Pfeffer, 1978), to under-
stand customer behavioral responses to anthropomorphic 
chatbots.

5.3  Practical Implication

This study has several implications for deriving the business 
value of chatbots by effectively managing customer beliefs 
and attitudes toward chatbots in online services. First, online 
retailers are recommended to develop an anthropomorphised 
chatbot that is characterised by warmth and competence 
traits. Because these traits are effective to cultivate customer 
trust in chatbot and relieve customers from the technology 
overload of using the chatbot. As an emerging online service 
technology, chatbots should be designed and configured to 
manage customer-chatbot interaction in online shopping. For 
instance, retailers are suggested to develop a chatbot that 
is characterised by warm cues (e.g., emoticons and short 
messages) to reassure customers who find unfamiliar tech-
nologies too intensive or confusing. A good-natured chatbot 
image could be tailored to relieve customers from the pres-
sure caused by intensive, confusing, or intrusive messages 
and encourage them to maintain chatbot conversations fre-
quently. Retailers could utilise a competent chatbot that con-
veys the cues of integrity, certainty, and confidence to reduce 
customers’ uncertainty in online shopping. Displaying com-
petence cues, such as rich information and detailed instruc-
tions, help decrease customer skepticism and develop the 
trustworthiness of chatbots in undertaking online services.

Second, it is recommended that online retailers should be 
simultaneously aware of the positive and negative influences 
of anthropomorphic chatbots on customer reactions to online 
services. Our findings indicate that both trust in chatbot and 
chatbot overload exert significant influences on service eval-
uation. Although anthropomorphic cues, such as automated 
responses and rich characters, make customers believe chat-
bots as humanlike agents, excessive and frequent messages 
would increase the difficulty of information processing and 
result in unfavorable service evaluation. Our additional anal-
ysis of study A showed that emotional overload (β = –0.27, 
p < 0.001) rather than cognitive overload (β = 0.06, p > 0.05) 

decreased service evaluation. Based on this finding, we rec-
ommend that retailers continue to improve the emotional 
intelligence of chatbots, such as disclosing their identities 
and communicating kindness and empathy in messages.

5.4  Limitations and Future Research

The limitations of this study offer opportunities for future 
research. First, this study focused on examining the effects 
of users’ object-based social beliefs and behavioral beliefs in 
predicting service evaluation and customer purchase. Prior 
studies have examined the influence of customer attitudes 
on predicting customers’ reactions to chatbots (e.g., Behera 
et al., 2021). The Wixom & Todd model also emphasises the 
role of object-based attitudes, which were not considered 
in this study in its examination of how customers’ object-
based beliefs influence their behavioral attitudes and behav-
ioral intentions. Therefore, future research could extend our 
research model by incorporating the roles of object-based 
attitude (e.g., information satisfaction) in facilitating the 
contextualisation of the Wixom & Todd model in online 
service chatbots.

Second, although the experimental design used in this 
study helped increase internal validity, the small sample 
size and homogenous demographic backgrounds (e.g., gen-
der, age, and education) may limit the generalizability of 
the research findings. Therefore, future research should be 
based on a large sample of chatbot users with diverse demo-
graphic characteristics derived from data collected from 
market research institutions. Moreover, empirical datasets 
collected from different countries and regions would help 
evaluate the effects of socioeconomic factors on customers’ 
reactions to chatbots.

Third, in this study, unexpected findings were that the 
effects of chatbot warmth and competence on chatbot over-
load differ in terms of customer demographics. Although the 
moderating effect of customer gender provides a plausible 
explanation for this result, future research should be con-
ducted to explain this surprising finding based on additional 
theoretical or empirical evidence. A plausible direction is to 
extend the context of chatbot service, which may moderate 
the effects of chatbot warmth and competence on chatbot 
overload. In prior research, service context and chatbot type 
have been considered possible contingencies that regulate 
customers’ responses to anthropomorphic chatbots (Blut 
et al., 2021). For instance, product type (e.g., search vs. 
experience) (Zhu et al., 2022) or chatbot interface (text vs. 
speech) (Rzepka et al., 2022) may serve as potential bound-
ary conditions for the effects of chatbot warmth and com-
petence on chatbot overload. Future research could further 
verify the research model by considering the moderating 
effects of search products and speech-based chatbots.
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