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Abstract
Hate speech in social media is an increasing problem that can negatively affect individuals and society as a whole. Modera-
tors on social media platforms need to be technologically supported to detect problematic content and react accordingly. In 
this article, we develop and discuss the design principles that are best suited for creating efficient user interfaces for decision 
support systems that use artificial intelligence (AI) to assist human moderators. We qualitatively and quantitatively evalu-
ated various design options over three design cycles with a total of 641 participants. Besides measuring perceived ease of 
use, perceived usefulness, and intention to use, we also conducted an experiment to prove the significant influence of AI 
explainability on end users’ perceived cognitive efforts, perceived informativeness, mental model, and trustworthiness in 
AI. Finally, we tested the acquired design knowledge with software developers, who rated the reusability of the proposed 
design principles as high.

Keywords  Design science research · Design principles · Hate speech detection · Explainable artificial intelligence · Local 
explanations

1  Introduction

Social media platforms connect users worldwide and allow 
them to exchange opinions on such topics as politics, 
finances, or social issues (Kapil & Ekbal, 2020; Shin et al., 
2020). In this context, it is difficult to consistently enforce 
policies regarding undesirable content, such as hate speech 
(Matamoros-Fernández, 2017; Nienierza et al., 2019), that 
poses a potential risk of psychological harm for affected 
users (Ullmann & Tomalin, 2020). The developers of social 
media platforms usually rely on human moderators, who 
investigate and review potentially offensive content (Plaza-
del-Arco et al., 2021; Ullmann & Tomalin, 2020). Recently, 
decision support approaches based on artificial intelligence 
(AI) have received much attention in relation to hate speech 
detection. For example, AI-based models can be used to 
detect different concepts of unwanted contents communi-
cated through speech, such as hate speech, racism, or offen-
sive language (Kapil & Ekbal, 2020). In addition to research 

projects that focus on using AI for hate speech detection, 
there are studies on decision support via software artifacts. 
For instance, such artifacts can help visualize aggressive 
comments on a user’s timeline (Modha et al., 2020) or treat 
hate speech as malware by quarantining it and informing the 
targeted user (Ullmann & Tomalin, 2020).

In addition to researchers, institutions, and developers of 
social media platforms, large companies are also concerned 
with hate speech. For instance, Intel Corporation is devel-
oping an AI-based application for detecting and redacting 
audio material based on user preferences to filter hate speech 
and similar content, such as racism or sexism (Intel, 2021). 
However, modern AI models provide powerful predictions 
while being opaque and offering little transparency (Adadi & 
Berrada, 2018). This opaqueness characterizes many state-
of-the-art AI models and is known as the black box problem 
(Adadi & Berrada, 2018; Kaplan & Haenlein, 2020). The 
black box problem represents the lack of explainability of 
the internal learning and decision-making processes of AI 
models, which is caused, for example, by a high complexity 
of underlying AI models (Arrieta et al., 2020; Meske et al., 
2020). The research field of explainable AI (XAI) tackles the 
black box problem by introducing transparent models as well 
as techniques for generating different types of explanations 
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for black box models (Adadi & Berrada, 2018; Arrieta et al., 
2020; Meske & Bunde, 2020). Consequently, modern AI-
based decision support systems (DSSs) can provide power-
ful decision support while also explaining the outcome via 
user interfaces (UIs) (Lamy et al., 2019; van der Waa et al., 
2021).

An effective UI design can integrate features to visualize 
or support the interaction with the inner decision-making 
and learning processes of an underlying algorithm, lead-
ing to an increased objective comprehension for the users 
(Cheng et al., 2019). Moreover, data-driven decisions may 
be useful to stakeholders, such as managers, who may rely 
on AI-provided explanations to understand the outcomes 
of various problems of interest (Martens & Provost, 2014). 
Furthermore, XAI can help monitor and ensure the fairness 
and transparency of AI-based systems, improve the manage-
ment of such systems or support the maintenance of faulty 
systems (Kim et al., 2020; Meske et al., 2020; Tschandl 
et al., 2020). Despite active research in this context, there is 
a lack of user evaluation studies in the XAI field regarding 
the perception and effects of explanations on the targeted 
stakeholders (van der Waa et al., 2021). Moreover, different 
explanation goals and information needs, as well as varying 
backgrounds and/or expertise, can influence users’ percep-
tions of XAI-based explanations, which further underlines 
the relevance of evaluations with targeted users (Barda et al., 
2020; Meske et al., 2020; van der Waa et al., 2021). More 
specifically, we have identified two interconnected research 
gaps. On the one hand, there is a lack of applicable and gen-
eralizable UI design knowledge in the hate speech domain. 
The majority of DSS in the application domain of automated 
hate speech detection is evaluated based on technical metrics 
from the field of machine learning and do not involve users 
in the evaluation of the designed UIs (e.g., Modha et al., 
2020; Paschalides et al., 2020; Pereira-Kohatsu et al., 2019). 
On the other hand, there is a lack of focus on users’ and 
decision-makers’ evaluations and perceptions of XAI-based 
explanations and their effects. To address these research 
gaps, we posed the following research questions:

1.	 What are the essential design principles when designing 
XAI-based UIs to support moderators on social media 
platforms in detecting hateful content?

2.	 How are such UIs perceived by relevant stakeholders, 
and how influential are local explanations?

To answer these research questions, we conducted a 
design science research (DSR) project with three consecu-
tive design cycles, following the DSR process of Peffers 
et al. (2007). The proposed design principles (DPs) were 
evaluated qualitatively (interviews) as well as quantitatively 
(survey and experiment). Moreover, we evaluated the DPs 
in terms of reusability with the help of practitioners (i.e., 

software developers) (Ivari et al., 2018, 2021). We sum-
marized the general requirements and general components 
into an explanatory design theory (EDT) that emphasizes 
general design features (DFs) and their effect on the envi-
ronment (Baskerville & Pries-Heje, 2010; Baskerville et al., 
2018; Gregor et al., 2020). These research activities were 
accompanied by an assessment of users’ perceptions of the 
instantiated DPs and an investigation of local explanations’ 
influence on the constructs perceived cognitive effort, per-
ceived informativeness, mental model, and trustworthiness, 
which addresses the need to account for individual users’ 
evaluations in the XAI research field (Meske et al., 2020; 
van der Waa et al., 2021).

The rest of the article is structured as follows: In the next 
section, we present the problem identification and motiva-
tion. Afterwards, we describe the DSR project. Then, we 
specify the adapted DRs as well as the derivation and justi-
fication of the DPs and DFs. This is followed by the demon-
strations and evaluations of the three design cycles. In the 
subsequent section, we discuss the results, the theoretical 
implications, the limitations, and future research opportuni-
ties. The article ends with a conclusion.

2 � Problem Identification and Motivation

2.1 � Hate Speech on Social Media Platforms

Social media platforms play an integral role in the contem-
porary digitized world (Celik, 2019; Kapil & Ekbal, 2020; 
MacAvaney et al., 2019; Meske & Amojo, 2020). The data 
generated on these platforms enable data analytics and are 
valuable to companies, institutions, and individuals (Arapos-
tathis, 2021; Shin et al., 2020; Vallejos et al., 2021). How-
ever, social media platforms also pose risks. For instance, 
scholars have highlighted the role of social media platforms 
in hate speech dissemination (Celik, 2019). Hate speech can 
harm individuals and societies and has been described as a 
threat to social media platforms themselves (Celik, 2019; 
Fortuna & Nunes, 2018; Kunst et al., 2021; Ullmann & 
Tomalin, 2020). The United Nations (2019) defines hate 
speech as follows: “[…] any kind of communication in 
speech, writing or behavior, that attacks or uses pejorative 
or discriminatory language concerning a person or a group 
based on who they are, in other words, based on their reli-
gion, ethnicity, nationality, race, colour, descent, gender or 
other identity factor […]” (p. 2).

Such content is not rare on social media platforms and 
in the digital sphere in general. A survey in the US found 
that 37% of the pupils surveyed (between the ages of 12 and 
17 years) had experienced hate speech, which affected them 
personally (Hinduja & Patchin, 2019). Being frequently 
confronted with hate speech can seriously affect users 
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emotionally and behaviorally (Bilewicz & Soral, 2020). 
Moreover, hate speech was found to result in emotional dam-
age or even suicide among young people (Kaplan & Haen-
lein, 2020; Smith et al., 2008). Many users of social media 
platforms have reported experiencing and being affected 
by hate due to their ethnicity, religion, politics, or gender 
(Celik, 2019). Nevertheless, users can also intervene and 
help reduce hateful content by reporting it or even engaging 
in counter speech to fight disruptive behavior (Kunst et al., 
2021). To combat hate speech, developers of social media 
platforms have established policies that enable them “[…] to 
delete comments, such as hate comments, that do not follow 
these guidelines” (Wilhelm et al., 2020, p. 924). The next 
section discusses the existing literature on DSSs for hate 
speech detection.

2.2 � Decision Support Systems for Hate Speech 
Detection on Social Media Platforms

AI-based hate speech detection is receiving a lot of atten-
tion in research, a development that is also reflected in the 
scientific literature (e.g., Ayo et al., 2020; Fortuna & Nunes, 
2018; MacAvaney et al., 2019). However, despite the great 
interest in automated detection of hate speech, there is scant 
research on the design of DSSs for supporting both end users 
and human moderators. Scholars have mainly addressed this 
problem by focusing on end users (i.e., social media users)—
for example, Modha et al. (2020) trialed a software artifact 
based on deep learning techniques in the form of a web-
browser plugin that visualizes different nuances of aggres-
siveness on a user’s timeline. This plugin functions primar-
ily as decision support for end users, as human moderators 
would still have to screen the content manually because the 
visualizations are displayed along with user-generated con-
tent (Modha et al., 2020; Plaza-del-Arco et al., 2021; Ull-
mann & Tomalin, 2020). Ultimately, the web-browser plugin 
was evaluated only based on technical metrics from the field 
of machine learning-based AI (Modha et al., 2020), whereas 
no evaluation of the design was performed with end users. 
Thus it is unclear, how the design affect or is perceived by 
end users. Additionally, the end user may be confronted with 
the classification results without being able to understand or 
comprehend why the corresponding prediction was made.

Using big data approaches, Paschalides et  al. (2020) 
developed MANDOLA, a system for monitoring, detect-
ing, visualizing, and reporting the spread of hateful con-
tent online. MANDOLA offers visualizations to present 
detected hate speech to users, with filters based on time, 
context, and location that allow users to identify, for exam-
ple, correlations between the development of hate speech 
and its potential triggers (e.g., events). Despite the interest-
ing approach of this system, it is not suitable for the modera-
tion of individual social platforms. Moreover, MANDOLA 

is evaluated exclusively based on technical metrics from 
the field of machine learning-based AI (Paschalides et al., 
2020). The designed UIs are not evaluated with end users, 
thus lacking knowledge about the perception of the design. 
Another system is HaterNet, which is used by the Spanish 
National Office Against Hate Crimes at the Spanish State 
Secretariat for Security to detect and monitor hate speech on 
Twitter (Pereira-Kohatsu et al., 2019). As with the previous 
examples, HaterNet was evaluated based solely on technical 
metrics from the field of machine learning (Pereira-Kohatsu 
et al., 2019), leaving it unclear how the UI is perceived by 
end users. Lastly, the quarantining framework proposed by 
Ullmann and Tomalin (2020) is another approach to protect-
ing individuals in online social spheres. This approach starts 
with the identification of harmful content, which is then tem-
porarily quarantined; then, an alert is sent to the intended 
recipient to protect them from harmful content, such as hate 
speech. Nevertheless, the quarantining framework was not 
evaluated with end users, leading to missing insights on the 
perception of end users (Ullmann & Tomalin, 2020). The 
impression, that the design of automated hate speech detec-
tion systems and the involvement of end users to evaluate 
the design is underrepresented, is also confirmed in surveys 
about automated hate speech detection, since the before-
mentioned aspects are not adequately represented (e.g., Ayo 
et al., 2020; Fortuna & Nunes, 2018).

In general, there have been highly innovative attempts 
to develop and deploy DSSs to aid hate speech detection. 
However, most of this work (i) has focused on decision 
support for end users, (ii) does not provide applicable and 
reusable prescriptive design knowledge, and (iii) does not 
adequately involve users in the evaluation of such infor-
mation systems and their design. In the next section, we 
provide an overview of AI technology in relation to hate 
speech detection.

2.3 � Artificial Intelligence for Hate Speech Detection 
on Social Media Platforms

AI has received enormous attention in research (Kaplan & 
Haenlein, 2020). We understand AI as machine-learning-
based systems with the “[…] ability to interpret external data 
correctly, to learn from such data, and to use those learnings 
to achieve specific goals and tasks through flexible adapta-
tion” (Kaplan & Haenlein, 2019, p. 17). In our study, we 
focused on text-based hate speech detection, which is fre-
quently addressed using AI-based models (Fortuna & Nunes, 
2018; Kapil & Ekbal, 2020; MacAvaney et al., 2019; Modha 
et al., 2020; Plaza-del-Arco et al., 2021). Such models can 
be applied as a single or a hybrid method (Ayo et al., 2020). 
Single methods are represented by models such as logistic 
regression, an example of machine learning, whereas con-
volutional neural networks represent a more complex deep 
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learning models (Fortuna & Nunes, 2018; MacAvaney et al., 
2019; Plaza-del-Arco et al., 2021). Hybrid methods combine 
different machine learning or deep learning models for a 
classification problem such as text classification (Plaza-del-
Arco et al., 2021). When it comes to AI-based hate speech 
detection, besides AI models, integrated data features are 
relevant as well. For example, the integration of users’ psy-
chological features into the input features for the underlying 
machine learning model enables the detection of concepts 
related to hate speech, such as cyberbullying (Balakrishnan 
et al., 2020).

Plaza-del-Arco et al. (2021) investigated multilingual as 
well as monolingual pre-trained language models and com-
pared them with machine learning models. According to 
their results, transfer learning outperformed the other mod-
els. Most of the AI-based hate speech detection systems are 
black boxes. First attempts have been presented to solve the 
black box problem of state-of-the-art AI models (Arrieta 
et al., 2020; Ayo et al., 2020). The HaterNet system, which 
we described before, illustrates relevant terms, receivers, 
and emitters within identified hate speech texts. Yet these 
explanatory features are again not evaluated with end users 
leaving the affect as well as usefulness for end users open 
(Pereira-Kohatsu et al., 2019). Another example is provided 
by MacAvaney et al. (2019) who applied the transfer learn-
ing model Bidirectional Encoder Representations from 
Transformers (BERT) and used the self-attention weights of 
the model to evaluate the informativeness of relevant words 
for the classification outcome. Moreover, the visualization of 
hate speech for end users within social media is described as 
an emerging area, with proposed systems being very limited 
(Modha et al., 2020). We further argue that explanations are 
valuable in the context of automated hate speech detection 
for example to identify biased algorithms, false classifica-
tions, or comprehend and validate the classification outcome 
to initiate appropriate actions such as deleting hateful com-
ments (Adadi & Berrada, 2018; Arrieta et al., 2020; Meske 
et al., 2020; Wilhelm et al., 2020).

Current scientific literature, including the above-
described contributions, neglect the perspective of human 
moderators on social media platforms, generalizable design 
knowledge, and the perception of the targeted stakehold-
ers towards the design as well as explanatory features. Hate 
speech detection is frequently investigated from a techni-
cal perspective—for example, by proposing new AI-based 
models (e.g., Ayo et al., 2020; Fortuna & Nunes, 2018; 
MacAvaney et al., 2019). As discussed in the previous sec-
tion, AI models are also being increasingly integrated into 
DSSs when it comes to hate speech detection. However, 
many studies only perform technical evaluations and do 
not involve real users (e.g., Modha et al., 2020; Paschal-
ides et al., 2020; Pereira-Kohatsu et al., 2019; Ullmann & 
Tomalin, 2020). In the following section, we discuss the 

subject of XAI, local explanations, and their importance for 
the design of UIs.

2.4 � Explainable Artificial Intelligence and Local 
Explanations for User Interfaces

AI is becoming increasingly complex and powerful (Kaplan 
& Haenlein, 2020). However, AI developments are accom-
panied by challenges, such as the black box problem, which 
refers to the tradeoff between complexity-based performance 
gains and decreasing explainability of AI models internal 
learning as well as decision-making processes (Adadi & 
Berrada, 2018; Arrieta et al., 2020; Kaplan & Haenlein, 
2020; Meske & Bunde, 2020). Consequently, XAI research 
has attempted to tackle this problem by introducing tech-
niques for developing explainable high-performance mod-
els to enable humans to understand, trust, and manage 
AI-based systems (Adadi & Berrada, 2018; Arrieta et al., 
2020). Various motivations can drive XAI’s integration into 
DSSs, such as using XAI for management, justification, and 
improvement of AI-based systems or to control them (Adadi 
& Berrada, 2018; Meske & Bunde, 2020). Scholars gener-
ally distinguish two dimensions of interpretability. Global 
interpretability enables users to understand the whole logic 
of a model by following the reasoning that leads to different 
possible outcomes, whereas local interpretability describes 
the capability of explaining the reasons behind a specific 
outcome (Adadi & Berrada, 2018; van der Waa et al., 2021). 
In our study, we focused on local interpretability because 
it is difficult for end users (in our case, decision-makers) 
to understand the overall mechanism of the whole machine 
learning model. Therefore, we employed post-hoc explaina-
bility techniques and generated local explanations that “[…] 
tackle explainability by segmenting the solution space and 
giving explanations to less complex solution subspaces that 
are relevant for the whole model” (Arrieta et al., 2020, p. 
88).

Techniques from the XAI field can be integrated into 
explanation interfaces (i.e., UIs), which are an essential 
component for aiding users in their tasks (Gunning & Aha, 
2019). Focusing on visual explanations in the context of 
visual case-based reasoning for breast cancer detection, 
Lamy et al. (2019) developed a UI for medical experts that 
the experts found interesting. Another UI was developed by 
Cheng et al. (2019) to support end users in understanding 
the algorithms for making university-admission decisions; 
the UI was found to improve the users’ comprehension of 
the underlying algorithm. Barda et al. (2020) developed 
an explanatory display for predictions based on a pediatric 
intensive care unit in-hospital mortality risk model, the users 
found the display useful.

In general, there have been active efforts to develop UIs 
in the XAI context in different domains based on various 
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approaches and perspectives (Gunning & Aha, 2019). How-
ever, researchers have described how stakeholders in differ-
ent organizational roles or working at different knowledge 
levels can have different explanation goals and information 
needs, which can be further affected by different back-
grounds in terms of training, experience, or demographic 
characteristics (Barda et  al., 2020; Meske et  al., 2020; 
Motorny et al., 2021). Moreover, scholars have pointed out 
that the XAI field does not focus enough on user evaluations 
(van der Waa et al., 2021). By developing applicable design 
knowledge for the UIs of DSSs used for hate speech detec-
tion, we contribute useful design knowledge that has been 
evaluated by relevant stakeholders (Barda et al., 2020) and 
which is complemented by user evaluations, thus providing 
insights into the effects of local explanations (van der Waa 
et al., 2021). In the next section, we provide an overview of 
our DSR project and methodology.

3 � Design Science Research Project

3.1 � The Design Science Research Process

In our study, we developed practical DPs for UIs in AI-based 
DSSs for human moderators of social media platforms based 
on the DSR methodology. DSR enables scholars to create 
knowledge that is transferable to real-world scenarios (vom 
Brocke et al., 2020; Gregor & Hevner, 2013; Gregor et al., 
2020). DPs also represent nascent design theories, or knowl-
edge as operational principles (Gregor & Hevner, 2013). 
The DPs were instantiated in UIs with varying degrees of 
maturity, which were evaluated qualitatively and quantita-
tively in three consecutive design cycles. In all evaluations, 
we provided introductory materials on AI-based DSSs for 
hate speech detection. During the experiments, participants 
had to consider multiple exemplary hate speech cases and 
then fill out a survey. For practitioners’ evaluation of the 
DPs, we did not provide an example of the UI. We uncovered 

potential for optimization, measured the positive perception 
of the UI by users, examined the influence of local explana-
tions on them, and the reusability of DPs with practitioners.

We have followed the DSR methodology of Peffers et al. 
(2007). The first activity, (i) problem identification and moti-
vation, was discussed in the previous sections. The subse-
quent activities—(ii) defining the objectives of the proposed 
solution, (iii) design and development, (iv) demonstration, 
(v) evaluation, and (vi) communication of our results—will 
be presented in the following sections. Figure 1 provides an 
overview of the DSR project and is followed by a summary 
of the individual design cycles.

The first design cycle began with a literature review. 
We discovered that existing research has not adequately 
addressed human moderators and their role in the context 
of AI-based hate speech detection. Moreover, we discov-
ered a lack of prescriptive design knowledge for UIs in the 
domain of hate speech detection. We then identified generic 
requirements for DSSs, which we adopted in our own work 
(Meth et al., 2015). We developed the appropriate DPs, DFs 
and implemented the transfer learning model known as Uni-
versal Language Model Fine-Tuning (ULMFiT) (Howard & 
Gugger, 2020; Howard & Ruder, 2018). Using ULMFiT, 
we generated predictions and local explanations for the 
UI. The initial design was implemented as a static UI. The 
design was evaluated qualitatively by 11 participants who 
had experience as moderators on social media platforms. We 
analyzed the resulting data using thematic analysis (Braun 
& Clarke, 2006) and operationalized the insights as input 
knowledge for the second design cycle.

The second design cycle started with an investigation of 
DSSs for natural language processing tasks and involved 
further desk research on UI design. We refined the DRs, 
DPs, and DFs based on the insights from the first evaluation. 
The revised design was implemented as an interactive UI 
and was quantitatively evaluated by means of an experiment 
with 190 participants recruited via CloudResearch (Litman 
et al., 2017) and Amazon Mechanical Turk (MTurk). Using 

Fig. 1   The design science 
research process adapted from 
Peffers et al. (2007)
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Adobe XD, the prototype was integrated into the web sur-
vey. The overarching goal of this evaluation was to assess 
users’ perceived usefulness (Davis, 1989; Greven et al., 
2003), perceived ease of use (Davis, 1989; Greven et al., 
2003), and intention to use (Venkatesh et al., 2003), which 
allowed us to evaluate the artifact’s valuable utility (Gregor 
& Hevner, 2013; Venable et al., 2016). For this and the fol-
lowing experiments, we set the following admission criteria: 
(i) participation was only possible from the United States 
and the European Union’s member states, (ii) participants 
had to have experience as moderator on social media plat-
forms (in the evaluation with practitioners, this requirement 
was replaced by experience as software developers), and 
(iii) participants had to pass CloudResearchs’ attention and 
engagement checks. Moreover, participants had the oppor-
tunity to provide feedback in open text fields. We analyzed 
the resulting data using thematic analysis (Braun & Clarke, 
2006). The obtained insights were operationalized as input 
knowledge for the third design cycle.

We initiated the third design cycle by investigating strat-
egies for evaluating the DPs. The artifact was refined and 
implemented in a production-ready environment in the form 
of a web-based UI. The overarching goals were twofold: (i) 
to assess the impact of explainability (local explanations) on 
the constructs perceived cognitive effort (Wang & Benba-
sat, 2009), perceived informativeness (Zhang et al., 2014), 
mental model (Vitharana et al., 2016), and trustworthiness 
(Carter & Bélanger, 2005) by means of an experiment with 
360 participants; and (ii) to evaluate the reusability of the 
DPs (Ivari et al., 2018, 2021) by consulting 80 practitioners. 
In sum, we assessed both the quality of the implemented 
design from users’ perspectives and how well prescriptive 
statements help practitioners to develop corresponding 
artifacts in practice (Gregor et al., 2020; Ivari et al., 2018, 
2021).

3.2 � Hate Speech Detection Using Transfer Learning 
and Artifact Development

Regarding the transfer learning model, we used ULMFiT 
(Howard & Gugger, 2020; Howard & Ruder, 2018). We 
used the Google CoLab environment, Python FastAI library 
for ULMFiT, ULMFit’s interpretation module, and scikit-
learn to generate the performance metrics (FastAI, 2021; 
Pedregosa et al., 2011; Howard & Gugger 2020). All imple-
mentations were done using Python 3. We strictly followed 
FastAI’s documentation during the implementation, the 
fine-tuning process, and the generation of the local expla-
nations (FastAI, 2021). The dataset for hate speech detection 
was identified in MacAvaney et al. (2019) and is publicly 
accessible on Kaggle (Kaggle, 2012). The dataset comprised 
3,947 samples and consisted of the following two classes: 
hate speech (1,049 samples) and no hate speech (2,898 

samples). We used 80% (3,157 samples) of the data for 
training and fine-tuning the ULMFiT model and 20% (790 
samples) for the final test. Local explanations were generated 
using ULMFiT’s interpretation module (FastAI, 2021). The 
UIs for the first and second design cycles were developed 
with Adobe XD, a vector-based graphics software. The last 
UI was implemented as a web-based prototype using Python 
Django, CSS-Bootstrap, and JavaScript.

4 � Objectives of the Proposed Solution: 
Adaptation and Justification of Design 
Requirements

DRs represent the goodness criteria, which should consist 
of a rich mix of goals from different categories, such as 
technology, information quality, or human interaction (vom 
Brocke et al., 2020). Moreover, DRs are part of the problem 
space, aid in the evaluation of the designed solutions, and are 
an integral component in EDTs that aim to explain how gen-
eral design components address general requirements (Bask-
erville & Pries-Heje, 2010; vom Brocke et al., 2020; Ven-
able et al., 2016). To adapt and justify the developed DRs, 
we used descriptive and, especially prescriptive knowledge 
(Gregor & Hevner, 2013; vom Brocke et al., 2020; Hevner, 
2020). In scientific literature, knowledge that was contrib-
uted via prior research projects and is used in a new DSR 
project is also denoted as input knowledge (vom Brocke & 
Maedche, 2019). For DSSs to aid human decision-makers’ 
various goals, we identified the following three DRs as input 
knowledge (Meth et al., 2015): (i) increase decision quality 
by providing high-quality advice, (ii) reduce human deci-
sion-maker’s cognitive effort by providing decision support, 
and (iii) minimize system restrictiveness by allowing users 
to control strategy selection.

We transferred these generic DRs into our application 
domain (i.e., automated hate speech detection for human 
moderators) to establish an anchor in this domain as well as 
in the associated knowledge bases. For example, the generic 
design requirements from Meth et al. (2015) are part of a 
design theory that the authors developed in their DSR project 
and are therefore part of the prescriptive knowledge base on 
which we build on (vom Brocke et al., 2020; Hevner, 2020). 
Another component of the prescriptive knowledge base 
that we rely on are design entities (vom Brocke et al., 2020; 
Hevner, 2020). The prescriptive knowledge base in our DSR 
project consists of contributions on AI-based hate speech 
detection with transfer learning (e.g., Ayo et al., 2020; Plaza-
del-Arco et al., 2021), XAI-based UI design (e.g., Barda 
et  al., 2020; Cheng et  al., 2019), and prior research on 
information systems for hate speech detection (e.g., Modha 
et al., 2020; Paschalides et al., 2020). By investigating the 
before described knowledge bases and operationalizing the 
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insights as well as contributions, we aimed to adequately 
transfer the generic design requirements into our application 
domain. Consequently, we consumed existing knowledge 
that informed the proposed design knowledge (vom Brocke 
& Maedche, 2019; Gregor & Hevner, 2013; Hevner, 2020). 
The discussed DRs were refined based on the insights gained 
during the evaluations of the three design cycles. Figure 2 
provides an overview of the relation between the generic 
DRs and the DRs for our application domain. To provide a 
comprehensive overview of the design knowledge up front, 
we decided to present the final set of DRs right away and 
illustrate how the DRs evolved over the course of our DSR 
journey.

AI-based systems can surpass the performance of human 
experts and can help users make better decisions (Kaplan 
& Haenlein, 2020; Tschandl et al., 2019). Transfer learning 
models are part of state-of-the-art AI models and are appli-
cable in hate speech detection (Ayo et al., 2020; Howard 
& Ruder, 2018; Kim et al., 2020; Peng et al., 2020; Plaza-
del-Arco et al., 2021). The transfer learning models such as 
ULMFiT offer significant benefits to researchers and prac-
titioners (FastAI, 2021; Howard & Gugger, 2020), as these 
approaches have the potential to save computing power, time 
and require less data for training (i.e., fine-tuning) while 
reaching high performance levels (Cadavid et al., 2020; 
Howard & Gugger, 2020; Howard & Ruder, 2018; Peng 
et al., 2020). Therefore, we established:

DR1. When users need to identify hate speech, the system 
should use transfer learning for text classification to provide 
high-quality advice.

Explanations can be relevant to users if they want to 
control a DSS’s decision-making process or detect possible 
biases and can be integrated in UIs (Arrieta et al., 2020; 
Barda et al., 2020; Caliskan et al., 2017; Kaplan & Haen-
lein, 2019). When XAI techniques are used adequately—for 
example, in UIs—users’ understanding of a system’s output 
can be improved (Barda et al., 2020; Cheng et al., 2019). 
Furthermore, adequate XAI use can lead to users achieving a 
high level of trust in a DSS (Adadi & Berrada, 2018; Arrieta 

et al., 2020; van der Waa et al., 2021). Scholars have empha-
sized the need for more transparent decision-making pro-
cesses to construct well-designed tools for decision support 
(Li & Gregor, 2011). Moreover, XAI provides opportunities 
for improving underlying AI-systems—for instance, with the 
goal of identifying errors, faults, or biases in such systems 
(Adadi & Berrada, 2018; Arrieta et al., 2020). Based on 
these arguments, we established:

DR2. When users are provided with automated hate 
speech detection, the system should provide a local expla-
nation for the present case to enable users to interpret the 
outcome.

Decision-makers’ need for information that assists them 
in their decision-making processes has been clearly identi-
fied in the existing literature (e.g., Gönül et al., 2006; Kaplan 
& Haenlein, 2019, 2020; Li & Gregor, 2011). Therefore, 
the following DR aims to provide appropriate information 
and knowledge, which are integral parts of decision-making 
(Zack, 2007). This goal can be achieved through basic user 
features, such as historical messages (Fortuna & Nunes, 
2018). Therefore, we established:

DR3. When investigating a case of potential hate speech, 
the system should provide the user with relevant information 
about the accused user to get a holistic view of that user’s 
behavior.

A DSS should aid decision-making instead of ruling over 
the user and making autonomous decisions (Akata et al., 
2020; Kaplan & Haenlein, 2019). An important element of 
XAI’s overall purpose is to keep humans in the loop (Adadi 
& Berrada, 2018). This element offers various benefits—for 
instance, human decision-makers can spot DSSs’ biases or 
faults (Adadi & Berrad, 2018; Arrieta et al., 2020; Meske 
et al., 2020). Hybrid intelligence, which refers to a “[…] 
combination of human and machine intelligence, augment-
ing human intellect and capabilities instead of replacing 
them, to make meaningful decisions, perform appropriate 
actions […]” (Akata et al., 2020, p. 20), is a related concept. 
Consequently, we established:

Fig. 2   The transfer of the 
generic DRs for DSSs (Meth 
et al., 2015) into our application 
domain
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DR4: When investigating a case, users should 
decide which actions are initiated to retain the power of 
decision-making.

It should be possible for users to correct false classifi-
cations—for instance, by re-classifying them. By retaining 
decision-making power, the human moderator evolves into 
an empathic data-driven decision-maker (Kaplan & Haen-
lein, 2019, 2020). This retainment of decision-making power 
also refers to the human in the loop concept (Adadi & Ber-
rada, 2018). An interactive machine learning loop emerges, 
for instance, when humans generate new data based on 
reclassified examples, which, in turn, can be used for fine-
tuning the underlying AI (Howard & Ruder, 2018; Ramos 
et al., 2020). Based on these examples, we established:

DR5. When encountering false classifications by the sys-
tem, users should have the opportunity to re-classify such 
cases to initiate a feedback loop for fine-tuning the system’s 
performance.

The next section provides information on our design and 
development.

5 � Design and Development

5.1 � Derivation and Justification of Design Principles

In this section, we explain how we derived the DPs that 
were translated into DFs. Both DPs and DFs are part of the 
solution space and have to address the DR in the problem 
space (vom Brocke et al., 2020). DPs are used to communi-
cate design knowledge in an accessible format (Gregor et al., 
2020). They are translated into specific DFs, which can be 
implemented in a prototype artifact (Seidel et al., 2018). 
Moreover, DPs and DFs are part of the general components 
of an EDT that explains how specific DRs can be met (Bask-
erville & Pries-Heje, 2010).

The first DPs focuses on transfer learning as an estab-
lished approach to text classification (Kim et al., 2020). 
Social media platforms are repositories of textual data 
and versatile sources of information (Hu et al., 2019). The 
amount of available data on such platforms can vary (Stieg-
litz et al., 2018). Transfer learning can reach state-of-the-art 
performance levels while requiring as few as 100 labeled 
examples (Howard & Ruder, 2018). This is important as 
we encounter challenges specific to social media, such as 
the acquisition of sufficient data for training AI models 
(Modha et al., 2020). In addition, the combination of human 
intelligence with approaches from the AI field can lead to 
meaningful decisions (Akata et al., 2020). Therefore, we 
established:

DP1. Provide the system with transfer learning techniques 
for classifying unstructured data so that users can make 

decisions based on the provided decision support, given that 
users expect high-quality advice.

XAI techniques can be used to address the emerging black 
box problem that characterizes modern AI models (Adadi & 
Berrada, 2018; Arrieta et al., 2020; Gunning & Aha, 2019; 
Meske et al., 2020). We used XAI for justifying individual 
outcomes and for detecting potential errors or biases (Adadi 
& Berrada, 2018; Gupta et al., 2021). Research has shown 
that explainability features in DSSs can positively affect the 
users’ satisfaction with the decision-making process (Li & 
Gregor, 2011). In addition, explanations can affect the users’ 
acceptance of a DSS (Gönül et al., 2006) and can improve 
users’ comprehension of the underlying algorithm (Cheng 
et al., 2019). Moreover, humans may expect a DSS to pro-
vide explanations for outcomes (Adadi & Berrada, 2018; van 
der Waa et al., 2021). Consequently, we established:

DP2. Provide the system with features based on XAI to 
generate suitable explanations so that users can interpret and 
comprehend the provided decision support, given that users 
want to trust and validate received advice.

Research has highlighted that social media data are ver-
satile and can be used for different analytic purposes (Cheng 
et al., 2019; Hu et al., 2019). Through social media analyt-
ics, we can gain useful knowledge on, for example, who 
creates content or who is an influential driver of commu-
nication (Stieglitz et al., 2018). Research with a focus on 
DSSs has shown that when decision-makers are provided 
with advice, information, or explanations, they often attempt 
to use all the different sources of knowledge available to 
them (Gönül et al., 2006). In addition, a DSS should allow 
users to dynamically interact with, explore, or manipulate 
the provided data (Park et al., 2016). To support decision-
making, the provided information as well as the interactions 
with data should be intuitive and flexible for users (Jimenez-
Marquez et al., 2019; Li & Kettinger, 2021). Therefore, we 
established:

DP3. Provide the system with the capability to present 
relevant, case-based contextual information so that users 
can develop a holistic understanding of the current case, 
given that users want to initiate appropriate and informed 
decisions.

Human moderators must act quickly to minimize potential 
psychological harm; social media analytics can support their 
decision-making processes (Stieglitz et al., 2018; Ullmann 
& Tomalin, 2020). We aimed to enable decision-makers to 
take proper actions based on the information and visualiza-
tions provided (Jimenez-Marquez et al., 2019). Moreover, 
scholars have provided empirical evidence that to improve 
decision-making, decision aids should not be too restrictive 
(Wang & Benbasat, 2009). Social media platform develop-
ers establish guidelines and can enable protective actions, 
such as deleting comments, which can be carried out by 
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human moderators (Ullmann & Tomalin, 2020; Wilhelm 
et al., 2020). Consequently, we established:

DP4. Provide the system with capabilities that enable 
users to initiate case-related actions so that users can incor-
porate their own social and cultural knowledge, given that 
users want to make fair and accountable decisions.

Figure 3 summarizes the DPs and DRs as well as their 
relationships. These DPs were based on state-of-the-art 
knowledge bases and were refined using insights gained 
during the evaluations in the three design cycles. In the next 
subsection, we present the DFs.

5.2 � Derivation and Justification of Design Features

In this sub-section, we describe the DFs that we imple-
mented in the prototype artifact (Seidel et al., 2018). We 
identified transfer learning as an appropriate approach to 
hate speech detection (e.g., Kunst et al., 2021; Modha et al., 
2020) and underlined the importance of clearly communicat-
ing AI-suggested outcomes via the UI (Barda et al., 2020; 
Lamy et al., 2019; Schneider et al., 2020) (DF1: Provide the 
outcome of the classification). A key aspect of DSSs’ design 
is to communicate the quality of the provided decision sup-
port (Gönül et al., 2006) (DF2: Provide the confidence for 
the classification). We used case-specific local explanations 
that had already been investigated by previous studies (Li & 
Gregor, 2011; van der Waa et al., 2021) (DF3: Provide local 
explanations for specific cases). To provide relevant case-
related information, we used data visualization in the UI, 
which scholars consider to be an influential feature of UIs for 
DSSs (Park et al., 2016) (DF4: Provide the offending users’ 
history in relation to hate speech). Contextual variables can 
be relevant when it comes to explainable decision support 
(Adadi & Berrada, 2018) (DF5: Provide the history of previ-
ously initiated actions against the offending user). Another 
important DSS aspect is users’ sense of control and the 
opportunity to review different cases, which enables users to 
evaluate larger amounts of information more rapidly (Huang, 
2003; Li & Gregor, 2011) (DF6: Provide an overview of all 
current cases). Final decision-making power should lie with 
the human moderator. We also addressed the challenge of 

responsibility, as the human moderator was left responsible 
for the initiated actions (Kaplan & Haenlein, 2020). Moreo-
ver, users on social media platforms must comply with the 
guidelines of the platform, otherwise moderators can initiate 
protective actions (Wilhelm et al., 2020) (DF7: Provide a 
feature to initiate case-based actions; DF8: Provide a feature 
to contact the offending user). The option for re-classifica-
tion was implemented to incorporate concepts such as hybrid 
intelligence and human in the loop (Adadi & Berrada, 2018; 
Akata et al., 2020; Arrieta et al., 2020) (DF9: Provide an 
option for re-classification). Lastly, it is important for users 
to be able to navigate and manipulate the UI (Huang, 2003; 
Park et al., 2016) (DF10: Provide navigation).

Figure 4 provides an overview of our DFs and DPs. The 
DFs were based on state-of-the-art knowledge bases and 
were refined using insights gained during the evaluations 
in the three design cycles. In the next section, we discuss 
the artifact’s demonstration and evaluation across the three 
design cycles.

6 � Demonstration and Evaluation

6.1 � Demonstration and Evaluation: First Design 
Cycle

During the first design cycle, we implemented ULMFiT and 
fine-tuned our model to hate speech detection. The model 
reached an accuracy of 86.46% on the test data (790 sam-
ples). Appendix 1 provides an overview of further perfor-
mance metrics (precision, recall, and f1-score). Figure 5 
provides a confusion matrix and shows that 140 examples 
of hate speech and 543 examples of no hate speech were 
classified correctly. In addition, 79 examples of no hate were 
classified as hate speech and 28 examples of hate speech as 
no hate speech. Despite the dataset’s relatively low sample 
size, our model exhibited solid performance, which is one of 
the strengths of transfer learning (Howard & Gugger, 2020; 
Howard & Ruder, 2018). We used this model to generate the 
classifications, confidence values, and local explanations for 

Fig. 3   Overview of the DPs and 
their relationships with the DRs
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the UI. The model served as a baseline for the artifacts and 
remained unchanged.

Figure 6 explains the UI and the implemented design. 
We prepared identical UIs for five different cases. The hate 
speech example with the hate speech confidence barometer 
and the confidence of the AI classification addressed DP1. 
To address DP2, we combined different techniques to con-
sider users’ different information and explanation needs 
(Barda et al., 2020; Meske et al., 2020). We highlighted the 
most important words for the classification and added a bar 
chart with the most important features and their weighting. 
We provided different graphical illustrations that summa-
rized the most relevant information regarding the case and 
the offending user as contextual variables (Adadi & Ber-
rada, 2018)—for instance, we provided a pie chart for the 
distribution of hate speech by the particular offending user. 

These DFs addressed DP3. Lastly, we implemented DP4 by 
providing checkboxes for initiating actions and the possibil-
ity of re-classifying specific cases.

For the first evaluation, we conducted semi-structured 
interviews. The participants were recruited from a university 
environment. Interview participants recommended further 
interviewees, which led to a snowball sampling approach 
(Patton, 2014). The participants for this evaluation were 
eight men and three women aged 19–31 years (M = 26.2, 
SD = 3.3). The participants had 0.5–6.5 years of experience 
as moderators on social media platforms (M = 2.5, SD = 0.9). 
In addition, eight of the 11 participants stated that they had 
been affected by hateful content. The interviews were con-
ducted virtually via Skype and lasted between 14 and 23 min 
(M = 19.1, SD = 2.6). The interviews were recorded and tran-
scribed, and the data were analyzed using thematic analysis 
(Braun & Clarke, 2006). The overarching goal was to assess 
users’ perceptions and to identify optimization potential. The 
participants expressed positive sentiments toward the design: 
“The interface looks easy to use” (Interviewee 4); “[…] such 
an application could enhance my productivity […]” (Inter-
viewee 6); or “[…] I would like to work with such intelligent 
systems […] (Interviewee 10). Table 1 contains illustrative 
quotations that represent recurring themes throughout the 
interviews and descriptions of future optimizations based 
on users’ responses.

With these insights, we concluded the first design cycle 
and used the optimization potential as input knowledge 
for the second design cycle, which is described in the next 
section.

Fig. 4   Overview of the DFs and 
their relationships with the DPs

Fig. 5   Confusion matrix for the ULMFiT model based on test data
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6.2 � Demonstration and Evaluation: Second Design 
Cycle

Based on the insights gathered during the first design 
cycle, we revised the design and the UI. During the sec-
ond design cycle, we supplemented the design with inter-
active capabilities, such as the selection of checkboxes, 
mouse-over effects for the charts, and navigation between 
cases. Besides these changes, we removed the two charts 
that the users had described as redundant, namely the fea-
ture importance bar chart and the word cloud. Instead of 
using the hate speech barometer, we chose to clearly com-
municate the AI-based classification outcome (i.e., the 
class, hate speech or no hate speech). We also revised the 
actions that the human moderators could initiate, eliminat-
ing the “legal actions” option. Lastly, we added historical 
information on the actions that had been initiated against 
a specific user and the option to contact the offending user 
directly. Figure 7 depicts the refined UI used for the second 
evaluation.

The refined prototype was evaluated by means of an 
experiment whose participants were recruited via Cloud-
Research and MTurk. Appendix 2 provides a summary of 
the demographic data for the 190 participants. We used a 
set of established constructs for the evaluation. Perceived 
usefulness (Davis, 1989; Greven et al., 2003) is an integral 
aspect when evaluating the contribution to prescriptive and 
technological design knowledge bases (Baskerville et al., 
2018; Venable et al., 2016). We included this construct to 
provide evidence for the usefulness for the proposed solu-
tion (Gregor & Hevner, 2013). In addition, usefulness is 
an important measurement in the context of XAI (Arrieta 
et al., 2020). The second construct was perceived ease of 
use (Davis, 1989; Greven et al., 2003). Scholars have shown 

that perceived ease of use is an important aspect for users’ 
acceptance of information systems (Davis, 1989). The last 
construct was the intention to use the system (Venkatesh 
et  al., 2003). Appendix 3 provides an overview of the 
survey.

We used IBM Statistics 27 for all statistical evalua-
tions. The constructs were measured using a 5-point Lik-
ert scale (1 = completely disagree; 5 = completely agree). 
First, we measured the results in terms of mean values, 
standard deviation, and Cronbach’s alpha. The constructs 
were rated as follows: perceived ease of use (M = 3.99, 
SD = 0.59; α = 0.824), perceived usefulness (M = 3.97, 
SD = 0.53, α = 0.780), and intention to use (M = 4.03, 
SD = 0.62, α = 0.760). For all constructs, Cronbach’s alpha 
was satisfactory at > 0.70. These measurements indicate 
that all constructs were evaluated positively, which con-
firms users’ positive sentiments toward the UI during the 
first evaluation. Appendix 4 provides a box plot that sum-
marizes the measurements. To examine the results more 
closely, we calculated the frequencies and percentages by 
summing the responses for all items of the constructs, an 
established method for describing ordinal and quantitative 
data (Blaikie, 2003). These measurements are provided in 
Table 2. The constructs of perceived ease of use and per-
ceived usefulness consisted of six items, which resulted in 
1,140 responses per construct from the 190 participants. 
The same participants generated 570 responses for the con-
struct intention to use with three items. Our results show 
that for the constructs perceived ease of use and intention 
to use, more than 75% of the participants chose either agree 
or completely agree, and for the construct perceived use-
fulness, the values were only slightly lower and over 73%. 
Therefore, we conclude that the proposed UI design was 
perceived positively by the participants.

Fig. 6   Implementation of the 
initial design during the first 
design cycle
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The participants were asked to provide feedback on their 
perceptions of the UI. Of the 190 participants, 114 pro-
vided textual feedback. To examine the resulting data, we 
used thematic analysis (Braun & Clarke, 2006). Table 3 
presents positive perceptions and thought-provoking reflec-
tions that we identified in the provided feedback. The 
table also presents illustrative quotations and descriptions 
of insights and optimizations for the third design cycle. 
Consequently, we validated the participants’ positive per-
ceptions of the UI. It was also clear that the participants 
wanted to use such an application for other content-classi-
fication purposes. To summarize, most feedback was con-
structive and positive, and we identified few optimization 
opportunities.

With these insights, we concluded the second design 
cycle and used the optimization potential as input knowl-
edge for the third design cycle, which is described in the 
next section.

6.3 � Demonstration and Evaluation: Third Design 
Cycle

6.3.1 � Production‑Ready Environment

For the last design cycle, the prototype was implemented 
in a production-ready environment as a web-based UI. The 
first qualitative evaluation revealed the participants’ posi-
tive perceptions of the implemented artifact and provided us 
with valuable feedback for further optimization. During the 
second design cycle, we validated the positive perceptions. 
The quantitative evaluation of the second design cycle moti-
vated us to add a start page with an overview of all cases to 
address the thought-provoking reflections. Figure 8 provides 
an overview of the web-based UI.

Figure 9 provides an overview of the case page with 
highlighted DPs. DP1 was implemented by clearly com-
municating the AI-based classification outcome (DF1) and 
providing a confidence value in percentage for each case 
(DF2). DP2 was implemented by providing a local explana-
tion for each case in the form of highlighted words (DF3). 
We implemented DP3 by combining two different charts 
that summarized the offending user’s history in relation 
to hate speech (DF4), providing the history of the initi-
ated actions against the offending user (DF5), and adding 
a start page with an overview of all cases (DF6). DP4 was 
implemented by providing checkboxes to initiate actions 
(DF7), a feature to contact the offending user (DF8), an 
option to re-classify the current case (DF9), and navigation 
elements (DF10). Consequently, we implemented the DPs 
and the corresponding DFs in the web-based UI (Seidel 
et al., 2018).

In the following two subsections, we describe the final 
evaluation, which focused on (i) the importance of AI Ta
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Fig. 7   Implementation of the 
prototype in the second design 
cycle

Table 2   Summary of the 
frequencies and percentages 
for the measured constructs 
(N = 190)

Likert scale Perceived ease of use Perceived usefulness Intention to use

n % n % n %

Completely agree 305 26.75 290 25.44 157 27.54
Agree 582 51.05 552 48.42 286 50.18
Neither agree nor disagree 208 18.25 274 24.04 114 20.00
Disagree 36 3.16 21 1.84 13 2.28
Completely disagree 9 0.79 3 0.26 0 0

Table 3   Positive perception and thought-provoking reflections based on the participants’ evaluations

Insights Illustrative quotations Description of the insights and optimizations for the third 
design cycle

Positive perceptions “I would like to have such an application that 
supports me in moderating social groups.” 
(Participant 17)

“It would be cool if this app would also classify 
other unwanted content, such as spam, phish-
ing, or sexist statements.” (Participant 61)

“For me personally, such an application could 
really improve my efficacy in moderating 
social groups with larger user numbers.” 
(Participant 65)

“I like the highlighted words to explain which 
words were most important for this classifica-
tion. It is easy to comprehend and validate.” 
(Participant 74)

The participants’ positive perceptions of the UI during the first 
design cycle were confirmed in this evaluation. The partici-
pants wanted to use such an application in their work. They 
mentioned that such an application should also detect other 
unwanted content, such as spam or sexist statements, which 
highlights our design’s potential for adaptation. In addition, 
the participants claimed that the highlighted words eased 
comprehension of the AI-based decision-making

Thought-provoking reflections “I find the navigation from case to case, 
without an overarching navigation structure, 
suboptimal.” (Participant 17)

“I am currently missing an overview of all the 
cases.” (Participant 41)

“I would like to test such an application in an 
even more real environment.” (Participant 78)

“It is difficult to get an overview of the cases 
or to keep track of them when one has to 
navigate through the individual cases.” (Par-
ticipant 103)

The participants expressed their need for an overview of all 
cases to have a holistic perspective on their workload and the 
cases. In the third design cycle, we addressed this aspect by 
adding a start page with an overview of all cases to our arti-
fact and design knowledge. Moreover, by implementing the 
artifact as a web-based prototype in the third design cycle, 
we trialed the artifact in a more realistic environment
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explainability for end users and (ii) the perceived reusability 
of our proposed DPs by practitioners.

6.3.2 � Final Evaluation by End Users: The Importance 
of Local Explanations

In the last evaluation, we tested the relevance of local expla-
nations by measuring their influence on perceived cognitive 
effort, perceived informativeness, mental model, and trust-
worthiness toward the AI-based artifact. Cognitive effort 
is important to consider when designing or implementing 
explanations (Arrieta et al., 2020). Perceived informative-
ness refers to the overall perception of aspects related to 
information quality (Zhang et al., 2014). Moreover, infor-
mativeness is one of XAI’s overall goals and is relevant 

to a broad range of target audiences (Arrieta et al., 2020). 
Mental models are another important concept in the context 
of XAI research and the perception of explanations (Arri-
eta et al., 2020; Kühl et al., 2019). For our construct, we 
used the mental model’s subdimension called “processes,” 
which refers to users’ overall understanding of the work 
processes involved in the artifact (Vitharana et al., 2016). 
Trustworthiness is an important factor for user accept-
ance and the intention to use systems or services (Carter & 
Bélanger, 2005). In addition, trustworthiness is an impor-
tant goal in XAI research (Adadi & Berrada, 2018; Arrieta 
et al., 2020; Gunning & Aha, 2019; Meske et al., 2020; van 
der Waa et al., 2021). Overall, we developed the following 
hypotheses:

Fig. 8   Implementation of the prototype in the third design cycle (left: start page; right: a specific case)

Fig. 9   Final set of the DPs 
implemented in the web-based 
UI (exemplary case page)
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•	 H1. Providing a UI with local explanations leads to users 
experiencing reduced perceived cognitive effort com-
pared to a UI without local explanations.

•	 H2. Providing a UI with local explanations leads to users 
experiencing an increased (a) perceived informativeness, 
(b) mental model, and (c) trustworthiness compared to a 
UI without local explanations.

Figure 10 shows our research model for this experiment.
The UI was evaluated by means of an experiment with 

participants recruited via CloudResearch and MTurk, using 
the same admission criteria as in design cycle two. After 
participating in one of the two experiments (AI or XAI), the 
participants were automatically excluded from participating 
in the second experiment. The evaluation was conducted 
with 360 participants, 180 participants per group. Appen-
dix 5 provides an overview of the demographic data, and 
Appendix 6 describes the survey used. Ordinally scaled 
data were collected using a Likert scale. The resulting 
data was not normally distributed (p < 0.001), which was 
determined through a Kolmogorov–Smirnov test. Appen-
dix 7 shows the Kolmogorov–Smirnov test for normal dis-
tribution and Cronbach’s alpha. To test our hypotheses, 
we compared the mean values of the AI and XAI groups 
using the Mann–Whitney U test (Mann & Whitney, 1947). 

As our hypotheses were directional, we conducted a one-
sided (one-tailed) test. Table 4 provides an overview of the 
Mann–Whitney U test and summarizes the mean rank, sum 
of ranks, Mann–Whitney U, z value (examined for signifi-
cance), and effect size (Pearson correlation coefficient r). 
Appendix 8 provides the measurements of the constructs 
represented using a box plot.

The results indicate that the local explanation has 
a direct significant and positive effect with a strong 
effect size on perceived cognitive effort. This was also 
reflected in the measurements for the mean rank and sum 
of ranks, which were lower for the XAI group than for 
the AI group. Consequently, we assume that H1 is sup-
ported. Moreover, the results indicate that local expla-
nation has a direct significant and positive effect with a 
small-to-medium effect size on perceived informative-
ness, mental model, and trustworthiness. The measure-
ments for the mean rank and sum of ranks also reflected 
this finding, as they were higher for the XAI group than 
for the AI group. Therefore, we assume that H2(a, b, c) 
is supported.

6.3.3 � Final Evaluation by Developers: Reusability 
of the Proposed Design Principles

By having practitioners evaluate the DPs, we addressed 
the risk of proposing DPs that are not applicable or useful 
in practice (Ivari et al., 2021). We adapted the template of 
Ivari et al., (2018, 2021), which includes the constructs of 
accessibility, importance, novelty and insightfulness, act-
ability and guidance, and effectiveness (Likert scale 1–5, 
with 1 = completely disagree, 5 = completely agree). We 
complemented the information regarding our DPs with 
introductory materials on AI-based DSSs, hate speech 
detection and UI design (see Appendix 9) based on the 
recommendations of Ivari et  al. (2021). Accessibility 
represents successful communication of DPs to re-users, 
whereas importance refers to an estimation of the relevance 
of the addressed problem in the real world (Ivari et al., 
2021). Novelty and insightfulness serve as indicators of 

Fig. 10   Research model for the evaluation and comparison of AI and 
XAI

Table 4   Summary of the Mann–Whitney U test (N = 360)

Construct Treatment Mean rank Sum of ranks Mann–Whitney U z Sig r

Perceived cognitive effort AI 239.63 43,134.00 5556.000 -10.829 p < 0.001 0.57
XAI 121.37 21,846.00

Perceived informativeness AI 140.22 25,240.00 8950.000 -7.423 p < 0.001 0.39
XAI 240.78 39,740.00

Mental model AI 158.80 28,584.00 12,294.000 -4.012 p < 0.001 0.21
XAI 202.20 36,396.00

Trustworthiness AI 143.24 25,782.50 9492.500 -6.876 p < 0.001 0.36
XAI 217.76 39,197.50
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whether practitioners are provided with new knowledge 
and insights (Ivari et al., 2018). Actability and guidance 
show whether DPs can be implemented in practice due 
to being actable and providing adequate guidance, while 
effectiveness refers to the potential relative value of the 
DPs from the perspective of practitioners (Ivari et al., 2018, 
2021).

The DPs were evaluated by 80 practitioners. Of the 80 
participants, 64 had a minimum of one year of experi-
ence in the domain of software development. Appendix 
10 provides an overview of further demographic charac-
teristics of the 80 participants. The evaluation was carried 
out in the same manner as the evaluation of the second 
design cycle and is presented accordingly. The constructs 
were rated as follows: accessibility (M = 3.90, SD = 0.81, 
α = 0.892), importance (M = 4.10, SD = 0.62, α = 0.799), 
novelty and insightfulness (M  = 3.82, SD = 0.71, 
α = 0.780), actability and guidance (M = 3.87, SD = 0.61, 
α = 0.826), and effectiveness (M = 3.97, SD = 0.57, 
α = 0.869). Cronbach’s alpha was > 0.70 for all constructs. 
All measurements indicated practitioners’ positive percep-
tions of the DPs. Appendix 11 presents the measurements 
as a box plot. To carry out a nuanced analysis of these 
measures, we calculated the frequencies and percentages 
(see Table 5) by summing the responses for all items of 
the individual constructs. The constructs of accessibil-
ity, importance, and novelty and insightfulness consisted 
of three items each and generated 240 responses each. 
Actability and guidance consisted of six items and gener-
ated 480 responses. Effectiveness consisted of five items 
and generated 400 responses. This overview of the data 
emphasizes the practitioners’ positive perception of the 
DPs. The results further showed that more than 80% of the 
participants chose to agree or completely agree regarding 
accessibility and importance. For effectiveness, the value 
was slightly lower at over 78%, followed by actability and 
guidance at over 73%; for novelty and insightfulness, this 
value was over 68%. Moreover, 66 participants stated that 
they would adapt the DPs for a software development pro-
ject. Therefore, we conclude that the practitioners had a 
positive perception of the proposed DPs, which exhibited 

an adequate degree of reusability. In the next section, we 
discuss our DSR project.

7 � Discussion

7.1 � Summary of the Findings

In this article, we have provided a comprehensive overview 
of our DSR project. The overarching goal of our study was 
to generate prescriptive knowledge that could be used in 
future research projects or practice (Gregor & Hevner, 2013; 
Hevner, 2020). In our DSR project, we focused on the imple-
mented artifact and the reusability of the underlying DPs. 
We now summarize the findings of the DSR project and the 
conducted evaluations.

The qualitative evaluation during the first design cycle 
revealed versatile optimization potentials, which we used to 
refine our design knowledge. In this evaluation, we identified 
evidence regarding the usefulness of the proposed design 
via the target group of human moderators. The identifica-
tion of such evidence is an important part of the evaluation 
process in DSR projects (Gregor & Hevner, 2013; Venable 
et al., 2016). We analyzed the gathered data using thematic 
analysis (Braun & Clarke, 2006). Overall, the participants 
perceived the designed UI positively and were interested in 
the application suggested by our design. Moreover, the same 
participants provided us with constructive criticism, which 
allowed us to further refine our design knowledge for the 
second design cycle.

The quantitative evaluation of the second design cycle 
validated the previously registered positive perceptions. 
We measured the three constructs of perceived ease of 
use, usefulness, and intention to use. These constructs 
are important for both evaluations in DSR contexts (e.g., 
Gregor & Hevner, 2013; Venable et al., 2016) and exami-
nations based on an information systems perspective (e.g., 
Davis, 1989; Greven et al., 2003). Moreover, these con-
structs are used in XAI research (e.g., Arrieta et al., 2020; 
van der Waa et al., 2021). We reported the constructs’ cal-
culated values in terms of the mean, standard deviation, 

Table 5   Summary of the 
frequencies and percentages 
for the measured constructs 
(N = 80)

Likert scale Accessibility Importance Novelty and 
insightfulness

Actability and 
guidance

Effective-
ness

n % n % n % n % n %

Completely agree 52 21.67 69 28.75 50 20.83 102 21.25 84 21.00
Agree 142 59.16 134 55.83 115 47.92 250 52.08 231 57.75
Neither agree nor disagree 21 8.75 29 12.08 58 24.16 96 20.00 73 18.25
Disagree 21 8.75 8 3.34 16 6.67 31 6.46 12 3.00
Completely disagree 4 1.67 0 0 1 0.42 1 0.21 0 0
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and Cronbach’s alpha, which we also visualized as a box 
plot (see Appendix 4). To analyze the results more closely, 
we calculated the frequencies and percentages by summing 
the responses for all constructs (Blaikie, 2003). This led 
us to discover that approximately 75% of the 190 partici-
pants rated the constructs using either agree or strongly 
agree. This is an important finding, as perceived ease of 
use and usefulness are relevant constructs for assessing 
the acceptance of an information technology artifact or as 
measurements of explanations (Arrieta et al., 2020; Davis, 
1989; Greven et al., 2003). Moreover, the intention to use 
a DSS is also an important construct that is established 
in information systems and XAI literature (Gönül et al., 
2006; Wang & Benbasat, 2009). By means of a text field, 
we collected feedback from the participants. We analyzed 
the collected data using thematic analysis (Braun & Clarke, 
2006). We identified positive perceptions of the UI and 
final thought-provoking reflections for the third design 
cycle.

In the third design cycle, we conducted a two-sided 
evaluation. First, we investigated the influence of local 
explanations by conducting an experiment with two inde-
pendent groups (AI vs. XAI, 180 participants per group). 
We used the constructs of perceived cognitive effort, 
perceived informativeness, trustworthiness, and mental 
model (process). All these constructs are relevant for 
research on information systems and XAI (Arrieta et al., 
2020; Gönül et  al., 2006; Greven et  al., 2003; Meske 
et al., 2020; Vitharana et al., 2016; Wang & Benbasat, 
2009). We derived directional hypotheses H1 and H2(a, 
b, c), which we evaluated using a one-sided (one-tailed) 
Mann–Whitney U test. Based on statistical evaluations, 
we confirmed both hypotheses and uncovered a direct and 
significant influence of local explanations with varying 
effect sizes. Then, we evaluated the DPs using the mini-
mum reusability approach (Ivari et al., 2018, 2021). As in 
the second design cycle, we reported constructs’ values 
in terms of the mean, standard deviation, and Cronbach’s 
alpha, which we visualized as a box plot (see Appendix 
11). We also calculated the frequencies and percentages 
of the responses for all constructs to obtain more nuanced 
insights. Consequently, we uncovered that approxi-
mately 70% of the 80 practitioners rated the constructs 
using either agree or strongly agree. For the constructs 
of accessibility and importance, these measurements 
exceeded 80%. Moreover, 66 out of the 80 practitioners 
stated that they would use the proposed design knowl-
edge for a software development project. Based on these 
insights, we conclude that the proposed DPs have been 
evaluated as helpful by practitioners. Consequently, in this 
last design cycle, we generated insights into how relevant 
local explanations are for DSS UI design in the domain 
of hate speech detection; moreover, we found that that the 

DPs were evaluated as having a high degree of reusability. 
Therefore, we answered both of our research questions. In 
the next subsection, we present the theoretical implica-
tions of our work.

7.2 � Theoretical Implications

We believe that according to the DSR knowledge con-
tribution framework by Gregor and Hevner (2013), our 
research project can be categorized as an improvement. 
This categorization is justified because we have developed 
a new solution for a known problem. Moreover, we have 
proposed a set of DPs that can be described as nascent 
design theory, and we have evaluated their reusability 
with practitioners, who rated the DPs as reusable (Gregor 
& Hevner, 2013; Ivari et al., 2018, 2021). Therefore, we 
have developed applicable prescriptive design knowledge 
with a focus on UIs for hate speech detection systems with 
local explanations. This knowledge can be used as input 
knowledge and potentially extended by future research 
(vom Brocke & Maedche, 2019; vom Brocke et al., 2020; 
Hevner, 2020), especially by researchers focusing on the 
development of hate speech detection systems or related 
concepts.

With respect to XAI-based explanations and their inte-
gration in UIs, our results from the experiment in design 
cycle three emphasize the high relevance of user evalua-
tions in the corresponding application domain, which is 
emphasized in scientific literature (Adadi & Berrada, 2018; 
van der Waa et al., 2021). The need for evaluation by users 
within the individual application domain is also described 
as highly relevant due to their varying backgrounds, exper-
tise, information needs, and expectations (Barda et al., 
2020). In the experiment that we performed during the 
third design cycle, we found a direct significant and posi-
tive effect of local explanations on the constructs perceived 
cognitive effort, perceived informativeness, mental model, 
trustworthiness Therefore, we have illustrated that local 
explanations can support the achievement of major XAI 
goals, such as trustworthiness and informativeness (Arrieta 
et al., 2020). This position is in line with research on online 
advisory tools: for example, Li and Gregor (2011) empha-
sized the need for more transparent decision-making pro-
cesses in the design of UIs of DSSs. Furthermore, Cheng 
et al. (2019) found that users’ trust in algorithmic deci-
sions was not affected by the explanation interface that the 
researchers had developed. In contrast, we have shown that 
local explanations have a significant impact on trustworthi-
ness and further constructs, which supports the argument 
that explanations should be evaluated with corresponding 
stakeholders from the targeted application domain (Barda 
et al., 2020; Meske et al., 2020; van der Waa et al., 2021). 
Consequently, we believe that local explanations are an 
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integral part for the design knowledge proposed in this 
paper.

Despite the interesting approaches on which related 
systems for automated hate speech detection are based, 
we have addressed the following shortcomings. First, we 
have introduced rigorously evaluated prescriptive design 
knowledge that can be used in future research projects as 
input knowledge (vom Brocke & Maedche, 2019). The reus-
ability of the proposed prescriptive design knowledge was 
evaluated with practitioners and conducted according to the 
recommendations of Ivari et al., (2018, 2021). Participants 
of the evaluation round communicated a positive percep-
tion of the prescriptive design knowledge and rated it as 
reusable. Second, we have involved end users in a qualita-
tive as well as quantitative evaluation of the instantiated 
design knowledge as UI, which was not done in related 
work (e.g., Modha et al., 2020; Paschalides et al., 2020; 
Pereira-Kohatsu et al., 2019; Ullmann & Tomalin, 2020). 
Here, we found that the design was positively perceived by 
the end users which provided us with valuable feedback for 
optimizing the underlying design knowledge. Results illus-
trate that 73% of the participants and more choose the rating 
of agree or completely agree when rating the constructs 
perceived ease of use, perceived usefulness, and intention 
to use. Therefore, we not only introduce prescriptive design 
knowledge for the design of UIs for automated hate speech 
detection systems. We also provide empirical evidence for 
the perception of the proposed design by the end users as 
well as practitioners who eventually could adapt the pre-
scriptive design knowledge for suitable software develop-
ment projects.

In the next section, we summarize the general require-
ments and general components as an EDT, which aims to 
provide a functional explanation for the implementation of 
the proposed DPs, DFs and addressed DRs (Baskerville & 
Pries-Heje, 2010).

7.3 � An Explanatory Design Theory as Conditional 
Functional Explanation

We summarized the general requirements and general 
components as an EDT in Fig. 11 and used the sim-
ple as well as elegant structure proposed by Baskerville 
and Pries-Heje (2010). General requirements repre-
sent the adapted DRs, and general components repre-
sent the DPs and DFs. These elements were grounded 
in the state-of-the-art knowledge bases and refined via 
the insights gained during the three consecutive design 
cycles. Moreover, the underlying elements of this EDT 
were evaluated qualitatively and quantitatively, with 
a focus on aspects such as usefulness, reusability, or 
the influence of local explanations (Gregor & Hevner, 
2013; Ivari et al., 2021; van der Waa et al., 2021). Con-
sequently, this EDT provides a functional explanation 
for the related generalized requirements and the related 
generalized components of the proposed solution (Bask-
erville & Pries-Heje, 2010).

Through the proposed DPs and EDT, we have addressed 
the lack of applicable prescriptive design knowledge for 
the design of DSS UIs in the domain of hate speech detec-
tion for human moderators. We have described different 
DSSs for hate speech detection on social media platforms, 

Fig. 11   Summary of the general 
requirements and general 
components represented as an 
EDT (Baskerville & Pries-Heje, 
2010)
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such as a web browser plugin that visualizes aggressiveness 
(Modha et al., 2020); MANDOLA, a system based on big 
data approaches (Paschalides et al., 2020); or the quarantin-
ing framework proposed by Ullmann and Tomalin (2020). 
Despite these interesting contributions, scholarship has 
lacked concrete prescriptive knowledge on how to design 
UIs in the context of hate speech detection and how the 
design is perceived by users; in addition, many studies have 
tended to focus on the end user. HaterNet, a system used by 
Spanish authorities, has a stronger relation to our design, 
as HaterNets’ design also focuses on hate speech detec-
tion and the monitoring of social media (Pereira-Kohatsu 
et al., 2019). However, the HaterNet system and its design 
are focused on Twitter, prescriptive design knowledge is 
not available, and there are no insights into how the design 
affects users. Therefore, we have developed design knowl-
edge that can be adapted by practitioners and is not limited 
by the size or type of social media platform. Moreover, by 
means of three consecutive design cycles, we have gen-
erated knowledge about how users (i.e., human modera-
tors) perceive the design and to what extent it is reusable 
by practitioners. Lastly, we argue that the design can be 
extended to other concepts related to hate speech, such 
as cyberbullying, racism, or sexism, on social media plat-
forms (Fortuna & Nunes, 2018; MacAvaney et al., 2019). 
In the next section, we discuss the limitations and future 
research opportunities.

7.4 � Limitations and Future Research Opportunities

We have reported the process of our DSR project accord-
ing to established guidelines (Gregor & Hevner, 2013; 
Gregor et al., 2020; Ivari et al., 2018, 2021; Peffers et al., 
2007). Nevertheless, our approach had certain limita-
tions. First, despite the implementation of ULMFiT, we 
focused on UIs. Consequently, we neglected the backend 
perspective, as realistic interactions with the UI were only 
simulated. Second, despite the involvement of 641 partici-
pants, we did not investigate the design using a case study. 
Therefore, we did not assess how this design could influ-
ence dimensions such as task performance in a real-world 
work environment. This limitation could be addressed by 
taking up our proposed design knowledge and extending 
to the aforementioned dimensions. Third, we used a data-
set with two classes. However, hate speech is a nuanced 
subject, and there are several related concepts. Therefore, 
future studies could, for instance, integrate a greater num-
ber of detectable concepts. Fourth, the evaluations were 
conducted in controlled settings and environments. This 
is related to the implementation of our proposed design 
using a case study, which could produce empirical knowl-
edge, for example, on how the design is perceived from 
stakeholders in an enterprise context. In addition, our 

design could be used as input knowledge (vom Brocke 
et al., 2020; Hevner, 2020) and extended with such con-
cepts as human in the loop, interactive machine learning, 
or hybrid intelligence (Adadi & Berrada, 2018; Akata 
et al., 2020; Meske et al., 2020).

8 � Conclusion

We have developed a set of rigorous evaluated DPs (Ivari 
et al., 2018, 2021) for the development of UIs in the domain 
of XAI-based hate speech detection. Our evaluations have 
highlighted users’ and practitioners’ positive perceptions 
of the design, which also allowed us to optimize the over-
all design knowledge. The evaluations of the three design 
cycles generated valuable insights into how the design is 
perceived by the target audience and the influence of local 
explanations. It is important to note that we included the 
perspectives of both users and practitioners, as the latter 
could adapt the DPs. From a theoretical perspective, we 
have addressed an important real-world challenge regard-
ing the design of UIs for AI-based DSSs and its perception 
by users in the context for hate speech detection, for which 
we have proposed a scientifically grounded and evaluated 
design. The developed and evaluated design knowledge 
was formalized as prescriptive knowledge and summarized 
as an EDT (Baskerville & Pries-Heje, 2010; vom Brocke 
et al., 2020; Hevner, 2020). In terms of practical contribu-
tions, we have developed a set of reusable DPs. According 
to our evaluation, 83% of the 80 practitioners stated they 
would use the proposed DPs in a suitable software devel-
opment project. Lastly, this study further highlights the 
need for more research in the fight against hateful content 
in the digital sphere, something that was emphasized by 
86% of 641 participants who had experienced hate speech 
personally.

Appendix 1

Performance Metrics for the ULMFiT Model, 
Generated with Scikit‑Learn

Table 6   Metrics of the ULMFiT model on test data split

Class/ Metric Precision Recall F1-Score Examples

Hate Speech 83.33% 63.93% 72.35% 219
No Hate Speech 87.30% 95.10% 91.03% 571
Macro Average 85.32% 79.51% 81.69% 790
Weighted Average 86.20% 86.46% 85.85% 790
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Appendix 2

Demographic Data for Participants of the Evaluation 
within Design Cycle Two

Appendix 3

Questionnaire for the Second Design Cycle

Table 7   Overview of 
demographic data for the 
participants (N = 190)

Characteristic N %

Self-identified gender
Female 65 34.21%
Male 125 65.79%

Age
 < 20 years 0 0%
20 – 29 years 63 33.16%
30 – 39 years 72 37.89%
40 – 49 years 46 24.21%
50—59 years 9 4.74%
 > 59 years 0 0%

Have you ever been affected by hateful content on a social media platform?
Yes 172 90.53%
No 18 9.47%

Table 8   Overview of the questionnaire for the second design cycle

Construct/ Item Statement Reference

Perceived ease of use Davis, 1989; Greven et al., 2003
PEOU1 The user interface for hate speech detection is easy to use
PEOU2 It is easy to become skillful at using the user interface for hate speech detection
PEOU3 Learning to operate the user interface for hate speech detection is easy
PEOU4 The user interface for hate speech detection is flexible to interact with
PEOU5 My interaction with the user interface for hate speech detection is clear and understandable
PEOU6 It is easy to interact with the user interface for hate speech detection

Perceived usefulness
PU1 The user interface for hate speech detection is useful for detecting hateful content
PU2 The user interface for hate speech detection improves my performance in detecting hateful 

content
PU3 The user interface for hate speech detection enables me to identify hateful content faster
PU4 The user interface for hate speech detection enhances my effectiveness in identifying hateful 

content
PU5 The user interface for hate speech detection makes it easier to detect hateful content
PU6 The user interface for hate speech detection increases my productivity in detecting hateful 

content
Intention to use Venkatesh et al., 2003

ITU1 If available, I intent to use the user interface for hate speech detection in the next six months
ITU2 If available, I predict I will use the user interface for hate speech detection in the next six 

months
ITU3 If available, I plan to use the user interface for hate speech detection in the next six months

Question open text field
Q1 Does something bother you about the user interface, are there things that you would like to change? If so, please describe your ideas
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Appendix 4

Box Plot for the Measurements of the Second 
Design Cycle

Appendix 5

Demographic Data for Participants of the Evaluation 
within Design Cycle Three with End Users

Fig. 12   Graphical summary 
of the measurements for the 
second design cycle

Table 9   Overview of demographic data for the participants (N = 360)

Characteristic N %

Self-identified gender
Female 147 40.83%
Male 213 59.17%

Age
 < 20 years 0 0%
20 – 29 years 119 33.06%
30 – 39 years 131 36.38%
40 – 49 years 83 23.06%
50—59 years 27 7.50%
 > 59 years 0 0%

Have you ever been affected by hateful content on a social media 
platform?
Yes 317 88.06%
No 43 11.94%
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Appendix 6

Questionnaire for the Third Design Cycle with End 
Users

Table 10   Overview of the questionnaire for the third design cycle

Construct/ Item Statement Reference

Perceived cognitive effort Wang & Benbasat, 2009
PCE1 The task of identifying hateful content using the user interface for hate speech detection is 

very frustrating
PCE2 Using the user interface for hate speech detection, it is hard to find the information I need 

to help me decide what to do
PCE3 The task of identifying hateful content using this user interface for hate speech detection 

takes too much time
PCE4 The task of identifying hateful content using the user interface for hate speech detection 

is difficult
PCE5 Identifying hateful content using the user interface for hate speech detection requires too 

much effort
PCE6 The task of identifying hateful content using the user interface for hate speech detection is 

too complex
Perceived informativeness Zhang et al., 2014

PIN1 The system provides relevant information about the present hate speech case
PIN2 The system provides complete information about the present hate speech case
PIN3 The system provides timely information about the present hate speech case

Trustworthiness Carter & Bélanger, 2005
TRUSTW1 I think I can trust the user interface for hate speech detection
TRUSTW2 The user interface for hate speech detection can be trusted to carry out hate speech detec-

tion faithfully
TRUSTW3 I trust the user interface for hate speech detection to keep my best interest in mind

Mental model (process) Vitharana et al., 2016
MMP1 I characterize my understanding of the types of processes (e.g., detect hate speech and ini-

tiate appropriate actions) involved in the user interface for hate speech detection as high
MMP2 I characterize my understanding of the sequence of processes involved in the user inter-

face for hate speech detection as high
MMP3 I characterize my overall understanding of the processes involved in the user interface for 

hate speech detection as high
Question open text field

Q1 Does something bother you about the user interface, are there things that you would like to change? If so, please 
describe your ideas
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Appendix 7

Test for Normal Distribution and Cronbach’s Alpha

Appendix 8

Box Plot for the Measurements of the Third Design 
Cycle with End Users

Appendix 9

Information for the Third Design Cycle 
with Developers

Here, we provide the survey design for the evaluation with 
the developers within the third design cycle.

In a design science research project on hate speech 
detection supported by artificial intelligence (AI), we have 
derived four “design principles” for developers. These 
design principles shall help developers in building systems 

Table 11   Summary for the Kolmogorov Smirnov test for normal distribution and Cronbach’s alpha

Construct Treatment Median Mean ± SD Statistics Df Sig Cronbach’s alpha

Perceived cognitive effort AI 3.50 3.56 ± 0.63 0.150 180 p < 0.001 0.830
XAI 2.50 2.51 ± 0.82 0.106 p < 0.001 0.936

Perceived informativeness AI 3.34 3.25 ± 0.81 0.184 p < 0.001 0.822
XAI 3.96 3.89 ± 0.68 0.123 p < 0.001 0.734

Mental model AI 3.67 3.61 ± 0.74 0.152 p < 0.001 0.814
XAI 4.00 3.92 ± 0.58 0.116 p < 0.001 0.717

Trustworthiness AI 3.67 3.39 ± 0.78 0.176 p < 0.001 0.787
XAI 4.00 3.94 ± 0.69 0.158 p < 0.001 0.767

Fig. 13   Graphical summary of 
the measurements for the third 
design cycle

that eventually support social media moderators in detect-
ing hate speech and act accordingly. In this survey we ask 
you as a developer to evaluate the derived design principles 
(e.g., are they useful, understandable, effective, …?).

The survey is grouped into three parts. Within the first part we 
ask a few general and demographic questions. Afterwards you 
are provided with reading material, and we kindly ask you to read 
this material carefully. The last and third part is a short survey 
which is related to the mandatory reading material in part two.

Thank you for taking part in this survey.
Please read the following text carefully. The text contains 

all relevant information for the survey. Thank you very much.
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The focus of this research project 
and the application domain of hate speech 
detection

Within this research project we focus on the user interfaces 
of decision support systems for human moderators in social 
media platforms. We are particularly interested in the phe-
nomenon of hate speech detection. Scientific studies have 
already proven the far-reaching consequences of hate speech, 
including, for example: (i) the psychological, or (ii) emo-
tional damage as well as (iii) suicide among young people. 
Hateful content is often examined by human moderators and 
removed if necessary. Here, the opportunity emerges to sup-
port the human moderators with a decision support system. 
Approaches from the field of artificial intelligence (based 
on machine learning) are currently the state-of-the-art for 
automated hate speech detection in textual data.

However, these state-of-the-art artificial intelligence tech-
niques have also weak spots. One of these weaknesses is the 
so-called black box problem. This problem refers to the cir-
cumstance that these approaches are complex and therefore, 
the decision-making process often remains hidden. In other 
words, such systems do not justify their recommendations 
or outputs. This can be problematic for different reasons, for 
example, if human decision-makers must initiate actions, 
how can they trust or comprehend the systems output? This 
is one of the problems that the research field of explain-
able artificial intelligence addresses. Researchers of this 
discipline introduce methods to generate explanations for 
such black box systems. An exemplary explanation in a hate 
speech detection scenario could be the highlighting of the 
most relevant words for the underlying artificial intelligence. 
Therefore, the human moderator could easily comprehend 
which words lead to the classification of the system.

This is where our research and proposed design 
comes in, which we will describe in more detail 
below. We aim to contribute scientifically grounded 
design knowledge, and your view as a developer 
is of utmost importance for us to optimize 
the design knowledge.

We now describe how the four overarching design principles 
could inform the development and design of decision sup-
port systems in the context of hate speech detection.

The aim of the proposed design

We focus on the user interface of decision support systems 
to detect hate speech. The proposed design is rather abstract 
so that the core functionality could be adapted in different 
systems as well as domains. It was derived from scientific 
literature, instantiated as lightweight web application and 

evaluated with end users. This design is scientifically com-
municated as design principles. As a contribution, such 
design principles can be reused or extended in other research 
projects as well as practice. The here illustrated design prin-
ciples have the aim to describe how a user interface for deci-
sion support in hate speech detection can be designed. It 
is important to note, that these design principles allow the 
developer or designer a certain degree of freedom in how 
they can be implemented. In the next section we describe 
the design principles and ask you to read the description 
carefully. Thank you for your effort, the survey questions 
will follow, after the design principles have been presented.
 
The design principles

Design principle 1: Provide the system with a transfer learn-
ing basis to classify unstructured data.

The first design principle focuses on a specific artifi-
cial intelligence technique, namely transfer learning. It is a 
state-of-the-art approach for text classification and requires 
relatively small data sets and computing time for training. 
As described before, artificial intelligence can outperform 
human experts and therefore it is more frequently investi-
gated in the context of decision support systems. By combin-
ing the high performance of transfer learning with the advan-
tage of requiring less data for training, such approaches 
could be easier adapted by smaller providers of social media 
platforms, with lower amounts of users and hence data. This 
design principle could be instantiated, for example, by inte-
grating a transfer learning technique to classify text data, 
provide the outcome of the classification in the user interface 
and it could be complemented by confidence metrics in per-
cent (or probability) of the transfer learning classification. 
The following figures depicts this easy design.

Design principle 2: Provide the system with features based 
on explainable artificial intelligence.

The second design principle focuses on an explanatory fea-
ture. Such explainability features should justify the system’s out-
put (for instance the classification of text as being hate speech or 
not). Through such explanations the user can control the system 
and answer questions such as: does it work correctly, why was 
a classification made, or can I trust the system? By providing 
explanations for classifications, we can also provide the human 
decision-maker with an opportunity to detect a potential bias 
within the system. This design principle could be instantiated, 
for example, by utilizing a method that highlights the most rel-
evant words for the classification and provide the information as 
a heatmap within the user interface. Methods that allow for such 
highlighting are, for instance, GradCAM, Local-Interpretable 
Model-Agnostic Explanations or Heatmaps.

766 Information Systems Frontiers (2023) 25:743–773



1 3

Design principle 3: Provide the system with the capability to 
present relevant, case-based context information.

 
The third design principle focuses on the relevant case-based 
context information for the application. Social media plat-
forms provide a versatile range of data types, ranging from 
text within a post to the amount of posts a user published. 
Therefore, it is important to identify the relevant case-based 
and context information for a decision-maker within the 
application domain, and to provide this information through 
the user interface. The relevant case-based context informa-
tion and its representation depend on different characteristics 
such as the application domain or data types. In the case of 
hate speech detection, the knowledge base could be repre-
sented through hate speech-related history of a user (has 
user previously published hateful content?), or the history 
of actions against a user (was the user temporarily banned?).

Design principle 4: Provide the system with capabilities that 
enable users to initiate case-related actions.

 
The last design principle focuses on the decision-making 
itself (e.g., deleting the text classified as hate speech). The 
decisions should not be made by the system, only by the 
human user. Depending on the use case and the policies 
of the platform, the decisions or actions that can be taken 
should be integrated within the user interface. This design 
principle could be instantiated by providing checkboxes or 
buttons to initiate actions (e.g., delete hateful content) or to 
re-classify the present example in case of a false prediction.

To summarize the design principles and provide some exam-
ples for concrete design features we provide the following over-
view and afterwards an exemplary interface. As stated before, 
these are only simple design examples and developers are free to 
implement or design such features based on their design ideas.
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Thank you very much for carefully reading the material. 
This is the last part of the survey. You are almost finished. 
Please answer the following questions regarding our four 
presented design principles to complete the survey:

Table 12   Adapted questionnaire for the evaluation of the design principles (based on Ivari et al., 2018; 2021)

Construct Statement

Accessibility
ACC1 The design principles are easy for me to understand
ACC2 The design principles are easy for me to comprehend
ACC3 The design principles are intelligible to me

Importance
IMP1 In my view the design principles address a real problem in developing user interfaces for decision support systems with a focus on 

hate speech detection in practice
IMP2 In my view the design principles address an important – acute or foreseeable – problem in developing such user interfaces for deci-

sion support systems with a focus on hate speech detection in practice
IMP3 OWN In my view the design principles represent an important source of information for the development of user interfaces for decision 

support systems with a focus on hate speech detection in practice
Novelty and insightfulness

NOIN1 I find that the design principles convey new ideas to me
NOIN2 I find the design principles insightful to my own practice
NOIN3 OWN I find that the design principles communicate novel design opportunities or design combinations to me

Actability and guidance
ACGU1 I think that the design principles can realistically be carried out in practice
ACGU2 I think that the design principles can easily be carried out in practice
ACGU3 I find that the design principles provide sufficient guidance for developing such user interfaces for decision support systems with a 

focus on hate speech detection
ACGU4 I find that the design principles provide sufficient direction for such user interfaces for decision support systems with a focus on 

hate speech detection
ACGU5 I find that the design principles are not restrictive when designing such user interfaces for decision support systems with a focus on 

hate speech detection
ACGU6 I find that the design principles provide me with sufficient design freedom when designing such user interfaces for decision support 

systems with a focus on hate speech detection
Effectiveness

EFF1 I believe that the design principles can help design user interfaces for decision support systems with a focus on hate speech detec-
tion

EFF2 I find the design principles useful for designing user interfaces for decision support systems with a focus on hate speech detection
EFF3 Compared to my current situation, I believe that the design principles would improve my performance in developing user interfaces 

for decision support systems with a focus on hate speech detection
EFF4 Compared to my current situation, I believe that the design principles would increase my productivity in developing user interfaces 

for decision support systems with a focus on hate speech detection
EFF5 Compared to my current situation, I believe that the design principles would enhance my effectiveness in developing user interfaces 

for decision support systems with a focus on hate speech detection
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Appendix 10

Demographic Data for Participants of the Evaluation 
within Design Cycle Three with Developers

Table 13   Overview of 
demographic data for the 
participants (N = 80)

Characteristic N In percent

Self-identified gender
Female 29 36.25%
Male 51 63.75%

Age
 < 20 years 0 0%
20 – 29 years 38 47.50%
30 – 39 years 32 40.00%
40 – 49 years 10 12.50%
50 – 59 years 0 0%
 > 59 years 0 0%

How long have been working in the domain of software development?
 < 1 year 16 20.00%
1 – 4 years 39 48.75%
5 – 9 years 17 21.25%
 > 9 years 8 10.00%

Which applications do you develop or design most often?
Web pages 19 23.75%
Web applications 33 41.25%
Mobile applications 8 10.00%
Desktop applications 12 15.00%
Others 8 10.00%

Have you ever been affected by hateful content on a social media platform?
Yes 54 67.50%
No 26 32.50%

Would you adapt the design principles for a suitable software development project?
Yes 66 82.50%
No 14 17.50%
I do not know 0 0%
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Appendix 11

Box Plot for the Measurements of the Third Design 
Cycle with the Developers
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