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Abstract
Information overload has been an important issue in today’s big data era where a huge amount of unstructured user-generated
content in different languages is being created on theWeb in every minute. Social media search systems could help with it by
effectively and efficiently collecting, storing, organizing and presenting user-generated content across the Web in an orga-
nized and timely manner. However, little research has been done to examine factors that could influence user acceptance on
this new type of systems. To address it, this study develops a research model by integrating Mental Workload (MWL), Task-
Technology Fit (TTF), and the unified theory of acceptance and use of technology (UTAUT). The model is tested on a
security-related social media search system. The results indicate that both MWL and TTF can significantly influence user
acceptance. We also operationalize the multi-dimensional latent construct of MWL by developing survey-based measure-
ment items for different dimensions.

Keywords Mentalworkload (MWL) .Task-technology fit (TTF) .User-generatedcontent .User acceptance .Socialmedia search
system

1 Introduction

The big data era, which we are in currently, has brought us a
tremendous amount of user-generated content across the Web.
It has been reported that 90% of the data over the Internet have
been created in the past 2 years alone, and as to 2017, the daily
generation rate of Internet data was about 2.5 quintillion bytes
(one quintillion is 1018) (IFL Science 2017). In addition, the
majority of these vast amount of data were generated by gen-
eral Internet users on various social media sites, and there

were 2.79 billion active social media users in the world as to
2017 (Stevens 2017). This type of user-generated data has
value for both product and service providers as well as for
the general public. For example, they can help influence com-
panies’ decision making as well as individual customers’ pur-
chasing decisions (Rubicon Consulting Inc. 2009). In addi-
tion, users’ opinions expressed in social media sites have
played an important and powerful role in influencing social
and political events such as the Bank Transfer Day (https://
www.facebook.com/Nov.Fifth) and the Spring Awakening
Revolution in Egypt (Vargas 2012). Both events got a lot of
attention from the general public through social media sites,
and the opinions and voices expressed by people on such a
platform somewhat helped shape the development directions
of these social and political movements.

However, user-generated content across social media
sites typically lacks a consistent structure and is written in
different languages. Also considering the rapidly increasing
volume associated with such type of data, it is difficult and
challenging to collect, store, organize, and present them
effectively. As pointed out by researchers, doing these ac-
tivities can be quite tedious, time-consuming, and mentally
challenging (Cao et al. 2015; Fan and Gordon 2014). To
deal with this problem, social media search systems can be
of great help. They are a new type of systems that can
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automatically collect huge amounts of user-generated con-
tent across heterogeneous social media sites and present
them in an organized and consistent way to users via effec-
tive and efficient search support (Dang et al. 2014).

The entire process of conducting social media analytics can
be categorized into three steps: capture, understand, and pres-
ent (Fan and Gordon 2014), with each of the latter ones being
built upon the success of the former one(s). The capture step
serves as the foundation of and is a critical stage in influencing
the success of social media analytics. It is reported that the
most important mission in the capture step is to collect data
from various social media sources and preprocess such type of
data in an effective and efficient manner (Fan and Gordon
2014). However, the vast majority of existing research on
social media analytics focuses on the two later steps; relatively
little research effort has been put to develop or assess social
media systems and techniques, such as social media search
systems, that focus on the first step. Along this line, the current
study aims to contribute to the literature by focusing on the
capture step of social media analytics.

Specifically, to the best of our knowledge, no existing re-
search has been done to examine user acceptance on social
media search systems. To address the gap, in this study we
investigate factors that can influence social media search sys-
tem adoption. Considering the cognitive burden imposed on
users when searching information across the huge amount of
unstructured, multilingual social media data, as well as the
importance of providing system functions that can better help
reduce such burden via the use of the system, we look into
theories of Mental Workload (MWL) (Hart and Staveland
1988; Sweller 1988) and Task-Technology Fit (TTF)
(Goodhue and Thompson 1995), and assess their relationships
to user acceptance. In addition, no previous research has been
seen to integrate MWL, TTF and user acceptance constructs
into one nomological network.

MWL is the perceived cost incurred by an individual
while achieving a particular level of performance on a task
with specific demands (Hart and Staveland 1988; Sweller
1988). It is an important theoretical concept that is central to
many disciplines, including cognitive psychology, educa-
tional psychology, and cognitive ergonomics (Cegarra and
Chevalier 2008). However, it has attracted much less atten-
tion by researchers in the Information Systems (IS) area.
Derived from a broader concept of Cognitive Fit (CF)
(Vessey 1991), TTF states that Information Technology
(IT) is more likely to have a positive impact on an individ-
ual’s task performance if the functionality of the IT matches
the requirements of the tasks that the user needs to perform
(Goodhue and Thompson 1995).

In this study, we investigate the impacts of MWL and TTF
on user acceptance of social media search systems.
Specifically, a research model is developed by integrating
MWL, TTF, and the unified theory of acceptance and use of

technology (UTAUT) (Venkatesh et al. 2003) into one nomo-
logical network which has not been done in prior research. To
empirically test the model, a lab experiment is conducted on a
security-related social media search system. The results indi-
cate that both MWL and TTF can significantly influence the
UTAUT constructs. We also operationalize the multi-
dimensional latent construct of MWL by developing a set of
survey-based measurement items for its different dimensions,
which has not been seen in prior IS literature.

The remainder of this paper is organized as follows. In
Section 2 we discuss the background and supporting theories,
followed by the proposed research model and hypothesis de-
velopment in Section 3. After that, Section 4 provides details
on the research method, and then data analyses and results are
reported in Section 5. The paper concludes with a discussion
of the research contributions and implications, and future re-
search directions in Section 6.

2 Background and theoretical foundations

2.1 Web 2.0 and social media data

Web 2.0 enables two-way communications between Internet
users and online communities (O’Reilly 2005). It provides a
channel for the general public to actively participate in and
contribute their own content to various types of social media
sites. As a result, a huge amount of (Bvolume^) opinion- and
information-rich (Bvalue^) user-generated content has been
created across different social media sites with different struc-
tures and formats (Bvariety^) at very fast rates (Bvelocity^)
over years, leading to the big data era (Chen et al. 2012; Lau
et al. 2016). Nowadays, more and more companies and re-
searchers are interested in searching across and making sense
of user-generated content over the Internet (Lau et al. 2016),
since it contains valuable information that can help shape a
company’ decision making (Rubicon Consulting Inc. 2009) as
well as influence the development of a social or political event
(Vargas 2012).

However, collecting, storing, organizing and analyzing
user-generated content are not easy tasks because of certain
challenges associated with this new type of data. By analyzing
the integration of social media data related to business,
Terman (2011) identified that the large volume and lack of
structure are two critical challenges. In 2011, it was reported
that there were 1.2 zettabytes of data in the Internet, and 95%
of them were unstructured with 70% being user-generated
content (Roberts 2011). More recently, it has been reported
that 90% of the data over the Internet have been created in the
past 2 years alone, and as to 2017, the daily generation rate of
Internet data was about 2.5 quintillion bytes (one quintillion is
1018) (IFL Science 2017). In addition, the majority of these
vast amount of data were generated by general Internet users
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on various social media sites, and there were 2.79 billion ac-
tive social media users in the world as to 2017 (Stevens 2017).
Further, the Internet contains content in more than 1000 lan-
guages (Crystal 2001). According to the latest report from
Internet World Statistics, more than 70% of Internet users
are non-English speaking (http://www.internetworldstats.
com/stats7.htm), meaning that a large portion of user-
generated content is created in languages other than English.
Therefore, searching across and understanding such multilin-
gual content becomes another challenge.

Furthermore, people search in different ways. General
search engines, such as Google.com and Bing.com, are good
at searching across structured data sources over the Web (such
as finding a particular online publication or news article), but
they typically are not good at searching for topic- or domain-
specific information frommultilingual, user-generated content
across social media data sources (Cao et al. 2015; Fan and
Gordon 2014). Even for searching across structured data
sources, previous studied have developed domain-specific
systems that can better support information search compared
with using a general search engine. For example, Zhou et al.
(2006) developed a search system (i.e., CMedPort) for the
medial domain which could provide effective information
search across medical-related Web pages in both simplified
and traditional Chinese. Qin et al. (2006) developed a similar
system (called ECBizPort) but focused on the business
domain and the system provided information search across
Web pages in both English and Chinese. Dang et al. (2012)
developed a system that enabled information search across
patents and grant documents for the nanotechnology
domain. In a more recent study, Zhuhadar (2015) created a
search system that could allow users to effectively and effi-
ciently find documents across data sources about college class
lectures in both English and Spanish.

When searching across social media data, some social me-
dia sites themselves (e.g.,Web forums) may provide their own
search support, but it is typically restricted to search a partic-
ular data source – the data collection a site maintains. In gen-
eral, searching for information across multiple heterogeneous
social media sites is difficult and there is not enough support to
do this from existing commercial search engines. Thus, a
search system developed particularly for social media data is
in a great need. Along this line, in our recent research, we have
proposed a framework for designing and developing social
media search systems (Dang et al. 2014). To address the
abovementioned challenges associated with user-generated
content, the system framework focuses on providing three
major functions: data integration, information search, and
multilingual translation, each targeting at addressing one chal-
lenge. To enable these functions, advanced techniques and
tools have been developed and adopted (Dang et al. 2014).
Such social media search system can collect, store, organize,
and provide search support across the large volume of

heterogeneous, multilingual user-generated content in an ef-
fective and efficient manner, and serves as a fundamental in-
frastructure of an integrated data access point.

A brief summary of the three major system functions is as
follows.

& To implement the Data Integration function, spidering
programs were developed to collect user-generated con-
tent across social media sites over the Web. To make the
data collection process more efficient, both complete
spidering and incremental spidering techniques were uti-
lized. When a social media site was added as a new data
source to the system, complete spidering was conducted in
order to obtain all postings from that site. This process was
typically very time-consuming because of the huge data
volume. After that, incremental spidering was performed
on a regular basis (e.g., every week) to collect only new
postings after the last update of a social media site. In this
way, the data collection process was more computational-
ly efficient. Once data were collected, parsing programs
were created to extract detailed data fields (e.g., posting
title, posting body, writer’s name, and posting date), and
then stored them in a relational database. A unified data-
base design was adopted across data sources for a consis-
tent organization of data.

& The Information Search function enables searches either
within a particular data source or across all data sources
included in the system. Particularly, the across-all search
function can be very helpful when the user wants to get
more comprehensive information across different data
sources. To do that, the user only needs to conduct a search
task once, and all related postings from different data
sources will be returned simultaneously.When conducting
searches, the user can specify keyword(s) in various data
fields such as posting title, posting body, writer’s name,
and/or posting date. Logical operations (BAND^ or BOR^)
can be used in conjunction with keywords to obtain related
postings. A unified search interface design is used for
searching for information in a given data source as well
as across all data sources. By doing this, once the user has
learned how to use the search interface to find information
in one data source, he or she can easily adapt it to search
for information in other data sources in the same way.

& The Multilingual Translation function provides real-time
processing of user-generated content written in different
languages. It is used to better support users’ information
search and understanding. When conducting searches in a
non-English data source, the system allows the user to
express the search terms in either the original language
or in English. If the search terms are specified in
English, theMultilingual Translation function will convert
them to the equivalent terms in the original language and
then trigger the Information Search function. This process
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is automatically conducted without user awareness. For
example, when conducting searches in an Arabic data
source, the user does not need to enter the search term(s)
in Arabic. Instead, he or she needs to simply enter the
English term(s) in the search field. A two-column display
format is designed to show the multilingual search results,
with one column containing postings in the original lan-
guage and the other showing their English translations.

After an extensive search across existing literature, a
similar and more recent attempt of developing such type
of systems has been found, which is conducted by Baur
(2016). In that study, Baur and his team have proposed a
framework (called MarketMiner) that can automatically
collect, store, integrate and present user-generated content
in languages other than English. Following the framework,
a system has been created for the automotive industry with
data sources of Chinese automotive Web forums. The sys-
tem contains a collection of around 2 million customer post-
ings from 16 major Chinese automotive Web forums. A
translation function is provided to translate those forum
messages from Chinese to English.

Once a new type of systems is developed, it is important to
investigate the adoption and acceptance from the user’s point
of view. Also considering the cognitive impacts and burden
that the large volume, lack of structure, and multilingual na-
ture of user-generated content could make to the user, it is of
great importance and need to examine user acceptance and
their perceptions toward the social media search system. In
addition, providing effective system functionality that can bet-
ter deal with such data sources is essential as well. Therefore,
we decide to utilize theories of MWL (Hart and Staveland
1988; Sweller 1988) and TTF (Goodhue and Thompson
1995) as our theoretical lenses, and investigate their impacts
on user acceptance. The user acceptance constructs that we
utilize are from UTAUT (Venkatesh et al. 2003), one of the
most well-known system adoption theories. We discuss the
three supporting theories of this study in the following sub-
sections.

2.2 Mental workload

The concept of mental workload (or sometimes referred to as
cognitive load) is central to many disciplines, including cog-
nitive psychology, educational psychology, and cognitive er-
gonomics (Cegarra and Chevalier 2008). Mental workload
(MWL) is defined as the cost incurred by an individual while
achieving a particular level of performance on a task with
specific demands (Hart and Staveland 1988; Sweller 1988).

An individual has two types of memory: working memory
and long-term memory. Humans are only conscious of the
information currently being held and processed in the working
memory and are oblivious to the information stored in the

long-term memory (Sweller 1988; Sweller et al. 1998).
When handling new information, working memory is limited
in both capacity and duration. It can hold only seven (plus or
minus two) chunks of information at a time (Miller 1956).
Unlike working memory, the capacity of long-term memory
is theoretically infinite (Van-Merriënboer and Ayres 2005).
Information held in long-termmemory is organized and stored
in the form of knowledge structures known as schemas
(Sweller 1988).

Schemas are stored in the long-term memory, while their
construction occurs in the working memory (Sweller 1988).
Although working memory can hold only a limited number of
items at a time, the size and complexity of those items are
unlimited (Sweller et al. 1998). A complex schema containing
a large number of interrelated pieces of information can be
held in working memory as a single item (Artino 2008).
Therefore, to support effective learning of newmaterials (such
as adopting a new information system), the primary impor-
tance is to help users easily construct schemas by reducing the
cognitive burden imposed on working memory and increasing
the ease of information processing in working memory
(Artino 2008; Schmutz et al. 2009). When studying Web-
based search systems, Gwizdka (2010) found that the user’s
cognitive load was significantly higher during the stages of
query formation and his or her description of a relevant doc-
ument, and lower in examining search results and viewing
individual documents. In addition, it was also found that by
providing semantic information shown next to the search re-
sults the user’s mental demands during query formation could
be significantly decreased.

How to systematically measure MWL remains an im-
portant issue. Little effort has been put in developing sys-
tematic measurement items for this multidimensional con-
struct in previous IS literature. MWL has been examined
mostly in psychology and ergonomics literature but has
generally attracted much less attention in IS research.
One of the most popular measures of MWL that has the
highest user acceptability is the NASA Task Load Index
(NASA-TLX) (Cain 2007; Gwizdka 2010). However,
NASA-TLX shows only a general description of each di-
mension of MWL instead of providing detailed measure-
ment items for those dimensions.

As shown in Table 1, NASA-TLX is a multidimension-
al rating scale containing six bipolar dimensions, includ-
ing mental demand, physical demand, temporal demand,
performance, effort, and frustration level (Hart and
Staveland 1988). When using it, an overall MWL score
is calculated based on a weighted average of ratings on
these six bipolar dimensions (Hart and Staveland 1988).
The inclusion of these six dimensions was based on ex-
tensive research and psychometric analyses conducted by
Hart and her colleagues in a variety of contexts (Hart
1986; Hart and Staveland 1988; Lysaght et al. 1989).

700 Inf Syst Front (2020) 22:697–718



As a well-established rating scale, NASA-TLX is believed
to be a robust technique for measuring MWL; the generic
items make it possible to be applied to different domains
(Battiste and Bortolussi 1988; Hart and Staveland 1988; Hill
et al. 1992; Rubio et al. 2004; Stanton et al. 2005). It has been
used in a variety of applications and settings such as aviation
(Averty et al. 2004; Hart and Staveland 1988), nuclear power
plants (Jou et al. 2009; Park and Jung 2006), ground transpor-
tation (Hakan and Nilsson 1995; Takao et al. 2002), healthcare
and clinical systems (Bertram et al. 1992; Saleem et al. 2007;
Wachter et al. 2006), mobile communication systems
(Christiansson and Svidt 2006; Kamvar and Baluja 2008),
disaster monitoring systems (Bayrak 2007), and robot control
(Parikh et al. 2007). It also has been translated intomore than a
dozen languages (Hart 2006). Different versions of the mea-
surement descriptions have been produced, including verbal,
written, and computer-based versions (Noyes and Bruneau
2007; Noyes and Garland 2008).

In the IS area, a few studies have utilized MWL to assess
alternative designs of information systems. For example,
Saleem et al. (2007) compared four possible designs of com-
puterized clinical information systems based on MWL,
efficiency, and usability. Kamvar and Baluja (2008) compared
two search interfaces of mobile phones, with and without
query suggestions, and found that the interface with query
suggestions had less MWL and higher enjoyment for users.
Schmutz et al. (2009) compared users’ MWL of using the
websites of four e-Commerce systems and found a
significant negative correlation between MWL and user
satisfaction. In a more recent study, Torre et al. (2016) used
an adapted version of NASA-TLX to assess the workload
perception in drone flight simulator training, and found that
across different dimensions of MWL, the mental demand had
the highest ratings. It was also found that participants who
gave higher ratings on mental demand had greater difficulty
in finishing training tasks. In another recent study, Robinson
and Brewer (2016) compared MWL between the use of

traditional (wooden) form and using a touch screen tablet to
complete both the Tower of Hanoi and Corsi Block tasks
among players. They used the six dimensions of NASA-
TLX to measure MWL and found a statistically significant
difference on the physical demand dimension, showing that
it was higher for the traditional version of each task compared
with the use of the tablet.

However, most of these studies either used an aggregated
value calculated based on NASA-TLX to measure MWL of
alternative system designs or came upwith six scores based on
the six different dimensions of NASA-TLX, each for one di-
mension. None of them has developed or utilized a set of
systematic measurement items for each dimension of
NASA-TLX. Furthermore, none of them has examined
MWL as a theoretical construct in a nomological network to
investigate its impact on users’ system acceptance.

2.3 Task-technology fit

There are two important Bfit^ theories in the IS literature: task-
technology fit (TTF) (Goodhue and Thompson 1995) and
cognitive fit (CF) (Vessey 1991). TTF was derived from CF
with the focus of the fit between tasks and the information
technology that is designed to support users in the perfor-
mance of tasks (Goodhue and Thompson 1995).

Developed by Vessey (1991), CF suggests that the match
between the task and the information presentation format can
lead to the increase in an individual’s task performance. When
the information presentation format fits the task, a consistent
problem-solving process will be formed, resulting in the cre-
ation of a consistent mental representation (Vessey 1991). CF
provides an explanation for performance differences among
users across different presentation formats such as tables,
graphs, and schematic faces (Umanath and Vessey 1994;
Vessey 1991; Vessey and Galletta 1991).

Focusing on information technology (IT), TTF states that
IT is more likely to have a positive impact on an individual’s

Table 1 NASA-TLX rating scale descriptions (Hart and Staveland 1988)

Dimension Endpoints Description

Mental Demand Low/High How much mental and perceptual activity was required
(e.g., thinking, deciding, calculating, remembering, looking, searching, etc.)?
Was the task easy or demanding, simple or complex, exacting or forgiving?

Physical Demand Low/High How much physical activity was required (e.g., pushing, pulling, turning, controlling, activating, etc.)?
Was the task easy or demanding, slow or brisk, slack or strenuous, restful or laborious?

Temporal Demand Low/High How much time pressure did you feel due to the rate or pace at which the tasks or task elements occurred?
Was the pace slow and leisurely or rapid and frantic?

Performance Good/Poor How successful do you think you were in accomplishing the goals of the task set by the experimenter
(or yourself)? How satisfied were you with your performance in accomplishing these goals?

Effort Low/High How hard did you have to work (mentally and physically) to accomplish your level of performance?

Frustration Level Low/High How insecure, discouraged, irritated, stressed, and annoyed or secure, gratified, content, relaxed,
and complacent did you feel during the task?
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task performance if the functionality of the IT matches the
requirements of the tasks that the user needs to perform
(Goodhue and Thompson 1995). In TTF, tasks refer to any
actions carried out by individuals in turning inputs into out-
puts. Technology is viewed as tools used by individuals in
carrying out their tasks. In the context of IS research, technol-
ogy refers to computer systems (e.g., hardware and software)
and user support services (e.g., training and help lines) used to
assist users in performing their tasks (Goodhue and Thompson
1995). Lim and Benbasat (2000) extended TTF to a task-
representation fit model to examine the relationship between
the richness of representation and the analyzability of tasks.

As a popular theory, TTF has been applied to the contexts
of both general Web-based services and systems (D’Ambra
and Rice 2001) and a diverse range of specific information
systems, including group support systems (Dennis et al. 2001;
Maruping and Agarwal 2004), communication tools (Goette
2000), e-commerce systems (Gebauer and Shaw 2004;
Klopping and McKinney 2004), spatial decision support sys-
tems (Jarupathirun and Zahedi 2007; Erskine et al. 2018),
travel systems (D’Ambra andWilson 2004), and green supply
chain management and green information systems (Yang et al.
2018). For example, Dow et al. (2013) developed a frame-
work for organizational memory information systems, a type
of systems that organizations could use to store past and cur-
rent business processes with a flexible set of data attributes
and architecture to facilitate the sharing of knowledge, and
assessed its performance from the TTF perspective. They
found TTF to be an important factor in influencing system
efficiency and effectiveness. In addition, D’Ambra et al.
(2013) developed a research model based on TTF to examine
the adoption of e-books, and found that the task, technology,
and an individual’s attributes had significantly positive
impacts on TTF, which in turn significantly influenced
individual performance and the use of e-books. In a
more recent study, Yang et al. (2018) examined the fit
between green supply chain management and green in-
formation systems, and conceptualized the operational
fit between these two innovations.

Previous research also has leveraged TTF to study social
media sites. For example, Lu and Yang (2014) developed a
research model as an extension of TTF to examine users’
behavioral intention to use social networking sites. In addition
to the two dimensions of task and technology, they added a
third dimension of social characteristics into the model and
found that both the fit between task and technology and the fit
between social characteristics and technology could signifi-
cantly influence users’ intention to use social networking sites.
In a very recent study,Wu and Chen (2017) applied TTF to the
education area to examine learners’ continuance intention to
use Massive Open Online Courses (MOOCs) which provide
online supportive learning platforms and communities to stu-
dents with the emphasis on openness and self-organization.

They found that TTF could significantly influence the per-
ceived usefulness and ease of use of this new online-based,
social learning environment.

2.4 The unified theory of acceptance and use
of technology (UTAUT)

When studying information systems adoption and acceptance,
one of the most widely used and recognized theories is the
unified theory of acceptance and use of technology (UTAUT)
which aims to explain users’ intentions to use an information
system and subsequent usage behavior (Venkatesh et al.
2003). The theory was developed through a review and con-
solidation of the constructs from eight models that earlier re-
search had employed to explain information system usage
behavior. The theory holds that four key constructs, perfor-
mance expectancy (PE), effort expectancy (EE), facilitating
conditions (FC), and social influence (SI), are direct determi-
nants of usage intention and behavior.

UTAUT (Venkatesh et al. 2003) has been applied to study
information systems adoption in different contexts. For ex-
ample, Nysveen and Pedersen (2016) applied and extended
it to study the adoption of RFID-enabled services.
Significant influences were found from PE, EE and technol-
ogy anxiety on attitude to use RFID-enabled services, while
FC and attitude to use both had significant influences on
intention to use the services. Seethamraju et al. (2018) uti-
lized UTAUTas the theoretical foundation to investigate the
factors influencing the acceptance and use of a mobile-
based IT solution for tuberculosis treatment monitoring.
They found that all four indicators, EE, FC, PE, and SI,
significantly and positively influenced healthcare profes-
sionals’ behavioral intention to use the proposed mobile-
based IT solution. Niehaves and Plattfaut (2014) applied
UTAUT to investigate the adoption of Internet technology
by elderly people. They found that the three independent
variables of PE, EE, and SI together could explain more
than 70% of the variance of BI. Shibl et al. (2013) used
UTAUT to examine the acceptance of clinical decision sup-
port systems among general practitioners, and found that
PE, EE, FC, and trust in the knowledge base could
significantly influence user acceptance and use. Brown
et al. (2010) examined UTAUT in the context of collabora-
tion technology use. Their results showed that collaboration
technology characteristics, individual and group character-
istics, task characteristics, and situational characteristics
were important antecedents of UTAUT constructs. As an
extension to UTAUT, UTAUT 2 (Venkatesh et al. 2012)
was developed to incorporate additional, consumer goods
related factors, including hedonic motivation, price value,
and habit. It states that these factors can influence the adop-
tion of new technologies that are directly purchased by their
users and viewed (in whole or part) as consumer goods.
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Some existing studies also have made efforts to synthe-
size TTF with either UTAUT or Technology Acceptance
Model (TAM) (Davis 1989) (one of the theories based on
which UTAUTwas derived from) by investigating the rela-
tionships between TTF and some of the UTAUT or TAM
constructs. For example, Zhou et al. (2010) integrated TTF
and UTAUT to study mobile banking user adoption, and
found that TTF could significantly influence performance
expectancy, one of the UTAUTconstructs. In another study,
Yen et al. (2010) integrated TTF and TAM to examine users’
intention to adopt wireless technology (such as cellular
phones, laptops, and personal digital assistants) in organi-
zations. In their model, they proposed the causal links from
TTF to perceived ease of use and usefulness (two TAM
constructs). However, the relationships were not found to
be statistically significant. In a more recent study with a
similar attempt to incorporate TTF and TAM but in the con-
text of online learning (Wu and Chen 2017), significant
relationships were found between TTF and perceived use-
fulness as well as between TTF and perceived ease of use.

Based on the above discussions, we find it is appro-
priate to leverage MWL, TTF, and UTAUT as our the-
oretical foundations. To further extend existing theories
and assess the adoption of the new type of social media
search systems, we aim to make contributions to
existing research in three folds: (1) integrate the three
theoretical perspectives and particularly propose MWL
and TTF as two antecedents of the UTAUT constructs,
(2) utilize the proposed research model to assess user
acceptance of social media search systems, and (3)
operationalize the multidimensional latent construct of
MWL by creating a set of measurement items for each
of its dimensions based on NASA-TLX. In the next
section, we present our research model with hypothesis
development.

3 Research model and hypotheses

As mentioned earlier, we utilize the theories of MWL, TTF,
and UTAUT as the theoretical foundations of this study.
Focusing on an individual’s cognitive ability, MWL can
help assess the cognitive burden imposed on the user when
performing tasks, and examine whether the functions pro-
vided in the system could help reduce such burden. TTF
provides a lens to investigate the extent to which the system
functions match the tasks that the user would perform when
using the system. UTAUT can serve as the theoretical basis
for understating user acceptance toward the system.
Figure 1 shows our proposed research model.

MWL refers to the cognitive burden imposed on an
individual’s working memory when using a system to
perform a particular task (Hart and Staveland 1988;

Sweller 1988).1 It is a multidimensional construct aiming
to examine different aspects of burden added to the user’s
cognitive system during the process of performing tasks
(Hart and Staveland 1988). According to UTAUT, perfor-
mance expectancy (PE) is defined as the extent to which
the user believes the system can help improve his or her
task performance (Venkatesh et al. 2003).

When using a system to perform the task, a knowledge
formation process (i.e., schema construction) occurs in the
user’s working memory (Sweller 1988). High MWL indicates
the lack of smoothness in the formation of schemas that will
serve as the knowledge basis for completing future tasks using
the same system (Hart and Staveland 1988; Sweller 1988).
This will lead to the reduction of effectiveness in schema
construction, and thus negatively influence the user’s percep-
tions toward the completion of the task. In other words, the
negative feeling about the burden perceived by the user asso-
ciated with using a system to work on the task could lead him/
her to believe that the level of help of the system in improving
his/her task performance is low. Thus, it can be expected that
MWL will negatively impact PE.

Although no previous research has been found to specifi-
cally examine the causal relationship between MWL and PE,
in a recent study on human space flights, Cohen et al. (2016)
argued that perceived cognitive load should be expected to be
a predictor for perceived task performance. As to social media
search systems, they are developed to enable effective and
efficient collection, organization, and presentation of the vast
amount of unstructured, multilingual, user-generated content
across various social media data sources via search support.
With the help of these systems, the mental burden as perceived
by the user when searching information across user-generated
content is expected to be significantly reduced, which could
naturally lead to a feeling of increased performance of tasks.
Thus, we hypothesize:

H1: MWL will negatively influence PE in social media
search systems.

According to UTAUT, effort expectancy (EE) refers to the
degree of ease associated with using the system (Venkatesh
et al. 2003). As discussed in Section 2, high MWL indicates
the lack of smoothness in the formation of schemas in the
working memory. In other words, it means that the schema
construction process associated with using a system to com-
plete the task is complex and difficult (Artino 2008; Schmutz
et al. 2009). Such complexity and difficulty can result in the

1 There are generally two ways to measure MWL, including objective and
subjective measures. In this study (please see details in Section 4.3), we used
the subjective measure by creating measurement items based on NASA-TLX
and asking users to provide self-assessment on those items. Therefore, the
MWL concept used in this study is about the perception, which is consistent
with all other constructs in the proposed research model.
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user’s feeling of a decreased degree of ease associated with the
system use. On the contrary, lowMWL indicates that schemas
are formed in an effective and efficient manner. Thus, an in-
creased feeling of ease is expected toward the system use.
Since the goal of the social media search system is to provide
better support for users’ information search across large
amount of unstructured, multilingual social media data, it is
expected that the formation of schemas when using the system
to conduct searches could be much more effective compared
with not having such a system, thus leading to the feeling of an
increased level of ease. Therefore, we hypothesize:

H2: MWL will negatively influence EE in social media
search systems.

According to UTAUT, facilitating conditions (FC) is de-
fined as an individual’s belief on the existence of organiza-
tional and technical support of using an information system
(Venkatesh et al. 2003; Venkatesh and Bala 2008). When the
user perceives high MWL associated with using a system to
perform the task, it will generally make the user feel less
comfortable in using the system and doubt the capability of
the system functionality (Saleem et al. 2007; Schmutz et al.
2009). Such negative impression will probably lead to the
user’s belief that there is no sufficient or effective external
support to assist his or her use of the system. Thus, it can be
expected that if the user perceives high MWL of using a sys-
tem, he or she will be more likely to believe the facilitating
conditions provided to use the system is not enough.

For the social media search system, advanced techniques
need to be developed and incorporated into it in order to
make the collection, storage, organization, and presentation
of the vast amount of unstructured and multilingual user-
generated content across social media sites in an effective
and efficient manner. Thus, sufficient and advanced techni-
cal support is expected. When using the system to conduct
information searches, if the user experiences a low level of
MWL, it could lead to his or her belief that the technical

support provided by the system is sufficient and satisfacto-
ry. Otherwise, highMWL is likely to indicate that users may
feel the technical support of the system is not good enough.
Therefore, we hypothesize:

H3: MWL will negatively influence FC in social media
search systems.

TTF is defined as the level of fit between the tasks that the
user needs to perform and the technology that he/she uses to
carry out the tasks (Goodhue and Thompson 1995).
According to the theory, a match between the technology
(e.g., an information system) and the task requirements can
lead to the use of similar, and therefore consistent and im-
proved problem-solving processes (Goodhue and Thompson
1995). Thus, when information systems are designed to fit the
task, the outcome of system use should contribute positively
to the overall productivity (Goodhue and Thompson 1995).
As argued in previous literature, when there is a fit between
information presentation and the task, users believe they can
perform tasks better and that is true (Fuller and Dennis 2009;
Speier and Morris 2003). Since PE represents the degree to
which an information system is perceived to enhance one’s
task performance (Venkatesh et al. 2003), it can be expected
that a fit between the information system and task can result in
the increase in PE.

Previous research also found that TTF could significantly
influence PE in the adoption of different types of systems. For
example, Zhou et al. (2010) found that TTF had a significant
impact on PE in the adoption of online banking services. In
another study, Wu and Chen (2017) found TTF to be a signif-
icant indicator of the user’s perceived usefulness (a concept
from TAM that is theoretically similar to PE) in the adoption
of the massive online learning environment. In our study, we
also expect such relationship to exist and be significant in the
adoption of social media search systems. Since the system is
designed to address challenges associated with user-generated
content (as described in Section 2.1) via better search support,
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system functions are created specifically to deal with these
challenges. Thus, a perceived fit between system functions
and the information searching tasks can be expected, which
can then lead to a belief of high level of and better perfor-
mance on the tasks. Therefore, we hypothesize:

H4: TTF will positively influence PE in social media
search systems.

The fit between an information system being used and the
tasks to be performed will result in a belief of increased con-
sistency and familiarity (Goodhue and Thompson 1995). Such
consistency perceived in an individual’s cognitive system
could help increase his or her perception of the level of ease
associated with completing similar types of tasks by using the
system (Goodhue and Thompson 1995). Therefore, a better fit
could result in the feeling of an increased degree of ease as-
sociated with using the system which is the concept of effort
expectancy (EE) (Venkatesh et al. 2003). On the contrary,
when a mismatch occurs between the system and the task,
similar cognitive processes cannot be used to act on the rep-
resentations of task characteristics or technology characteris-
tics (Goodhue and Thompson 1995). As a result, the lack of
consistency in the user’s problem-solving process will reduce
his or her feeling of ease associated with using the system.

In previous studies, Wilson and Addo (1994) found that
when there was a fit users could complete tasks more effi-
ciently with less effort, and Mathieson and Keil (1998)
found that a poor fit could lead to a feeling of difficult to
use. When studying user adoption of the massive online
learning environment, Wu and Chen (2017) found that
TTF had a significant impact on perceived ease of use (a
concept from TAM that is theoretically similar to EE).
Similarly, we expect the same relationship exists in the con-
text of the social media search system. If the user perceives
the system functions fit their information searching needs,
he or she is more likely to experience a high degree of ease
associated with using the system. Otherwise, the user will
find the system difficult to use. Thus, we hypothesize:

H5: TTF will positively influence EE in social media
search systems.

A fit between an information system and the task generally
indicates that there is an effective interaction between the two
components - system and task (Mathieson and Keil 1998).
Once such effective interaction is perceived by the user, it
could be expected that he or she would perceive a high degree
of capability of the system to perform certain type of tasks
(Fuller and Dennis 2009; Goodhue and Thompson 1995).
Such positive feeling on system capability is acquired toward
both effectiveness (quality) and efficiency (speed) associated
with using the system to complete tasks (Fuller and Dennis

2009). While both dimensions (effectiveness and efficiency)
are important, there is often a trade-off between them (Fuller
and Dennis 2009). Therefore, in order for a system to provide
both high effectiveness and efficiency in task performance, a
strong and advanced technical infrastructure and other related
support (i.e., facilitating conditions, FC) are needed. If the user
perceives a high degree of fit between the system and the task,
he or she could possibly gain a positive feeling toward the
system capability in task performance, which in turn leads to
a positive belief of FC associated with system use. In the
context of this study, if the user perceives a good fit between
the functions of the social media search system and the infor-
mation search task, it is reasonable to expect that he or she will
perceive a high level of FC. Thus, we hypothesize:

H6: TTF will positively influence FC in social media
search systems.

The dependent variable examined in this study is behavior-
al intention (BI), which refers to an individual’s intention to
use technology, and it has been widely accepted as an impor-
tant dependent variable when studying how and why individ-
uals adopt new information technologies (Davis et al. 1989;
Venkatesh et al. 2003). According to UTAUT, social influence
(SI) is defined as the degree to which an individual perceives
that important others believe he/she should use the system
(Venkatesh et al. 2003).

As pointed out by UTAUT (Venkatesh et al. 2003), PE, EE,
and SI are three major direct determinants of BI. In this study,
we assume these relationships still hold in the context of the
social media search system. Specifically, when the user per-
ceives that the system can better help him or her search across
the vast amount of unstructured, multilingual user-generated
content, he or she will be more likely to use it. In addition,
such a system is expected to reduce the user’s effort to conduct
searches across data from heterogamous social media sources,
which will possibly lead to a stronger intention to use it.
Furthermore, users’ perceptions about a system are generally
believed to be influenced by others as well. An increased level
of positive belief among others about the system could lead to
one’s own greater intention to use it. Thus, we hypothesize:

H7a: PE will positively influence BI in social media
search systems.
H7b: EE will positively influence BI in social media
search systems.
H7d: SI will positively influence BI in social media
search systems.

As to the impact of FC on BI, although the original UTAUT
paper (Venkatesh et al. 2003) proposes that the relationship
from FC to BI is nonsignificant (i.e., H4a), in their updated
model (i.e., UTAUT 2), Venkatesh et al. (2012) adds the casual
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relationship back and states that FC can significantly influence
BI. In addition, previous research has validated the casual rela-
tionship from FC to BI in varous contexts, such as e-commerce
(Martín and Herrero 2012), education (Teo 2011), and
healthcare (Boontarig et al. 2012). For example, Teo (2011)
conducted an empirical study with about 600 teachers from
31 different schools, and found that FC could significantly
and positively influence teachers’ intention to use technology.
In another study, Boontarig et al. (2012) found FC to be a
significant factor in influencing elder people’s intention to use
e-healthcare services via the smartphone. Furthermore, as ar-
gued in previous literature (Martín and Herrero 2012;
Venkatesh et al. 2012), based on the definition of FC (which
is an individual’s belief on the existence of organizational and
technical support of using an information system), this con-
struct actually reflects the perceptions of the individual and
not reality, thus affecting the cognitive processes that generate
the intention and not necessarily the behavior. Therefore, it is
reasonable to believe the existance of the casual relationship
from FC to BI (Martín and Herrero 2012; Venkatesh et al.
2012). In our case, we also expect such relationship exist in
the context of the social media search system. Since the system
needs to have the ability to effectively and efficiently collect,
store, organize, and present the overwhelming amount of data
that lack a common structure and are generated in different
languages, the belief toward technical resources and other types
of related support are expected to have a strong impact on users’
system usage intention. Thus, we hypothesize:

H7c: FC will positively influence BI in social media
search systems.

In the proposed research model, we do not hypothesize the
causal relationship from either MWL or TTF to SI. This is
because SI aims to measure how others’ perceptions toward
a system can influence an individual’s use of it. However, both
TTF and MWL focus on an individual’s own perceptions of
the system. Thus, it is inappropriate to link either MWL or
TTF to SI.

4 Research method

4.1 Study site

Our study site is a social media search system developed for
the security domain. The technical details and the results of
benchmark comparisons for system performance can be found
in (Dang et al. 2014). Specifically, that study described the
design and implementation details of the system framework
following the three-layer architecture, and evaluated the
system performance by comparing it with the search
functions provided by benchmark forums augmented with

Google Translate in the dimensions of accuracy, time
efficiency, system quality, perceived usefulness, ease of use,
user satisfaction, and intention to use. It was found that the
system outperformed the benchmark in all dimensions,
indicating the high level of quality and support that the
system could provide for searching information across
unstructured, multilingual social media data. This current
study differs a lot from Dang et al. (2014) in that here we
investigate user adoption of the system by developing a re-
search model that incorporates three theoretical perspectives
of MWL, TTF, and UTAUT.

4.2 Lab experiment

The research method used in this study is the lab experiment.
Our subjects were undergraduate students enrolled in a junior/
senior-level introductory information systems class at a major
public university located in the southwest United States. The
instructors assisted the recruiting by providing extra course
credit as an incentive for students’ voluntary participation.
We choose to use lab experiment as the research method be-
cause it fits the nature of the study – the participants could get
the chance to first experience the system by using it to com-
plete some related tasks, and then provide their perceptions
based on the usage experience. Since social media search sys-
tems are a relatively new type of systems with little commer-
cialized effort yet, and the system we developed and used in
the study was new to all participants, it was a need to give
them the chance to get familiar with the system and use it to
perform some tasks before asking them to fill out the ques-
tionnaire. This is why we need to give participants the chance
to get familiar with the system and use it to perform some
tasks before asking them to fill out the questionnaire.

The process of the lab experiment included several steps.
We first informed the participants that they were participat-
ing in a research study, and their job was to use a new type of
system – a social media search system – to complete several
information search tasks. Then, we gave them a brief intro-
duction of the system to show them where to find different
functions to use. After that, each participant got a package.
The first part of the package included the tasks they needed
to perform and places for them to provide their answers, and
the second part of the package listed the questionnaire
items, shown in 7-Likert scale, for them to provide their
ratings based on their usage experience. To reduce any po-
tential biases, we did not inform the participants the specific
objective of the study. But we did let them know that this
was a research study, with the general purpose of evaluating
a new type of systems. For each participant, the entire lab
experiment took about an hour. Because of the capacity
limitation of the computer lab, we run multiple sections of
the lab experiment, and the participants had the flexibility to
choose the time slot they preferred.
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Since the system includes data collections in different lan-
guages, and has two types of search functions (i.e., search
information in one specific data collection and across all data
sources), we would like the participants to explore and get the
experience with all these features. Therefore, by consulting
several security researchers and educators, seven search tasks
were developed based on three scenarios (searching informa-
tion in an English data collection, in a non-English data col-
lection, and across all data sources). Each participant needed
to complete all seven tasks and then fill out the questionnaire.

In total, 190 subjects (77 females and 113 males) partici-
pated in the study with an average age of 21.8, 12.6 years of
using computers, 10.2 years of using the Internet, and 9.3 years
of using Web-based search systems. In the experiment, the
non-English tasks were mainly based on Arabic. Only 3 out
of the 190 participants could read or write Arabic in a very
elementary level. This means that all participants needed to
use the multilingual translation function provided in the sys-
tem to conduct the information search tasks for non-English
data collections (without skipping it), thus making their rat-
ings on the measurement items related to the multilingual
translation function of TTF convincing. The tasks are listed
in Appendix 1, and an example of the screenshot of the search
system is provided in Appendix 2.

4.3 Measurement of MWL

In this study, we develop the measurement of MWL based on
NASA-TLX (Hart and Staveland 1988). As discussed in
Section 2.2, most previous studies using NASA-TLX simply
provided subjects the original descriptions of the six dimensions,
each description as one question item. To the best of our knowl-
edge, no existing study has developed survey-based items for
different dimensions of NASA-TLX. To address the gap and to
systematically assess MWL in our study, we have developed
survey items for different dimensions of MWL by using the
original description for each dimension as its definition.

Further, to make sure the face and content validities of
these items remain intact, most of the original wording from
the definitions is kept with only minor changes as appropriate
to the context. We have followed a simplified version of the
measurement item development process presented by Moore
and Benbasat (1991). A card sorting mechanism is used. To do
that, we have printed out the measurement items on index
cards, and ten IS experts are invited to conduct the card sorting
process to separate those cards into different groups. Based on
the card soring results and their suggestions, we have fine-
tuned the items. Furthermore, a pilot test has been conducted
to once again check the validity and readability of those items.
The results show that participants appear to understand the
items well and the preliminary analysis indicates the measures
are reliable and valid.

When studying Web-based services, previous studies
suggested dropping the physical demand dimension in
NASA-TLX due to the fact that the keyboard and
mouse actions needed to navigate through Web pages
were not assumed to produce noticeable physical de-
mand compared to operating aircrafts or other large-
scale machines (Schmutz et al. 2009; Li et al. 2009).
Following that suggestion, we exclude the physical de-
mand dimension in our study as well.

In addition, the original NASA-TLX asks the user to rate
each dimension based on a 0 to 100 numeric score range
(Hart and Staveland 1988). Later research has adapted that
to point scales, such as the 10-point scale (Schmutz et al.
2009) and 7-point scale (Chen et al. 2009). In this study, we
use the 7-point Likert scale. Table 2 lists the specific mea-
surement items that we have developed based on NASA-
TLX and the Cronbach’s alpha value for items associated
with each dimension. All Cronbach’s alpha values range
from 0.79 to 0.94 which are greater than the recommended
minimum value of 0.7 (Nunnally 1978; Hair et al. 1998).
Therefore, all items are reliable.

4.4 Measurement of TTF

To measure TTF, we follow Fuller and Dennis’ (2009)
suggestion to develop system function specific measures.
Different from some other studies that utilized general
items to measure TTF, Fuller and Dennis (2009) showed
an example about measuring TTF of a particular system
based on its specific features and functions. Following
this idea, we created our own TTF measures based on
the three specific functions of our system (i.e., Data
Integration, Information Search, and Multilingual
Translation), instead of leveraging any existing generic
ones from prior literature. Table 3 shows the specific
items and the Cronbach’s alpha value of TTF on each
system function. All Cronbach’s alpha values are greater
than the recommended minimum value of 0.7 (Nunnally
1978; Hair et al. 1998), indicating that items for all sys-
tem functions are reliable.

4.5 Measurement of PE, EE, FC, SI and BI

To measure PE, EE, FC, SI, and BI, we adopt the standard
items from the original UTAUT paper (Venkatesh et al.
2003). For PE, three out of the four items are kept (BIf I
use the system, I will increase my chances of getting a
raise^ is dropped because it is not appropriate for the
context of this study). For SI, two out of the four item
are kept (BThe senior management of this business has
been helpful in the use of the system^ and BIn general,
the organization has supported the use of the system^ are
dropped because they are not appropriate for the context
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of this study). As shown in Table 4,2 the Cronbach’s
Alpha values for PE, EE, and SI are all greater than the
0.7 guideline (Nunnally 1978; Hair et al. 1998). For FC,
the reliability test results (see the next section) suggest
dropping items FC3 and FC4. After that, the Cronbach’s
Alpha value increases to 0.716, passing the 0.7 guideline.

5 Data analyses and results

Following the original UTAUT study (Venkatesh et al. 2003),
indicators of BI, EE, FC, PE, and SI are modeled as reflective
measures. However, indicators ofMWL and TTF are modeled
as formative measures since each dimension of indicators con-
tributes to one certain aspect of the corresponding latent con-
struct. These indicators are causes, rather than caused by, their
latent constructs (Chin 1998; Petter et al. 2007). For MWL
and TTF, each of them has several dimensions and each
dimension has several measurement items. To simplify the

analysis and presentation, we adopt the method proposed by
Au et al. (2008) to use summated scales (standardized to 7-
Likert scale) to measure each dimension, resulting in five
summated scales for MWL and three for TTF.

5.1 Measurement model assessment

Two streams of structural equation modeling (SEM) tech-
niques can be used to measure causal models, including
covar iance-based (e .g . , SAS and LISREL) and
component-based (e.g., SmartPLS and PLS-Graph)
methods (Chin 1998). The covariance-based methods are
not appropriate for this study, since there are formative
measures in the proposed research model and, by nature,
formative indicators are not expected to have covariation
within the same latent construct (Lee and Xia 2010).
Thus, we choose to use the partial least squares (PLS)
method for this study. PLS is a component-based method
and therefore can handle both formative and reflective
constructs (Chin 1998). Specifically, Smart PLS 2.0
(M3) beta (Ringle et al. 2005) is used to conduct the
detailed analyses. Reflective and formative indicators re-
quire different approaches and criteria for reliability and
validity testing (Gefen et al. 2000; Petter et al. 2007). We
present the detailed tests and their results as follows.

2 We used the past tense for EE and PE based on the rationale that participated
had already used the system before working on the questionnaire, and their
ratings on the related measures were based on this prior system usage experi-
ence. As to BI, SI, and FC, they are constructs that are not directly related to
participants’ prior system usage behavior, but about their general perceptions
and feelings. We understand that this is not consistent with the original
UTAUT paper, in which all measurement items are in the present tense, and
we acknowledge that it might be a potential limitation.

Table 2 Survey-based measurement items of MWL developed in this study

Dimension (Cronbach’s Alpha) Item
No.

Item

Mental Demand Dimension
(0.832)

MDD1 A large amount of thinking was required when using the social media search system to complete the tasks.

MDD2 A large amount of deciding was required when using the social media search system to complete the tasks.

MDD3 I had to remember a large amount of things to use the social media search system to complete the tasks.

MDD4 Overall, using the social media search system to complete the tasks was: easy / demanding.

MDD5 Overall, using the social media search system to complete the tasks was: simple / complex.

Temporal Demand Dimension
(0.788)

TDD1 I felt a lot of time pressure when using the social media search system to complete the tasks.

TDD2 When using the social media search system to complete the tasks, the pace was: relaxed leisurely /
extremely hurried.

TDD3 When using the social media search system, I had spare time to complete the tasks: very often / almost
never.

Performance Dimension
(0.943)

PD1 Using the social media search system, I successfully achieved the task goals.

PD2 I was successful in accomplishing the goals of the tasks using the social media search system.

PD3 I was satisfied with my performance in accomplishing the tasks using the social media search system.

PD4 I was pleased with the results of my task performance using the social media search system.

Effort Dimension
(0.904)

ED1 I needed to work very hard to get familiar with the social media search system to complete the tasks.

ED2 I needed to work very hard to get satisfactory performance when using the social media search system to
complete the tasks.

Frustration Level Dimension
(0.876)

FLD1 When using the social media search system to complete the tasks, I felt: gratified / discouraged.

FLD2 When using the social media search system to complete the tasks, I felt: relaxed / irritated.

FLD3 When using the social media search system to complete the tasks, I felt: content / stressed.

FLD4 When using the social media search system to complete the tasks, I felt: complacent / annoyed.
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5.1.1 Reliability test

To test reliability, the weights for formative items and loadings
for reflective items (Chin 1998; Au et al. 2008), and their t-
values are calculated (as shown in Table 5). Except for TDD,
the weights for all formative measures are statistically signif-
icant at the 0.01 level, indicating satisfactory item reliability
(Au et al. 2008). TDD is dropped from later analyses. The
loadings for all reflective measures are well above the mini-
mum value of 0.4 (Hair et al. 1998) and statistically significant
at the 0.01 level. Items FC3 and FC4 do not pass the more
stringent threshold of 0.7 (Hair et al. 1998; Au et al. 2008),
thus being dropped from later analyses.

5.1.2 Internal consistency and validity tests

Table 6 shows the descriptive statistics, composite reliability,
average variance extracted (AVE), square root of AVE, and
correlations among constructs. The composite reliability
values of all reflective constructs are above the recommended
level of 0.70, indicating adequate internal consistency be-
tween items (Bagozzi and Yi 1988; Hair et al. 1998; Au
et al. 2008). Convergent validity is demonstrated as the AVE
values for all reflective constructs are higher than the sug-
gested threshold value of 0.50 (Fornell and Larcker 1981),
which is the same as the requirement of the square root of

AVE to be at least 0.707 (Gefen et al. 2000). Comparing the
square root of AVEwith the correlations among the constructs
indicates that each construct is more closely related to its own
measures than to those of other constructs, and discriminant
validity is therefore supported (Chin 1998).3

5.1.3 Variance inflator factor (VIF) test for formative indicators

Very high reliability could be undesirable for formative con-
structs because excessive multicollinearity among formative
indicators can destabilize the model (Petter et al. 2007).
Multicollinearity is a statistical phenomenon in which two or
more predictor variables in a model are highly correlated. In
this situation, the coefficient estimates may change erratically
in response to small changes in the model or the data.

In this study, to ensure that multicollinearity is not a signif-
icant issue, we perform the variance inflator factor (VIF) test.
The VIF statistic for a formative indicator Xi was calculated
by using the formula: VIF Xið Þ ¼ 1= 1−R2

i

� �
, where R2

i is the
coefficient of determination of the regression equation:
Xi = α1X1 + α2X2 + α3X3 +… + αkXk + e. As shown in
Table 7, the results suggest that all indicators have VIF

3 We acknowledge that some correlation values are closer, and this could be a
potential limitation of the study. However, as mentioned in the main text, they
did not exceed the general guideline.

Table 3 Measurement items of TTF developed based on the three system functions

Dimension (Cronbach’s
Alpha)

Item
No.

Item

Data Integration
Fit (0.891)

DIF1 The social media search system fit the way I preferred to view messages across forums.

DIF2 In the social media search system, the integration of messages from different forums
fit my cross-forum search tasks.

DIF3 In the social media search system, data from different forums were displayed in a consistent manner.

DIF4 Using the social media search system, it was easy for me to compare and consolidate data from different forums.

DIF5 The social media search system organized the output across forums in a meaningful manner.

Information Search
Fit (0.891)

ISF1 The social media search system fit the way I needed to view information to accomplish my search tasks.

ISF2 The social media search system was compatible with my search tasks.

ISF3 The search interfaces of the social media search system were clear and adequate for performing my tasks.

ISF4 The search results were displayed in a readable and understandable format in the social media search system.

ISF5 The data relating to my tasks that were returned by the search functionality of the social media
search system was easy to find out.

Multilingual Translation
Fit (0.883)

MTF1 The social media search system fit the way I preferred to get the translations of multilingual forum messages.

MTF2 The social media search system was compatible with my multilingual translation tasks.

MTF3 The translation functionality of the social media search system made it easier to understand
the multilingual forum messages.

MTF4 I found the translation functionality of the social media search system useful in helping me get a better understanding
of multilingual forum messages.

MTF5 It was easy to learn how to use the translation functionality of the social media search system to conduct my tasks.

MTF6 The social media search system’s display of the original message and its English translation helped me to understand
the content.
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statistics lower than the traditional threshold of 5 or 10 (Lee
and Xia 2010) and even the most stringent threshold of 3.3
(Diamantopoulos and Siguaw 2006; Lee and Xia 2010).
Therefore, the two formative constructs in this study do not
suffer from multicollinearity.

5.2 Structural model assessment and hypothesis
testing

Figure 2 shows the PLS testing results of the research
model. MWL has significant negative impacts on PE,
EE, and FC with path coefficients of −0.202 (p < 0.001),
−0.373 (p < 0.001), and − 0.409 (p < 0.001), respectively.
Thus, H1-H3 are supported. TTF has significant positive
impacts on PE, EE, and FC with path coefficients of
0.675 (p < 0.001), 0.533 (p < 0.001), and 0.247 (p <
0.001), respectively. Therefore, H4-H6 are supported.
This indicates that both MWL and TTF are significant
determinants of user acceptance in the adoption of the
social media search system. The R-squared values show
that MWL and TTF together have explained 70.4% of the
variance of PE, 72.5% of the variance of EE, and 38.2%
of the variance of FC. This also indicates that the expla-
nation power of MWL and TTF together is stronger on PE
and EE compared with that on FC.

In addition, as hypothesized, PE, EE, FC, and SI can
significantly influence BI, with path coefficients of 0.352
(p < 0.001), 0.386 (p < 0.001), 0.156 (p < 0.001) and 0.078

(p < 0.05), respectively. Thus, H7a-H7d are supported. This
indicates that the major causal relationships in UTAUT still
hold in the adoption of the social media search system. The
R-squared value shows that PE, EE, FC, and SI together
have explained 67.1% of the variance of BI.

To assess whether or not potential common method bias
is a significant issue, the marker variable technique is used
(Lindell and Brandt 2000; Malhotra et al. 2006). In this
study, SI is the post hoc marker variable since it has Bthe
smallest correlation among the manifest variables^ (p. 115)
(Lindell and Whitney 2001). The common method variance
(CMV) adjusted correlation and the associated t-stats be-
tween variables are calculated as:
rA ¼ rU−rM

1−rM ; tα=2;n−3 ¼ rU−rM
1−rM , where rA is an adjusted correla-

tion value; rU is the original correlation value; rM is the
smallest positive value in the correlation matrix; and n is
the sample size. Using the adjusted correlation values, we
find that all significant relationships in the model remain
significant. Thus, the present study is relatively robust
against the common method bias.

6 Discussion

6.1 Research contributions and implications

This study makes several important research contribu-
tions. First, it is among the first and earliest attempts to

Table 4 Measurement items of PE, EE, FC, SI, and BI

Construct (Cronbach’s Alpha) Item No. Item

Behavioral Intention (0.948) BI1 The next time I need to search and translate multilingual forum messages on this topic,
I intend to use the social media search system.

BI2 The next time I need to search and translate multilingual forum messages on this topic,
I predict I would use the social media search system.

BI3 The next time I need to search and translate multilingual forum messages on this topic,
I plan to use the social media search system.

Effort Expectancy (0.928) EE1 My interaction with the social media search system was clear and understandable.

EE2 It was easy for me to become skillful at using the social media search system.

EE3 I found the social media search system easy to use.

EE4 Learning to operate the social media search system was easy for me.

Facilitating Conditions (0.627*) FC1 I have the resources necessary to use the social media search system.

FC2 I have the knowledge necessary to use the social media search system.

FC3 The social media search system is NOT compatible with other systems I use.

FC4 A specific person (or group) is available for assistance with system difficulties.

Performance Expectancy (0.898) PE1 I found the social media search system useful in doing my tasks.

PE2 Using the social media search system enabled me to accomplish tasks more quickly.

PE3 Using the social media search system increased my productivity.

Social Influence (0.908) SI1 People who influence my behavior think that I should use the social media search system.

SI2 People who are important to me think that I should use the social media search system.

*After the reliability test (see the next section), FC3 and FC4 are dropped, and then the Cronbach’s Alpha value increases to 0.716
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assess the adoption of social media search systems, which
are a new type of systems aiming at providing effective
and efficient collection, storage, organization, and presen-
tation of the vast amount of unstructured, multilingual
user-generated content from various social media sites
via information search support. The results of this study
indicate that both MWL and TTF are two important fac-
tors that should be considered when assessing user

acceptance of this new type of systems. In other words,
users’ cognitive burden associated with using the system
as well as the level of fit between the system functionality
and users’ information search needs can ultimately lead to
their willingness in using the system.

Second, this study integrates the theories of MWL,
TTF, and UTAUT by incorporating them into one nomo-
logical network (as shown in the proposed research

Table 5 Reliability test result
Construct Cronbach’s Alpha Item Weight Loading T-

statistics

MWL MDD 0.163 2.654*

TDD (dropped) −0.052 0.780

PD*** 0.527 8.876*

ED 0.292 3.936*

FLD 0.332 5.460*

TTF DIF 0.364 5.132*

ISF 0.387 6.581*

MTF 0.348 5.158*

BI 0.948 BI1 0.944 82.720*

BI2 0.964 145.741*

BI3 0.947 122.238*

EE 0.928 EE1 0.900 67.435*

EE2 0.896 55.143*

EE3 0.930 72.525*

EE4 0.903 51.630*

FC 0.627 FC1 0.819 23.099*

(0.716**) FC2 0.873 46.342*

FC3 (dropped) 0.514 8.439*

FC4 (dropped) 0.420 4.863*

PE 0.898 PE1 0.926 87.481*

PE2 0.937 101.264*

PE3 0.871 43.412*

SI 0.908 SI1 0.965 85.720*

SI2 0.948 73.684*

* Significant at the 0.01 level. ** Reliability after dropping some items. *** Reverse coding

Table 6 Internal consistency and validity test results

Construct Mean Standard
Deviation

Composite
Reliability

AVE BI EE FC MWL PE SI TTF

BI 5.958 0.981 0.966 0.906 0.952

EE 6.267 0.818 0.949 0.823 0.766 0.907

FC 5.695 1.215 0.869 0.769 0.597 0.592 0.877

MWL 2.634 0.898 n/a n/a −0.770 −0.778 −0.597 n/a

PE 6.132 0.883 0.937 0.831 0.748 0.774 0.551 −0.715 0.912

SI 3.889 1.336 0.956 0.916 0.244 0.195 0.238 −0.221 0.149 0.957

TTF 6.464 0.829 n/a n/a 0.812 0.816 0.558 −0.760 0.829 0.196 n/a

Diagonal elements in bold case are the square root of average variance extracted (AVE) by latent constructs from their indicators; off-diagonal elements
are correlations among constructs
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model), which has not been done in previous literature.
Specifically, MWL and TTF are introduced as two impor-
tant antecedents of UTAUT constructs (i.e., PE, EE, and
FC). Derived from the well-known theory of Technology
Acceptance Model (TAM) (Davis 1989), UTAUT is cur-
rently considered as one of the most popular and widely
accepted adoption theories. A lot of research has been
done to extend UTAUT and TAM to see what antecedents
can further influence the independent variables in the
models (Venkatesh and Bala 2008; Brown et al. 2010;
Venkatesh and Davis 2000). For example, Brown et al.
(2010) extended UTAUT in the context of collaboration
technology use, and found that collaboration technology
characteristics, individual and group characteristics, task
characteristics, and situational characteristics were impor-
tant antecedents. In this study, we extended UTAUT in the
context of systems that can deal with mentally challeng-
ing tasks, and more specifically, information searches
from overwhelming amounts of unstructured, multilingual
social media data. And we found MWL and TTF to be
two important antecedents in such context.

Third, this study also contributes to the IS literature by
developing and providing a set of survey-based measure-
ment items for MWL. MWL is a very important multi-
dimensional construct for assessing people’s perceptions
toward using a system or technique from the cognitive
perspective. However, a very limited amount of attention
has been paid to it in the IS field. Although some previous
studies utilized MWL to assess alternative system designs
(Saleem et al. 2007; Kamvar and Baluja 2008; Schmutz
et al. 2009), most of them used an aggregated value to
measure MWL instead of a set of systematically devel-
oped measurement items. In addition, none of them has
put it into a nomological network to investigate its rela-
tionships with other IS constructs. In this study, we ad-
dress the gap by operationalizing the latent construct of
MWL based on NASA-TLX (Cain 2007), one of the most
popular assessment tools of MWL. Specifically, by using
the original description provided by NASA-TLX as the
definition for each dimension of MWL, we have devel-
oped a set of survey-based measurement items, which
future research can adopt and further validate in different
contexts.

In addition, we also hope the results of this study could
provide some implications and suggestions to information
systems developers and IT managers. The significant im-
pact of MWL on user acceptance that we found in this
study shows that, when creating or adopting a new infor-
mation system, it is important to make sure that the sys-
tem can help reduce users’ mental burden when
performing tasks (searching for information across hetero-
geneous data sources in our case) by using the system. If
a system is designed to help users perform mentally chal-
lenging tasks, it is critical to develop functions and con-
sistent data presentations that can help ease the process of
performing those tasks through the system use. As

Table 7 Descriptive statistics and VIF statistics for formative indicators

Construct Indicator R2
i VIF

MWL MDD 0.381 1.616

PD* 0.414 1.707

ED 0.468 1.878

FLD 0.192 1.237

TTF DIF 0.633 2.724

ISF 0.594 2.465

MTF 0.693 3.253

*To be consistent with other dimensions of MWL, reverse coding is
used for PD

Behavioral

Intention

Performance

Expectancy

Effort

Expectancy

Task-

Technology Fit

Mental

Workload

Facilitating 

Conditions
Social 

Influence

Note. * Significant at the 0.05 level. ** Significant at the 0.001 level

0.675** (13.399)

0.533** (9.959)

0.247** (3.517)

-0.202** (3.560)

-0.373** (6.243)

-0.409** (6.923)

R2=0.704

R2=0.725

R2=0.382

0.352** (6.245)

0.386** 
(6.204)

0.156** 
(3.268) 0.078* 

(2.182)

R2=0.671

Fig. 2 PLS testing result of the
research model
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indicated in the results of this study, doing this can then
lead to an increased intention to use the system from the
users’ perspective. Based on what we found in this study,
some specific suggestions on developing systems with
search support across vast amounts of heterogeneous data
sources include: (1) creating efficient data collection
mechanism, (2) adopting unified data storage, (3) provid-
ing consistent user interfaces for data access, and (4) in-
cluding effective translation support with a clear presen-
tation format. For IT managers, when they need to make
decisions about adopting a new system for the organiza-
tion, they should evaluate system functions from the
MWL perspective. Specifically, it is important to check
whether the mental burden imposed on employees when
they use the system to complete their work is reasonably
low. The survey-based measurement items of MWL de-
veloped in this study can be leveraged as a way to do such
assessment.

Another implication and suggestion we would like to
give to information systems developers and IT managers
is based on the significant impact we found from TTF to
user acceptance, that is to include system functions that
are important, needed, and sufficient for users to perform
and complete their tasks. When creating a new system,
developers first need to systematically investigate the
characteristics of tasks that users are going to perform
by using the system. Specific system functions can then
be designed and created to match those characteristics.
Overall, system functions that are important, needed, and
sufficient for users to complete tasks should be included
in the system. For IT managers, if they want to ensure that
employees are willing to use a new system, they need to
investigate its functions from the employees’ points of
view to see whether those functions can fit the tasks that
employees need to complete. By doing this, they can ex-
pect better performance, decreased effort, and higher
levels of facilitating conditions as perceived by their em-
ployees, thus leading to a stronger desire to use the
system.

6.2 Limitation and future directions

The use of student subjects could be a limitation, but we
believe it is reasonable for this study since students are
part of the system’s target users of interest (Compeau
et al. 2012). We acknowledge that social media analysts
are going to be important users of the system. However,
our subject selection was made for the following two rea-
sons. First, the use of the system is not completely re-
stricted to social media analysts; rather it can be used by
anyone interested in searching for information from user-
generated content. This necessarily includes social media
analysts, students, and general citizens who are simply

inquisitive. In addition, to fully test the hypotheses re-
quires a reasonably large number of subjects. This would
have been difficult to achieve had we relied entirely on
social media analysts. Based on these two reasons, we
believe the use of student subjects is reasonable. Future
research could further evaluate the system performance
and validate the proposed research model by using social
media analysts as the subjects. Second, there might be
some potential overlap conceptually between the effort
dimension in MWL and EE, and between the performance
dimension in MWL and PE. However, they are different
constructs, and we believe it is reasonable to keep them
separately in the proposed research model. Future re-
search may want to take more effort to assess how differ-
ent they are conceptually. Third, this study examined the
social media search system using the theoretical lenses of
MWL, TTF, and UTAUT. Future research could possibly
study this type of systems from other theoretical perspec-
tives. Further, the research model developed in this study
could be applicable to systems other than the social media
search system. Future research could further validate and
extend it on the adoption of other types of systems.

7 Conclusion

Social media search systems are a new type of systems
that can automatically collect huge amounts of user-
generated content across heterogeneous social media sites
and present them in an organized and consistent way to
users via effective and efficient search support. The pur-
pose of this study is to investigate factors that could in-
fluence user acceptance on this type of systems. To do it,
we turn into theories of MWL, TTF, and UTAUT. A re-
search model is developed by integrating the three theo-
retical perspectives, and a lab experiment is conducted to
empirically test it. The data analysis results show that
both MWL and TTF can significantly influence PE, EE,
and FC, which in turn (and together with SI) have signif-
icant impacts on BI. We also operationalize the multi-
dimensional latent construct of MWL by developing
survey-based measurement items for different dimensions,
which future research can leverage. Overall, this research
makes contributions to social media analytics and infor-
mation systems adoption.

Appendix 1. The seven tasks used
in the experiment

Scenario 1: Please login the system using the provided user
name and password , and then c l i ck the fo rum
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BIslamicNetwork^ (i.e., the 3rd forum) under BForums in
English.^ The following two questions are about this forum.

Q1. Please choose the menu tab BBy Member^ and then
use this search function to find the messages posted by
user Bcatalyst.^ Please write down the total number of
messages posted by user Bcatalyst.^

Q2. Please choose the menu tab BBy Time^ and then
use this search function to find the messages posted
during March, 2008 (i.e., from March 01, 2008 to
March 31, 2008). Please choose and write down one
of the messages returned by the search function as your
answer to this question. If the message is very long,
write down the first 30 words as your answer. Please
also write down the date when this message was posted.
(The search function may return more than one mes-
sage. Please choose any one of them.)

Scenario 2: Please choose the menu tab BHome^ to go back
to the home page of the system. Then click the forum
BAlokab^ (i.e., the 2nd forum) under BForums in Arabic.^
The following two questions are about this forum.

Q3. Please choose the menu tab BBy Topic^ and then use
the BSearch for Terms in Thread Names^ to find the
threads talking about Bnuclear.^ Please use the English
word Bnuclear^ to conduct the search. For the returned
thread titles, please use the embedded translation function
to get their English translations by clicking the button
BTranslate Titles^ at the bottom of the result list. Please
choose and write down one of them as your answer to this
question. (The search function may return more than one
thread. Please choose any one of them and write down its
English translation.)

Q4. Please choose the menu tab BBy Topic^ and then
use the BSearch for Terms in Message Bodies^ to find
the messages talking about BIraq.^ Please use the
English word BIraq^ to conduct the search. For the
returned message bodies, please use the embedded
translation function to get their English translations
by clicking the button BTranslate^ at the bottom of
the result list. Please choose one of the messages and
write down the English translation of the sentence in
this message that has the word BIraq.^ (The search
function may return more than one message. Please
choose any one of them and write down the English
translation of the sentence in the message that has the
word BIraq.^)

Scenario 3: Please choose the menu tab BHome^ to go back
to the home page of the system. Then click BCross Forum

Search^ under BSearch all forums^ at the bottom of the home
page. The following three questions are about this cross forum
search function.

Q5. Please use this function to find the threads talking
about Bbomb^ in different forums. Please use the
English word Bbomb^ to conduct the search. Please
write down the number of threads identified for each
forum. Then click the Arabic forum BAlFirdaws^
(i.e., the 1st forum in the result list) to view all the
threads talking about Bbomb^ in this forum in a pop-
up webpage. Please use the embedded translation
function to get the English translations of these
threads by clicking the button BTranslate Titles^ at
the bottom of the result list. Please choose and write
down one of them as your answer to this question.
(The search function may return more than one
thread. Please choose any one of them and write
down its English translation.)

Q6. Please close the pop-up result webpage of the
previous question Q5. Then choose the menu tab
BBy Topic (Cross Forum)^ to start a new search ses-
sion. Please find the threads talking about Bextremist^
in different forums. Please use the English word
Bextremist^ to conduct the search. Then click any
one of the Arabic forums to view all the threads
talking about Bextremist^ in that forum in a pop-up
webpage. Please write down the name of the forum
that you choose. Then use the embedded translation
function to get the English translations of these
threads by clicking the button BTranslate Titles^ at
the bottom of the result list. Please choose and write
down one of them as your answer to this question.
(The search function may return more than one
thread. Please choose any one of them and write
down its English translation.)

Q7. Please close the pop-up result webpage of the previ-
ous question Q6. Then choose the menu tab BBy Topic
(Cross Forum)^ to start a new search session. Please find
the threads talking about Bpeace^ in different forums.
Please use the English word Bpeace^ to conduct the
search. Then click any one of the Arabic forums to view
all the threads talking about Bpeace^ in that forum in a
pop-up webpage. Please write down the name of the fo-
rum that you choose. Then use the embedded translation
function to get the English translations of these threads by
clicking the button BTranslate Titles^ at the bottom of the
result list. Please choose and write down one of them as
your answer to this question. (The search function may
return more than one thread. Please choose any one of
them and write down its English translation.)
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Appendix 2. An example of the screenshot
of the search function

References

Artino, A. R. (2008). Cognitive load theory and the role of learner expe-
rience: an abbreviated review for educational practitioners.
Association for the Advancement of Computing in Education
Journal, 16(4), 425–439.

Au, N., Ngai, E., & Cheng, T. (2008). Extending the understanding of end
user information systems satisfaction formation: an equitable needs
fulfillment model approach. MIS Quarterly, 32(1), 43–66.

Averty, P., Collet, C., Dittmar, A., &Athenes, S. (2004). Mental workload
in air traffic control: an index constructed from field tests. Aviation,
Space, and Environmental Medicine, 75(4), 333–341.

Bagozzi, R. P., & Yi, Y. (1988). On the evaluation of structural equation
models. Academy of Marketing Science, 16(1), 74–94.

Battiste, V., & Bortolussi, M. Transport pilot workload-a comparison
between two subjective techniques. In Proceedings of the human
factors and ergonomics society 32nd annual meeting Santa
Monica, CA, 1988 (pp. 150–154) . Human Factors &
Ergonomics Society.

Baur, A. W. (2016). Harnessing the social web to enhance insights
into people's opinions in business, government and public ad-
ministration. Information Systems Frontiers. https://doi.org/10.
1007/s10796-016-9681-7.

Bayrak, T. Performance metrics for disaster monitoring systems.
In B. Van de Walle, P. Burghardt, & C. Nieuwenhuis (Eds.),
Intelligent human computer systems for crisis response and

management (ISCRAM 2007), Delft, the Netherlands, 2007
(pp. 125–132).

Bertram, D. A., Opila, D. A., Brown, J. L., Gallagher, S. J., Schifeling, R.
W., Snow, I. S., et al. (1992). Measuring physician mental workload:
reliability and validity assessment of a brief instrument. Medical
Care, 30(2), 95–104.

Boontarig, W., Chutimaskul, W., Chongsuphajaisiddhi, V., &
Papasratorn, B. Factors influencing the Thai elderly intention to
use smartphone for e-health services. In 2012 IEEE symposium on
humanities, science and engineering research, Kuala Lumpur,
Malaysia, 2012 (pp. 479–483). IEEE.

Brown, S. A., Dennis, A. R., & Venkatesh, V. (2010). Predicting collab-
oration technology use: integrating technology adoption and collab-
oration research. Journal of Management Information Systems,
27(2), 9–53.

Cain, B. (2007). A review of the mental workload literature. Virtual
environments for intuitive human-system interaction – human fac-
tors considerations in the design, use, and evaluation of AMVE-
technology, Final Report of Task Group TR-HFM-121 (pp. 4:1–
34). NATO Research and Technology Organisation.

Cao, G., Wang, S., Hwang, M., Padmanabhan, A., Zhang, Z., & Soltani,
K. (2015). A scalable framework for spatiotemporal analysis of
location-based social media data. Computers, Environment and
Urban Systems, 51, 70–82.

Cegarra, J., & Chevalier, A. (2008). The use of tholos software for
combining measures of mental workload: toward theoretical

Fig. 3 A screenshot of the search
function of the system

715Inf Syst Front (2020) 22:697–718

https://doi.org/10.1007/s10796-016-9681-7
https://doi.org/10.1007/s10796-016-9681-7


and methodological improvements. Behavior Research Methods,
40(4), 988–1000.

Chen, N., Guimbretière, F., Sun, L., Czerwinski, M., Pangaro, G., &
Bathiche, S. (2009). Hardware support for navigating large digital
documents. International Journal of Human Computer Interaction,
25(3), 199–219.

Chen, H., Chiang, R. H. L., & Storey, V. C. (2012). Business intelligence
and analytics: from big data to big impact. MIS Quarterly, 36(4),
1165–1188.

Chin, W.W. (1998). Issues and opinions on structural equation modeling.
MIS Quarterly, 22(1), 7–16.

Christiansson, P., & Svidt, K. Usability evaluation of mobile ICT support
used at the building construction site. In World Conference on IT in
Design and Construction, New Delhi, November 15–17 2006 (Vol.
1, pp. 353–364). INCITE/ITCSED.

Cohen, I., den Braber, N., Smets, N. J. J. M., van Diggelen, J.,
Brinkman, W.-P., & Neerincx, M. A. (2016). Work content influ-
ences on cognitive task load, emotional state and performance
during a simulated 520-days' Mars mission. Computers in
Human Behavior, 55, 642–652.

Compeau, D., Marcolin, B., & Kelley, H. (2012). Generalizability of
information systems research using student subjects - a reflection
on our practices and recommendations for future research.
Information Systems Research, 23(4), 1093–1109.

Crystal, D. (2001). Weaving a web of linguistic diversity. Guardian
Week ly. h t tp : / /www.gua rd ian .co .uk /GWeek ly /S to ry /
0,3939,427939,00.html. Retrieved Febrary 18, 2011.

D’Ambra, J., & Rice, R. E. (2001). Emerging factors in user evaluation of
the world wide web. Information Management, 38(6), 373–384.

D’Ambra, J., & Wilson, C. S. (2004). Use of the world wide web for
international travel: integrating the construct of uncertainty in infor-
mation seeking and the task-technology fit (TTF) model. Journal of
the American Society for Information Science and Technology
(JASIST), 55(8), 731–742.

D’Ambra, J., Wilson, C. S., & Akter, S. (2013). Application of the task-
technology fit model to structure and evaluate the adoption of E-
books by academics. Journal of the Amercian Society for
Information Science and Technology (JASIST), 64(1), 48–64.

Dang, Y., Zhang, Y., Chen, H., Brown, S. A., Hu, P. J.-H., & Nunamaker,
J. F. (2012). Theory-informed design and evaluation of an advanced
search and knowledge mapping system in nanotechnology. Journal
of Management Information Systems (JMIS), 28(4), 99–128.

Dang, Y., Zhang, Y., Hu, P. J.-H., Brown, S. A., Ku, Y., Wang, J.-H., et al.
(2014). An integrated framework for analyzing multilingual content
in web 2.0 social media.Decision Support Systems, 61(1), 126–135.

Davis, F. D. (1989). Perceived usefulness, perceived ease of use, and
user acceptance of information technology.MIS Quarterly, 13(3),
319–340.

Davis, F. D., Bagozzi, R. P., &Warshaw, P. R. (1989). User acceptance of
computer technology: a comparison of two theoretical models.
Management Science, 35(8), 982–1003.

Dennis, A. R.,Wixom, B. H., & Vandenberg, R. J. (2001). Understanding
fit and appropriation effects in group support systems via meta-anal-
ysis. MIS Quarterly, 25(2), 167–193.

Diamantopoulos, A., & Siguaw, J. A. (2006). Formative versus
reflective indicators in organizational measure development:
a comparison and empirical illustration. British Journal of
Management, 17(4), 263–282.

Dow, K. E., Hackbarth, G., & Wong, J. (2013). Data architectures for an
organizational memory information system. Journal of the
Amercian Society for Information Science and Technology
(JASIST), 64(7), 1345–1356.

Erskine, M. A., Gregg, D. G., Karimi, J., & Scott, J. E. (2018). Individual
decision-performance using spatial decision support systems: a
geospatial reasoning ability and perceived task-technology fit

perspective. Information Systems Frontiers. https://doi.org/10.
1007/s10796-018-9840-0.

Fan, W., & Gordon, M. D. (2014). The power of social media analytics.
Communications of the ACM, 57(6), 74–81.

Fornell, C., & Larcker, D. F. (1981). Evaluating structural equation
models with unobservable variables and measurement error.
Journal of Marketing Research, 18, 39–45.

Fuller, R. M., & Dennis, A. R. (2009). Does fit matter? The impact of
task-technology fit and appropriation on team performance in re-
peated tasks. Information Systems Research, 20(1), 2–17.

Gebauer, J., & Shaw, M. J. (2004). Success factors and impacts of mobile
business applications: results from a mobile e-procurement study.
International Journal of Electronic Commerce, 8(3), 19–41.

Gefen, D., Straub, D. W., & Boudreau, M.-C. (2000). Structural equation
modeling and regression: guidelines for research practice.
Communications of the AIS, 4(7), 1–77.

Goette, T. (2000). Keys to the adoption and use of voice recognition
technology in organizations. Library Computing, 19(3–4), 235–244.

Goodhue, D. L., & Thompson, R. L. (1995). Task-technology fit and
individual performance. MIS Quarterly, 19(2), 213–236.

Gwizdka, J. (2010). Distribution of cognitive load inWeb search. Journal
of the Amercian Society for Information Science and Technology
(JASIST), 61(11), 2167–2187.

Hair, J. F., Anderson, R. E., Tatham, R. L., & Black, W. C. (1998).
Multivariate data analysis. Upper Saddle River: Prentice Hall.

Hakan, A., & Nilsson, L. (1995). The effects of a mobile telephone task
on driver behaviour in a car following situation. Accident Analysis
and Prevention, 27(5), 707–715.

Hart, S. G. (1986). Theory and measurement of human workload. In J.
Zeidner (Ed.), Human productivity enhancement: Training and hu-
man factors in systems design (Vol. 1, pp. 396–455). New York:
Praeger.

Hart, S. G. NASA-task load index (NASA-TLX); 20 years later. In
Proceedings of the Human Factors and Ergonomics Society 50th
Annual Meeting, Santa Monica, CA, 2006 (pp. 904–908). Human
Factors & Ergonomics Society.

Hart, S. G., & Staveland, L. E. (1988). Development of NASA-TLX (task
load index): Results of empirical and theoretical research. In P. A.
Hancock & N. Meshkati (Eds.), Human mental workload (pp. 139–
183). Amsterdam: Elsevier Science Publishers.

Hill, S. G., Iavecchia, H. P., Byers, J. C., Bittner, A. C., Zaklad, A. L., &
Christ, R. E. (1992). Comparison of four subjective workload rating
scales. Human Factors, 34(4), 429–439.

IFL Science. (2017). How much data does the world generate every
minute? http://www.iflscience.com/technology/how-much-data-
does-the-world-generate-every-minute/. Date Accessed 13
Jan 2018.

Jarupathirun, S., & Zahedi, F. M. (2007). Exploring the influence of
perceptual factors in the success of web-based spatial DSS.
Decision Support Systems, 43(3), 933–951.

Jou, Y.-T., Yenn, T.-C., Lin, C. J., Yang, C.-W., & Chiang, C.-C. (2009).
Evaluation of operators’ mental workload of human-system
Interface automation in the advanced nuclear power plants.
Nuclear Engineering and Design. https://doi.org/10.1016/j.
nucengdes.2009.06.023.

Kamvar, M., & Baluja, S. Query suggestions for mobile search:
Understanding usage patterns. In Proceeding of the Twenty-
sixth annual SIGCHI conference on Human factors in comput-
ing systems (CHI 2008) Florence, Italy, April 5–10 2008 (pp.
1013–1016). ACM.

Klopping, I. M., & McKinney, E. (2004). Extending the technology ac-
ceptance model and the task-technology fit model to consumer E-
commerce. Information Technology, Learning, and Performance
Journal, 22(1), 35–48.

Lau, R. Y. K., Zhao, J. L., Chen, G., & Guo, X. (2016). Big data com-
merce. Information Management, 53(8), 929–933.

716 Inf Syst Front (2020) 22:697–718

http://www.guardian.co.uk/GWeekly/Story/0,3939,427939,00.html
http://www.guardian.co.uk/GWeekly/Story/0,3939,427939,00.html
https://doi.org/10.1007/s10796-018-9840-0
https://doi.org/10.1007/s10796-018-9840-0
http://www.iflscience.com/technology/how-much-data-does-the-world-generate-every-minute/
http://www.iflscience.com/technology/how-much-data-does-the-world-generate-every-minute/
https://doi.org/10.1016/j.nucengdes.2009.06.023
https://doi.org/10.1016/j.nucengdes.2009.06.023


Lee, G., & Xia, W. (2010). Toward agile: an integrated analysis of quan-
titative and qualitative field data on software development agility.
MIS Quarterly, 34(1), 87–114.

Li, P., Santhanam, R., & Carswell, C. M. (2009). Effects of animations in
learning - a cognitive fit perspective. Decision Sciences Journal of
Innovative Education, 7(2), 377–410.

Lim, K. H., & Benbasat, I. (2000). The effect of multimedia on perceived
equivocality and perceived usefulness of information systems. MIS
Quarterly, 24(3), 449–471.

Lindell, M. K., & Brandt, C. J. (2000). Climate quality and climate con-
sensus as mediators of the relationship between organizational ante-
cedents and outcomes. Journal of Applied Psychology, 85(3), 331–
348.

Lindell, M. K., &Whitney, D. J. (2001). Accounting for commonmethod
variance in cross-sectional research designs. Journal of Applied
Psychology, 86(1), 114–121.

Lu, H.-P., & Yang, Y.-W. (2014). Toward an understanding of the behav-
ioral intention to use a social networkingsite: an extension of task-
technologyfit tosocial-technologyfit. Computers in Human
Behavior, 34, 323–332.

Lysaght, R. J., Hill, S. G., Dick, A. O., Plamondon, B. D., Linton, P. M.,
Wierwille, W. W., et al. (1989). Operator workload: Comprehensive
review and evaluation of operator workload methodologies.
Technical Report No. 851, MDA 903–86-C-0384, United States
Army Research Institute for the Behavioral Sciences.

Malhotra, N. K., Kim, S. S., & Patil, A. (2006). Common method
variance in IS research: a comparison of alternative ap-
proaches and a reanalysis of past research. Management
Science, 52(12), 1865–1883.

Martín, H. S., & Herrero, Á. (2012). Influence of the user’s psychological
factors on the online purchase intention in rural tourism: integrating
innovativeness to the UTAUT framework. Tourism Management,
33, 341–350.

Maruping, L. M., & Agarwal, R. (2004). Managing team interpersonal
processes through technology: a task-technology fit perspective.
Journal of Applied Psychology, 89(6), 975–990.

Mathieson, K., & Keil, M. (1998). Beyond the interface: ease of use and
task/technology fit. Information Management, 34, 221–230.

Miller, G. A. (1956). Themagical number seven, plus orminus two: some
limits on our capacity for processing information. Psychological
Review, 63(2), 81–97.

Moore, G. C., & Benbasat, I. (1991). Development of an instrument to
measure the perceptions of adopting an information technology in-
novation. Information Systems Research, 2(3), 192–222.

Niehaves, B., & Plattfaut, R. (2014). Internet adoption by the elderly:
employing IS technology acceptance theories for understanding
the age-related digital divide. European Journal of Information
Systems, 23, 708–726.

Noyes, J. M., & Bruneau, D. P. J. (2007). A self-analysis of the NASA-
TLX workload measure. Ergonomics, 50(4), 514–519.

Noyes, J. M., & Garland, K. J. (2008). Computer- vs. paper-based tasks:
are they equivalent? Ergonomics, 51(9), 1352–1375.

Nunnally, J. C. (1978). Psychometric theory. New York: McGraw-Hill.
Nysveen, H., & Pedersen, P. E. (2016). Consumer adoption of RFID-

enabled services. Applying an extended UTAUT model.
Information Systems Frontiers, 18(2), 293–314.

O’Reilly, T. (2005). What is Web 2.0? Design patterns and business
models for the next generation of software. http://www.oreillynet.
com/pub/a/oreilly/tim/news/2005/09/30/what-is-web-20.html.

Parikh, S. P., Grassi, V., Kumar, V., & Okamoto, J. (2007). Integrating
human inputs with autonomous behaviors on an intelligent wheel-
chair platform. IEEE Intelligent Systems, 22(2), 33–41.

Park, J., & Jung, W. (2006). A study on the validity of task complexity
measure of emergency operating procedures of nuclear power
plants-comparing with a subjective workload. IEEE Transactions
on Nuclear Science, 53(5), 2962–2970.

Petter, S., Straub, D., & Rai, A. (2007). Specifying formative constructs
in information systems research. MIS Quarterly, 31(4), 623–656.

Qin, J., Zhou, Y., Chau,M., & Chen, H. (2006). Multilingual web retriev-
al: an experiment in English–Chinese business intelligence. Journal
of the Amercian Society for Information Science and Technology
(JASIST), 57(5), 671–683.

Ringle, C. M., Wende, S., & Will, A. (2005). SmartPLS 2.0 (M3) beta.
Hamburg: http://www.smartpls.de.

Roberts, J. (2011). We have the data - now what??!! A few examples of
social media analytics. http://www.collectiveintellect.com/blog/we-
have-the-data-now-what-a-few-examples-of-social-media-
analytics. Retrieved Febrary 18, 2011.

Robinson, S. J., & Brewer, G. (2016). Performance on the traditional and
the touch screen, tablet versions of the Corsi block and the tower of
Hanoi tasks. Computers in Human Behavior, 60, 29–34.

Rubicon Consulting Inc. (2009). Online communities and their impact on busi-
ness: Ignore at your peril. http://thenkbank.files.wordpress.com/2009/03/
onlinecommunitiesandtheirimpactonbusinessignoreatyourperil.pdf.

Rubio, S., Díaz, E., Martín, J., & Puente, J. M. (2004). Evaluation of
subjective mental workload: a comparison of SWAT, NASA-TLX,
and workload profile methods. Applied Psychology: An
International Review, 53(1), 61–86.

Saleem, J. J., Patterson, E. S., Militello, L., Anders, S., Falciglia, M.,
Wissman, J. A., et al. (2007). Impact of clinical reminder redesign
on learnability, efficiency, usability, and workload for ambulatory
clinic nurses. Journal of the American Medical Informatics
Association, 14(5), 632–640.

Schmutz, P., Heinz, S., Métrailler, Y., &Opwis, K. (2009). Cognitive load
in eCommerce applications-measurement and effects on user satis-
faction. Advances in Human-Computer Interaction, 2009, 1–9.
https://doi.org/10.1155/2009/121494.

Seethamraju, R., Diatha, K. S., & Garg, S. (2018). Intention to use a
mobile-based information technology solution for tuberculosis treat-
ment monitoring – applying a UTAUT model. Information Systems
Frontiers, 20(1), 163–181.

Shibl, R., Lawley, M., & Debuse, J. (2013). Factors influencing deci-
sion support system acceptance. Decision Support Systems,
54(2), 953–961.

Speier, C., & Morris, M. G. (2003). The influence of query interface
design on decision-making performance. MIS Quarterly, 27(3),
397–423.

Stanton, N., Salmon, P., Walker, G., Baber, C., & Jenkins, D. (2005).
Human factors methods: A practical guide for engineering and
design. Hampshire: Ashgate Publishing.

Stevens, J. (2017). Internet Stats & Facts for 2017.
Sweller, J. (1988). Cognitive load during problem solving: effects on

learning. Cognitive Science, 12(2), 257–285.
Sweller, J., Van-Merriënboer, J. J. G., & Paas, F. G. W. C. (1998).

Cognitive architecture and instructional design. Educational
Psychology Review, 10(3), 251–296.

Takao, H., Sakai, K., Osugi, J., & Ishii, H. (2002). Acoustic user Interface
(AUI) for the auditory displays. Displays, 23(1–2), 65–73.

Teo, T. (2011). Factors influencing teachers’ intention to use technology:
model development and test. Computers & Education, 57, 2432–
2440.

Terman, E. (2011). Five Top Challenges of Integrating Social Media Data
with Business Applications. Enterprise Applications, Guest
Opinion, http://www.ctoedge.com/content/five-top-challenges-
integratingsocial-media-data-business-applications. (Retrieved
January 18, 2012).

Torre, G. G. D. l., Ramallo, M. A., & Cervantes, E. (2016). Workload
perception in drone flight training simulators. Computers in Human
Behavior, 64, 449–454.

Umanath, N. S., & Vessey, I. (1994). Multiattribute data presenta-
tion and human judgment: a cognitive fit perspective. Decision
Sciences, 25(5/6), 795–824.

717Inf Syst Front (2020) 22:697–718

http://www.oreillynet.com/pub/a/oreilly/tim/news/2005/09/30/what-is-web-20.html
http://www.oreillynet.com/pub/a/oreilly/tim/news/2005/09/30/what-is-web-20.html
http://www.smartpls.de
http://www.collectiveintellect.com/blog/we-have-the-data-now-what-a-few-examples-of-social-media-analytics
http://www.collectiveintellect.com/blog/we-have-the-data-now-what-a-few-examples-of-social-media-analytics
http://www.collectiveintellect.com/blog/we-have-the-data-now-what-a-few-examples-of-social-media-analytics
http://thenkbank.files.wordpress.com/2009/03/onlinecommunitiesandtheirimpactonbusinessignoreatyourperil.pdf
http://thenkbank.files.wordpress.com/2009/03/onlinecommunitiesandtheirimpactonbusinessignoreatyourperil.pdf
https://doi.org/10.1155/2009/121494
http://www.ctoedge.com/content/five-top-challenges-integratingsocial-media-data-business-applications
http://www.ctoedge.com/content/five-top-challenges-integratingsocial-media-data-business-applications


Van-Merriënboer, J. J. G., & Ayres, P. (2005). Research on cognitive load
theory and its design implications for E-learning. Educational
Technology Research and Development, 53(3), 5–13.

Vargas, J. A. (2012). Spring awakening: How an Egyptian revolution
began on Facebook. The New York Times. http://www.nytimes.
com/2012/02/19/books/review/how-an-egyptian-revolution-began-
on-facebook.html?pagewanted=all&_moc.semityn.www.

Venkatesh, V., & Bala, H. (2008). Technology acceptance model 3
and a research agenda on interventions. Decision Sciences,
39(2), 273–315.

Venkatesh, V., & Davis, F. D. (2000). A theoretical extension of the
technology acceptance model: four longitudinal field studies.
Management Science, 46(2), 186–204.

Venkatesh, V., Morris, M. G., Davis, G. B., & Davis, F. D. (2003). User
acceptance of information technology: towards a unified view. MIS
Quarterly, 27(3), 425–478.

Venkatesh, V., Thong, J. Y. L., & Xu, X. (2012). Consumer acceptance
and use of information technology: extending the unified theory of
acceptance and use of technology. MIS Quarterly, 36(1), 157–178.

Vessey, I. (1991). Cognitive fit: a theory-based analysis of the graphs
versus tables literature. Decision Sciences, 22(2), 219–240.

Vessey, I., & Galletta, D. (1991). Cognitive fit: an empirical study
of information acquisition. Information Systems Research,
2(1), 63–84.

Wachter, S. B., Johnson, K., Albert, R., Syroid, N., Drews, F., &
Westenskow, D. (2006). The evaluation of a pulmonary display to
detect adverse respiratory events using high resolution human sim-
ulator. Journal of the American Medical Informatics Association,
13(6), 635–642.

Wilson, E. V., & Addo, T. B. (1994). An investigation of the relative
presentation efficiency of computer-displayed graphs. Information
Management, 26, 105–115.

Wu, B., & Chen, X. (2017). Continuance intention to use MOOCs: inte-
grating the technology acceptance model (TAM) and task technolo-
gy fit (TTF) model. Computers in Human Behavior, 67, 221–232.

Yang, Z., Sun, J., Zhang, Y., & Wang, Y. (2018). Peas and carrots just
because they are green? Operational fit between green supply chain
management and green information system. Information Systems
Frontiers. https://doi.org/10.1007/s10796-016-9698-y.

Yen, D. C., Wu, C.-S., Cheng, F.-F., & Huang, Y.-W. (2010).
Determinants of users' intention to adopt wireless technology: an
empirical study by integrating TTF with TAM. Computers in
Human Behavior, 26, 906–915.

Zhou, Y., Qin, J., & Chen, H. (2006). CMedPort: an integrated approach
to facilitating Chinese medical information seeking. Decision
Support Systems, 42(3), 1431–1448.

Zhou, T., Lu, Y., & Wang, B. (2010). Integrating TTF and UTAUT to
explain mobile banking user adoption. Computers in Human
Behavior, 26, 760–767.

Zhuhadar, L. (2015). A synergistic strategy for combining
thesaurus-based and corpus-based approaches in building on-
tology for multilingual search engines. Computers in Human
Behavior, 51, 1107–1115.

Yan (Mandy) Dang is the Franke Professor and Associate Professor of
information systems in the W.A. Franke College of Business at Northern
Arizona University. She received her Ph.D. in management information
systems from the University of Arizona. Her research interests include
implementation and adoption of information technology, knowledge-
based systems and knowledge management, human cognition and deci-
sion making, and human computer interaction. Her research has been
published in Journal of Management Information Systems, Decision
Support Systems, Information Systems Frontiers, Journal of the
American Society for Information Science and Technology, and other
journals.

Yulei (Gavin) Zhang is the Franke Professor and Associate Professor of
information systems in the W.A. Franke College of Business at Northern
Arizona University. He received his Ph.D. in management information
systems from the University of Arizona. His research interests include
social computing and social media analytics, text and Web mining,
knowledge management, and information technology adoption. His re-
search has been published in Journal of Management Information
Systems, Decision Support Systems, Information Systems Frontiers,
Journal of the American Society for Information Science and
Technology, and other journals.

Susan A. Brown is the APS Professor and department head of
Management Information Systems in the Eller College of the University
of Arizona. She completed her PhD at the University of Minnesota. Her
research interests include technology implementation, individual motiva-
tions and consequences of IT use, mediated interactions, and research
methods. She has received funding for her research from the National
Science Foundation, and other public and private organizations. Her work
has appeared in leading journals including MIS Quarterly, Information
Systems Research, Organizational Behavior and Human Decision
Processes, Journal of Management Information Systems, Journal of the
Association for Information Systems, and others. She is currently an SE at
MIS Quarterly and coeditor-in-chief at AIS Transactions on Replication
Research. She was named an AIS fellow in 2017.

Hsinchun Chen is University of Arizona Regents’ Professor and Thomas
R. Brown Chair in Management and Technology in the Management
Information Systems Department and Professor of Entrepreneurship &
Innovation in the McGuire Center for Entrepreneurship at the College of
Management of the University of Arizona. He received the B.S. degree
from the National Chiao-Tung University in Taiwan, the MBA degree
from SUNY Buffalo, and the Ph.D. degree in Information Systems from
the New York University. He is a Fellow of IEEE, ACM, and AAAS. He
is author/editor of 20 books, 300 SCI journal articles, and 200 refereed
conference articles covering digital library, data/text/web mining, busi-
ness analytics, security informatics, and health informatics.

718 Inf Syst Front (2020) 22:697–718

http://www.nytimes.com/2012/02/19/books/review/how-an-egyptian-revolution-began-on-facebook.html?pagewanted=all&_moc.semityn.www
http://www.nytimes.com/2012/02/19/books/review/how-an-egyptian-revolution-began-on-facebook.html?pagewanted=all&_moc.semityn.www
http://www.nytimes.com/2012/02/19/books/review/how-an-egyptian-revolution-began-on-facebook.html?pagewanted=all&_moc.semityn.www
https://doi.org/10.1007/s10796-016-9698-y

	Examining the impacts of mental workload and task-technology fit on user acceptance of the social media search system
	Abstract
	Introduction
	Background and theoretical foundations
	Web 2.0 and social media data
	Mental workload
	Task-technology fit
	The unified theory of acceptance and use of technology (UTAUT)

	Research model and hypotheses
	Research method
	Study site
	Lab experiment
	Measurement of MWL
	Measurement of TTF
	Measurement of PE, EE, FC, SI and BI

	Data analyses and results
	Measurement model assessment
	Reliability test
	Internal consistency and validity tests
	Variance inflator factor (VIF) test for formative indicators

	Structural model assessment and hypothesis testing

	Discussion
	Research contributions and implications
	Limitation and future directions

	Conclusion
	Appendix 1. The seven tasks used in the experiment
	Appendix 2. An example of the screenshot of the search function
	References


