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Abstract
In the context of events that involve public voting, such as televised competitions or elections, it has increasingly been recognized that
communication data from social media is related to the outcome. Existing studies mainly analyse the number of messages and their
sentiment, yet the role of different data collection periods has not been examined sufficiently. We collected Twitter data in 2015 and
2016 to examine the relationship between the audience voting of the Eurovision Song Contest and predictors based on quantity and
emotions, and compared the results of using data from before and during the event. We found that the choice of time period greatly
affected the results obtained. Data collected prior to the event exhibited a much stronger association with the final ranking than data
collected during the event. In addition, the model based on pre-event data in 2015 showed considerable accuracy in predicting the
2016 results, illustrating the usefulness of social media data for predicting the outcomes of events outside social media.
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1 Introduction

Social media enables users to discuss their opinions, spread
information, and let others be part of their thoughts and experi-
ences (Larosiliere et al. 2017; Stieglitz et al. 2018a, b). Twitter,
as a microblogging platform with a focus on information shar-
ing and mobile usage, is of increasing importance for the live
channelling of media events (Highfield et al. 2013; Kim et al.
2015; Vaccari et al. 2015). In comparison to posts on social
networking sites such as Facebook, tweets not only reach
friends and direct followers, but also people searching for a
specific hashtag mentioned in the tweet. Therefore, every

Twitter user is able to start a discussion, or to follow and join
debates that are already in progress (Bruns and Burgess 2011;
Marwick and boyd 2011). As of the third quarter of 2017,
Twitter has approximately 30 million monthly active users
(Statista 2017). Tweets are well suited to keep followers updated
even on rapidly changing situations such as crises (Gruber et al.
2015; Eriksson and Olsson 2016; Pond 2016). The platform has
been extensively researched in the crisis communication do-
main (Oh et al. 2013; Stieglitz et al. 2017; Stieglitz et al.
2018a), in political communication (Greene and Cunningham
2013; Stieglitz and Dang-Xuan 2013; Valenzuela and
Bachmann 2015; Nulty et al. 2016), and in the fields of business
and marketing (Dijkmans et al. 2015; Spence et al. 2016).

Twitter data can be collected through its application program-
ming interface (API). The gathered data can be used e.g. for
analysing the intentions of voters during elections and deriving
conclusions from the findings (Maldonado and Sierra 2015),
predicting the stock market (Nann et al. 2013; Nofer and Hinz
2015) or making sales forecasts (Benthaus and Skodda 2015).
One particular phenomenon is the use of Twitter to connect and
support conversations between television viewers. When exam-
ining the Eurovision Song Contest (ESC), a large European me-
dia event and music competition, Highfield et al. (2013) found
that Twitter is an unofficial extension of the event and is used by
viewers all over Europe to communicate in real time. In 2015,
Twitter and Eurovision cooperated officially (Storvik-Green
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2015a), suggesting that tweets may reflect the opinions of the
viewers. Since the event involves a televoting system where
viewers vote for their favourite entries, tweets may be useful to
determine who is likely to win. A survey of the literature with
respect to viable predictors revealed that the volume and the
expressed sentiment of social media data were commonly found
to increase the predictive power of appliedmodels acrossmost of
the areas of research (Schoen et al. 2013; Ceron et al. 2014;
Nguyen et al. 2015). However, some of the results were contra-
dictory, and the previous studies typically only used a single data
set collected over a relatively short time period. It is unclear
whether these relationships persist across several years.

Previous research provides an indication that the period of
data collection plays an important role in the quality of the
predictions (Mishne and Glance 2006). The influence of this
choice remains to be discussed.

In summary, in the context of media events, little is known
about the general nature of predicting the outcomes of this type
of event, using a combination of different predictors such as
volume, sentiments, or the role of the time period considered.

In this paper, we seek to address the current lack of meth-
odological knowledge, by investigating Eurovision Song
Contests 2015 and 2016 as media events and the power of a
model that combines tweet volume and sentiment to predict
the events’ audience voting. Overall, this study aims to answer
two guiding research questions:

1. What is the relationship between tweet volume, tweet sen-
timent and the outcome of amedia event, using the example
of the Eurovision Song Contest audience ranking?

2. What influence does the choice of time period have on the
results obtained in response to the above research question?

To answer the above research questions, we use ordinal lo-
gistic regression and statistical hypothesis tests. The data for
fitting the model was collected before and during the 2015
contest, but before the results were announced. In addition to
that, one year later, we collected data on the 2016 contest. The
benefit of this second data set is twofold. First, it allows us to
measure the predictive accuracy of the regression model by
evaluating howwell the 2015model forecast the 2016 outcome.
Secondly, it allows us to test the same hypotheses as in 2015 a
second time, using the 2016 data instead. This replication of our
own study allows us to see if the previous findings could be
reproduced one year later. This procedure results in a unique
combination of an explanatory goal with a predictive evalua-
tion: hypotheses are derived theoretically and tested statistically,
while at the same time we produce and test a true forecast based
on data collected a year in advance.

The remainder of this paper proceeds as follows: In section
2, we present literature on the prediction of public events
based on social media data analysis. In this section, we derive
four hypotheses from the literature that address the above

research questions. Section 3 describes the research design,
including information regarding data collection and method-
ology. We then present the statistical results and model eval-
uation in section 4, followed by a discussion of the tested
hypotheses, their implications for practice and the limitations
of our approach in section 5. The paper ends with a conclusion
in section 6, including an outlook to further research.

2 Related Work and Hypotheses

2.1 Social Media Analytics and Event Forecasts

In recent years, social media platforms have evolved into pow-
erful communication tools and information sources in daily
life. The analysis of the data requires a systematic approach to
gather, prepare and analyse the data for a specific purpose
(Stieglitz et al. 2014; Wahyudi et al. 2018). Social Media
Analytics is a research field that addresses this issue
(Stieglitz et al. 2018b). By using mixed approaches, such as
social network analyses and sentiment analyses, one can, for
example, identify influential actors in the communication and
the type of content they create (Golbeck et al. 2017). This
information can be used for detecting topics (Chinnov et al.
2015), measuring the reputation of a company (Dijkmans et
al. 2015; Spence et al. 2016), analysing trends (Kaschesky et
al. 2013) or managing events (Calderon et al. 2014).

The analysis of social media data reveals information about
an event, which can be used for improving decision-making in
various domains for specific purposes (Cheong and Lee 2011;
Rudra et al. 2018). In crisis situations, data can be collected and
the content can be analysed (Oh et al. 2013; Stieglitz et al. 2017;
Avvenuti et al. 2018; Stieglitz et al. 2018a), e.g. to detect and
categorize earthquakes in a specific area (Sakaki et al. 2010;
Imran et al. 2015) or to identify an epidemic in its early stages
(Li and Cardie 2013). In political communication, it is possible
to identify and categorize the actors according to their political
affiliation (Greene and Cunningham 2013) and analyse the
emotionality of their content (Stieglitz and Dang-Xuan 2013;
Valenzuela and Bachmann 2015; Nulty et al. 2016).

The presence of all this data has naturally given rise to the
desire to study past behaviour, and ultimately, to forecast the
future (Huberty 2015). Predicting with social media data in
general works well when online behaviour accurately reflects
offline behaviour. During big media events, Twitter often
serves as a Bbackchannel^ that the audience uses to discuss
the event (Highfield et al. 2013). As a consequence, tweets can
mirror the behaviours and opinions of the crowd.

Therefore, search engine queries or posts on microblogging
systems have been used to forecast the spread of epidemics
(Chen et al. 2016; Li et al. 2016), the behaviour of the stock
market (Bollen et al. 2011; He et al. 2016) and the outcomes
of elections (Tumasjan et al. 2010; Burnap et al. 2016; Charles
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and Reid 2016) with varying degrees of success. Successful
forecasts have been made in the context of predicting movies’
box office revenues (Asur and Huberman 2010). In the context
of media events, only little research exists in the context of
predicting an event’s outcome. One of the few exceptions is
the work of Ciulla et al. (2012), which predicted the winner of
the TV show BAmerican Idol^. Pavlyshenko (2013) focused on
a set-theoretic model of key tags for Twitter messages. The au-
thor considers the possibility of applying the theories of frequent
sets, association rules, and formal concept analysis to event fore-
casting using tweet mining and also focused on Eurovision.

Focusing on Twitter specifically, recent research has point-
ed out two main variables that are relevant for predictions: the
number of tweets in a certain time on a specific topic (Ciulla et
al. 2012), and the sentiment expressed in those tweets (Kaya
and Conley 2016). These findings will be discussed in the
following section and are the basis of our hypotheses.

2.2 The Predictive Power of Volume and Sentiment
in Different Time Periods

Especially in the context of predicting political elections, the
number of tweets as the single predictor has proved to be a
popular choice among researchers. The Bone tweet, one vote^
heuristic assumes that a greater attention to a candidate on Twitter
is correlated with a higher likelihood of electoral success.
DiGrazia et al. (2013) suggests that metrics based on message
volume alone could contribute value to election predictions in
USHouse races. In the 2008 US presidential primaries, the num-
ber of Facebook supporters was enough to predict the result
successfully (Williams and Gulati 2008). Sang and Bos (2012)
analysed the possibility of simply counting Twitter messages,
which include mentions of political parties and predict the elec-
tion outcome of a Dutch senate election in 2011. On the other
hand, there is an ongoing debate on whether social media is an
unbiased representation of public opinion that can be used to
predict election results. For example, in British Columbia’s
2001 provincial election, the number of mentions on Internet
message boards did not indicate the relative strength of the parties
(Jansen and Koop 2006). Yet, in the context of media events,
Ciulla et al. (2012) have shown that simple measures quantifying
the popularity of the American Idol participants on Twitter
strongly correlated with their performances in terms of votes. In
summary, previous research has shown contradictory results.
Most studies were based on data from only one event, a serious
limitation. A hypothesis that was true a year ago is not necessar-
ily true today. We consider the ESC a media event similar to
BAmerican Idol^ and therefore propose the following
hypothesis:

H1: There is a consistent, replicable positive relationship
between the number of artist-related tweets and a better
artist ranking in the audience voting.

Kaya and Conley (2016) analysed the accuracy of senti-
ment analysis for predicting the winner of a contest in a TV
show. The authors discuss the possibility of conducting a sen-
timent analysis to predict events and compared several lexi-
cons using a frequency-based statistical classification and k-
means. Focusing on Twitter as a platform for generating social
media data, Stieglitz and Dang-Xuan (2013) have shown that
sentiment positively correlates with the number of retweets, as
well as with the speed of retweeting (time between original
tweet and first retweet). Tweets that express emotions dissem-
inate more quickly through the Twitter network. Besides a
high level of cognitive involvement, certain emotions such
as anger, anxiety, awe, or amusement might trigger a high
level of physiological arousal (Berger 2011), which has been
shown to be a driver of information sharing (Berger 2011;
Berger and Milkman 2012). Content that evokes high arousal
is more viral, while the reverse is true as well (Stieglitz and
Dang-Xuan 2013). It follows that the tweets’ sentiment is of
importance in the emergence of events because it factors into
the awareness, recall, and judgement of information (Fox
2008; Kinsinger and Schacter 2008) as well as the motivation
associated with information behaviour. As for predictions,
Tumasjan et al. (2010) found that the tweets’ sentiment is
correlated with the electors’ preferences in the political con-
text. Moreover, O’Connor et al. (2010) reported similar re-
sults. Furthermore, Thelwall et al. (2011) state that the
expressed sentiment on Twitter around an event does not
change very much. However, most of these results have only
been tested in a single time period. It is questionable whether
they can be generalized. These findings could support predic-
tions only if the relationship between mood on social media
and event outcomes is shown to be relatively stable.
Therefore, we propose the following second hypothesis:

H2: There is a consistent, replicable positive relationship
between the sentiment of artist-related tweets and a better
artist ranking in the audience voting.

There have been a few attempts at combining both vari-
ables, volume and sentiment, for improving prediction results.
Zhang et al. (2011) examined the role of volume and senti-
ment in the field of macroeconomics by analysing Twitter
posts to predict stock market indicators such as the Dow
Jones. They found that for posts including specific emotive
words such as hope, worry and fear, the total number is more
predictive of stock indices than the number and proportion of
their forwarding times and original authors’ followers.
Importantly, they state that checking Twitter for emotional
outbursts of any kind predicts how the stock market will be
going the next day. O’Connor et al. (2010) proposed a simple
model, wherein the share of mentions of John McCain or
Barack Obama and the sentiment attached to those mentions
could provide a leading indicator of performance in
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presidential polling. Among the popular research topics, the
prediction of a movie’s box office revenue, in our opinion,
comes closest to the prediction of a traditional media event,
because it carries similar characteristics. First, both topics
have an entertainment character. Second, in both topics, peo-
ple are influenced by their environment. Various criteria, such
as written reviews by other people, could have an effect on
buying decisions or votes.

Asur and Huberman (2010) found that analysing sentiment
improved the prediction of the success of movies – in com-
parison to only measuring the volume of tweets. From a mar-
keting perspective, previous research in the context of product
sales studied the relationship between the valence and volume
of the electronic word of mouth and sales (Liu 2006; Li and
Hitt 2008; Archak et al. 2011). These results provide further
motivation for the combination of both variables into a pre-
dictive model. Yet, many of these studies are a decade old or
more. It is unclear whether changes in usage habits have led to
changes in these relationships. An important contribution of
our hypotheses H1 and H2 lies with the consideration of the
two data sets (2015 and 2016) in one analysis. Although both
hypotheses have been tested in other contexts, we argue that
analysing both over two years and thus comparing both events
enriches our findings. It allows us to say whether their statis-
tical significance is replicable and their effect size consistent.

Finally, there are few empirical results on the question of
which time period should be chosen for data collection.
According to Yu and Kak (2012), there are no guidelines yet
for choosing a reasonable and accurate time window. In many
studies, researchers do not point out why a specific time peri-
od was chosen during which to collect social media content, a
tendency that becomes problematic when the results depend
on the time period considered (Jungherr et al. 2012). For the
case of movie box office, the number of positive references
after the film was released correlates more with the event
result (prediction of success of the movie) than the total count
in the pre-event period. Hence, in this case the total count from
the post-event period seems to be the better Bpredictor^
(Mishne and Glance 2006). However, a model that uses data
from after an event can obviously not be used to predict its
outcome in advance. Moreover, in the case of a public event
such as Eurovision, the theory of avoidance of cognitive dis-
sonance as well as self-presentation (Festinger and Carlsmith
1959; Schlenker and Goldman 1982) should be considered.
Based on this theory, we assume that people who already
follow the semi-finals, and form as well as disclose their opin-
ions at an early stage are less likely to change their previously
established opinions during the main event. This behaviour
can be explained by the tendency to avoid cognitive processes
that lead to an internal dissonance in the case that the initially
favoured contestant performs worse during the main event.
Such effects can be increased through a perceived external
pressure due to social influence, for instance if the earlier

opinion was expressed visibly to other human beings
(Baumeister and Tice 1984), e.g. via social media. At the same
time, we expect that people who already participated in pre-
event discussions are more likely to also participate in the final
audience voting process, due to an increased engagement and
interest in the topic. Therefore, we assume that data from the
pre-event phase will represent the audience better than the
tweets during the event. Hence, we posit:

H3: The explanatory power of artist-related tweets from
prior to the event is higher than for those from during the
event. This relationship is also valid across more than one
year.

3 Research Design

3.1 Event Description and Data Collection

The ESC has been held annually since 1956, and is one of the
largest music competitions and longest-running television
shows in the world (Georgiou 2008). Held annually in May,
the live contest attracts millions of viewers both from compet-
ing countries and from around the world (Storvik-Green
2015b). It follows a consistent format: competing countries
each select a contestant and song to represent them.
Participating countries have established various procedures
to select their candidates (e.g. national contests such as the
Swedish BMelodienfestivalen^). Members of the European
Broadcasting Association are generally allowed to send a con-
testant to the semi-finals. During each of the two semi-finals,
ten participating countries are selected by the public audience
via telephone and Internet for the finals. Additionally, the Bbig
5^ (Germany, France, UK, Italy, Spain), as well as the host
country automatically qualify, leading to 26 contestants in the
finals. Since 2015, Australia has also participated due to the
popularity of the contest there. In 2015, the country was au-
tomatically qualified, increasing the number of participants to
27; since 2016, they have participated in the semi-finals like
European participants. During the finals, people from each
country can vote for other countries (not for their home coun-
try). Besides this public telephone voting, national juries also
vote in secret. The way public votes and jury votes are com-
bined to select the final ranking is occasionally changed, but
our analysis only considers the public votes. The jury votes are
not published until after the public has finished voting, and are
therefore very unlikely to be reflected in tweets.

The ESC generates a considerable amount of attention
and traffic on social media. In 2015, Eurovision
cooperated with Twitter, who supported the conversation
around the event by implementing Bhashflags^. If a
hashtag of a participating country (e.g. #GER for
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Germany) was included in a tweet, the corresponding
country flag appeared in the shape of a heart.

For our empirical analysis, we used tweets from Twitter in
connection to the ESC. For each year, we examined the four-
day period from the morning of the first semi-final up to the
main event, just before the release of the first results (see
Table 2). We searched for tweets containing at least one of
the following four keywords: #esc, esc2015, eurovision,
esc15.1 The hashtag #esc was presented by the organizers as
an official hashtag on Twitter. A preliminary examination of
the Twitter conversation resulted in the addition of the key-
words esc2015, Eurovision and esc15, which were frequently
used in the context of the event in both years. We decided not
to consider tweets containing the names of the countries or
artists without mentioning Eurovision to avoid tweets that do
not refer to the competition.

We considered a tweet to be about a country if it contained
either the official country hashtag, the Bhashflag^, or the
country’s name. In 2016, unlike 2015, Twitter did not official-
ly support the hashflags. Some Twitter users nevertheless con-
tinued to use the same hashtags as the year before, while other
switched to using the name of the country. Therefore, we
filtered the 2016 data set by the same hashtags as 2015 where
applicable. We did not search for countries that only partici-
pated in the semi-finals, because they do not appear in the
audience voting in the final. Table 1 shows the hashtags and
keywords searched.

The 2015 data set consisted of a total of 689,287 tweets by
198,372 users that included both a Eurovision-related key
word and a country. The tweets contained 862,882 instances
of a country being mentioned either in name or as a hashflag.
The 2016 data consists of 960,870 tweets by 242,063 users
and 1,089,718 country mentions. The number of tweets in-
creased in comparison to 2015: While the number of tweets
using a hashflag dropped slightly from 482,050 to 462,208,

the number of tweets mentioning a country by name increased
by more than twofold from 258,478 to 580,777. This change
in usage habits may have taken place because the official
support for hashflags was discontinued.

We split each dataset into two different periods to examine
H3. As shown in Table 2, the first time period was chosen so
as to cover the two semi-finals and the run-up to the final but
not the actual event itself. The second time period was chosen
to cover the artists’ performances, but excludes the release of
the results.

We did not consider country mentions by users known to
be from the same country as the entry. Eurovision watchers
cannot vote for their own country, but they might tweet about
it. For example, the Swedish contestant might enjoy strong
support from Sweden even if the artist’s performance is me-
diocre. To remove the effects of such patriotic tweets, we
considered the locations entered by users as part of their pro-
file descriptions. If this location contained the name of the
country being mentioned, this mention was excluded from
the analysis (2015: 4.0% of cases, 2016: 3.8% of cases). As
a result, 828,542 country mentions in 2015 were used in the
analysis, and 1,048,137 in 2016.

We counted the number of remaining tweets |Tc|for
each country c, and used the tool SentiStrength to deter-
mine the tweets’ emotions. It has already proven useful in
classifying emotions on platforms such as MySpace and
Twitter (Thelwall et al. 2011; Mousavizadeh et al. 2015;
Debortoli et al. 2016; Wu et al. 2016). The sentiment
analysis algorithm labels every tweet with a positive and
a negative score. The positive score pos and the negative
score neg each vary in the integer range [1; 5] (from not
positive to strongly positive, or from not negative to
strongly negative). To analyse the sentiment, we deter-
mined the sentiment polarity (Pfitzner et al. 2012) of each
tweet and calculated the mean sentiment polarity for each
country to be able to compare them (cf. Table 3).

Additionally, we calculated the ratio of positive to negative
tweets for each country (Asur and Huberman 2010). Each

1 A search for a word such as Beurovision^ also returns all tweets that use the
word as a hashtag, i.e. B#eurovision^.

Table 1 Hashtags and names
of participating countries 2015 2016

27 countries 26 countries

#ALB OR Albania, #ARM OR Armenia, #AUS OR
Australia, #AUT OR Austria, #AZE OR
Azerbaijan, #BEL OR Belgium, #CYP OR Cyprus,
#ESP OR Spain, #EST OR Estonia, #FRA OR
France, #GBR OR United Kingdom, #GEO OR
Georgia, #GER OR Germany, #GRE OR Greece,
#HUN OR Hungary, #ISR OR Israel, #ITA OR
Italy, #LATORLatvia, #LTUORLithuania, #MNE
OR Montenegro, #NOR OR Norway, #POL OR
Poland, #ROM OR Romania, #RUS OR Russia,
#SLO OR Slovenia, #SRB OR Serbia, #SWE OR
Sweden

#ARM OR Armenia, #AUS OR Australia, #AUT OR
Austria, #AZE ORAzerbaijan, #BEL OR Belgium,
#BUL OR Bulgaria, #CRO OR Croatia, #CYP OR
Cyprus, #CZE OR Czech Republic, #ESP OR
Spain, #FRA OR France, #GBR OR United
Kingdom, #GEOORGeorgia, #GERORGermany,
#HUN OR Hungary, #ISR OR Israel, #ITA OR
Italy, #LAT OR Latvia, #LTU OR Lithuania, #MLT
OR Malta, #NED OR Netherlands, #POL OR
Poland, #RUS or Russia, #SRB OR Serbia, #SWE
OR Sweden, #UKR OR Ukraine
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tweet was considered positive if its positive score is higher
than its negative score and vice versa. A ratio of greater than
1 means that there were more positive tweets than negative
ones, and a ratio between zero and one means that there were
more negative tweets. This variable reflects a different facet
than polarity. For example, the mean sentiment polarity of
tweets surrounding a country could be positive but their
ratio less than 1 if there is a small number of highly enthusi-
astic comments but the overall reception is somewhat
unfavourable. The differences in measures of sentiment might
also help explain the apparent inconsistency in results between
many research studies which focused on the volume and va-
lence of reviews and their effect on product sales: Liu (2006)
found that volume increases sales more than valence, while
Chintagunta et al. (2010) found that volume increases sales
less than valence (Rosario et al. 2016). To examine this dif-
ference, we used both.

3.2 Use of the 2016 data

In addition to addressing our research questions, we use the
2016 data to assess the predictive accuracy of our model. This
course of action allows us to infer whether our conclusions
about the impact of the data collection period have implica-
tions for predictive modelling. The literature review showed
several such previous attempts at predicting Eurovision. It is
important to note that models with high explanatory power do
not necessarily display high predictive accuracy on unseen
data. In addition, predictive accuracy cannot be inferred from

explanatory measures such as R2. We therefore have to em-
ploy a separate set of evaluation measures and a separate set of
data to measure predictive accuracy (Shmueli and Koppius
2011). Fortunately, it was possible for us to collect such a data
set in 2016.

Another advantage of the 2016 data set is that it allows
us to challenge the conclusions from the 2015 data by rep-
licating the results. There have been prominent calls for
showing the replicability of results in several disciplines,
from medicine (Ioannidis 2014) to the social sciences
(Schmidt 2009), after several previously accepted findings
were discovered to be spurious (perhaps most famously, the
suggested link between MMR vaccine and autism; see
Taylor et al. 1999). The fraction of spurious findings in
the research literature was estimated theoretically
(Ioannidis 2005) and empirically to be more than half. In
a particularly prominent attempt to replicate 100 psycho-
logical studies, 97 of the original studies had statistically
significant results but only 36 of the replications did (Nosek
et al. 2015). Replication has also been called for in the IS
literature as a potential aid in ensuring that findings can be
generalized (Cheng et al. 2016). In the context of social
media, where platforms change considerably over time, it
is especially important to show that results can be replicated
across time periods (Ruths and Pfeffer 2014). We therefore
also used the 2016 data set to conduct a replication study.
The replication was conducted by following the same ex-
planatory modelling and hypothesis testing procedure as
2015 on the independent sample and comparing the results.

3.3 Choice of Model and Evaluation Criteria

An ordinal logistic regression was conducted to explain the
variation in the outcome variable rank from the predictor var-
iables number of tweets and mean tweet sentiment strength.
The model can be stated as (Harrell 2015):

Pr Y ≥ jjX½ � ¼ 1

1þ exp − α j þ Xβ
� �� �

Table 2 Time periods (in Central
European Summer Time) and
descriptive statistics

Time period No. of tweets No. of users

2015

Entire period 19 May 9:00 AM – 23 May 11:40 PM 689,287 198,372

Pre-event period 19 May 9:00 AM – 23 May 9:00 PM 219,488 70,807

Event period 23 May 9:00 PM – 23 May 11:40 PM 469,803 149,643

2016

Entire period 10 May 9:00 AM – 14 May 11:40 PM 960,870 242,063

Pre-event period 10 May 9:00 AM – 14 May 9:00 PM 217,035 74,503

Event period 14 May 9:00 PM – 14 May 11:40 PM 743,838 193,018

Table 3 Overview of variables

Name Definition

Number of tweets nc = |Tc|

Sentiment
polarity

polarityc ¼ 1
Tcj j ∑

t∈Tc

post−negt

Sentiment ratio ratioc ¼ t∈Tc :post>negtf g
t∈Tc :negt>postf g

Audience rank rankc ∈ {1…27}
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where Y is the outcome (rank), X is the vector of predic-
tors, and the intercepts αj and coefficient vector β are
estimated by a maximum likelihood fitting procedure.
Ordinal logistic regression (OLR) does not assume the
dependent variable to be interval-scaled, and therefore
does not claim a linear relationship between the number
of tweets or sentiment and the rank like an ordinary least
squares (OLS) approach would. OLR also does not make
assumptions about the distribution of the dependent vari-
able conditional on the values of the independent vari-
ables. Our setup for OLR is different from typical OLR
setups in that the dependent variable takes a different val-
ue for each observation, instead of there being several
observations per Bclass^. However, another advantage of
OLR is that it can handle this case (Harrell 2015). We
used the statistical software package R (R Core Team
2016) and the R package rms (Harrell 2017) to perform
the required calculations.

Prior to carrying out the regression analysis, the num-
ber of tweets was log-transformed and both predictors
were standardized by subtracting the sample mean and
dividing by the sample standard deviation. We log-
transformed the number of tweets because we hypothesize
a percent increase in the odds of obtaining a better rank to
be associated with a percent increase in the number of
tweets, instead of an absolute increase in the number of
tweets. The standardization allows us to ignore changes in
the overall number of tweets or mean sentiment over the
years. For the purpose of explaining variation in the rank-
ing, only the relative differences between the numbers and
sentiments of tweets about participants in any given year
matter.

Evaluation measures for ordinal data differ from the ones
typically used for nominal data (such as accuracy, precision
and recall) or interval-scaled data (such as MAPE and
PRESS). As an explanatory measure of model fit on the orig-
inal data, we use Nagelkerke’s pseudoR2 andWald’s Z test for
the individual coefficients as well as the likelihood ratio model
fit test for the entire model. As a measure of predictive accu-
racy on unseen data, compare the predicted means from the
ordinal regression model to the true ranks using Spearman’s ρ
and Kendall’s τ, and the mean absolute difference (MAD).
The former two are widely used measures of association for
ordinal data (Harrell 2015). The latter has the advantage of
being easy to interpret.

In summary, we first carried out the described explanatory
modelling procedure using ordinal logistic regression based
on the 2015 data set. We then used 2016 data for two distinct
purposes, the evaluation of the predictive accuracy of the 2015
model and the replication of the results of the hypothesis tests,
and we used different evaluation criteria for each goal. Table 4
summarizes this research design.

4 Findings

4.1 Voting Results

Table 5 shows the results of the voting in the 2015 ESC. In
2015, each country awarded 12, 10 and 8 to 1 points to other
countries. Entries ranked outside a country’s top ten choices
did not receive points. As always, countries were not allowed
to vote for their own entry, and the points awarded by a coun-
try were calculated from two separate votes, the jury vote and
the televoting. The latter was carried out via the official app,
text messages and phone calls. Both were weighted equally to
calculate the points awarded, but the results of the two votes
were also published separately.2 As mentioned above, we use
placements derived from the audience voting alone as the
dependent variable because we analyse the communication
of that very audience on Twitter. As shown in Table 5, the
televoting results differ slightly from the total ranking. For
example, Sweden won according to the aggregated result,
but without the jury votes, Italy would have won.

4.2 Descriptive Statistics

To provide an overview of the measured variables, Table 6
shows summary statistics. The number of tweets is higher for
countries with a good ranking (Spearman’s ρ = −0.64; the cor-
relation is negative because a better rank is represented by a
lower number). The countries with the highest number of
English-language tweets are Australia, Sweden and Russia.
Romania, Cyprus and Montenegro account for the lowest
volume.

For sentiment polarity, the range of possible values is −5 to
+5, where 0 indicates balanced sentiment. Mean sentiment
was positive for all countries. The rank correlation shows that
countries with a better ranking clearly tended to have more
positive tweets (Spearman’s ρ = −0.43 for polarity). Latvia,
Lithuania and Belgium have the most positive mean senti-
ment; Australia, France and Hungary have the lowest mean.

4.3 The Choice of Time Period, Part I

We fit the ordinal logistic regression model to the entire data
set to examine H1 and H2 regarding the influence of the num-
ber of tweets and sentiment on the audience rank. Since two
different variables for measuring sentiment have been
discussed in the literature, we fit two separate models, one
using sentiment polarity, and one using the positive-to-
negative ratio. The model with sentiment polarity resulted in
a much better fit (cf. Table 7). To investigate the impact of the
choice of time period on the results (H3), we fit two more
models, one to the data collected before the event, up to

2 https://www.eurovision.tv/page/results Accessed 29 November 2017.
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9 pm the night of the event, and another to from the data
collected during the event. The results are reported in Table 7.

The difference in pseudo R2 between the models is sub-
stantial. For all models, the likelihood ratio test rejects the null
hypothesis that the model fit is no better than chance (p <
0.0001). However, the model that uses the data from the pre-
event period is much better than the model from during the
event. An inspection of the variables reveals that the associa-
tion of the variable number of tweets and the final ranking is
much weaker in the period of the event (Spearman’s ρ = −.40)
than in the whole data set. In contrast, the association is slight-
ly higher for the pre-event period (ρ = −.86).

Although the models are not reported here in full for the
sake of brevity, this finding is the samewhen sentiment ratio is
used in the model instead of polarity (pseudo R2 = .715 for
pre-event tweets, and pseudo R2 = .193 for tweets from during
the event). However, since sentiment polarity leads to a better
fit, we use this variable throughout the rest of the analysis.

4.4 Evaluation of Predictive Accuracy: Predicting
the 2016 Ranking

The above measures of model fit can only be calculated in
retrospection, once the results are known, because the param-
eters were chosen to achieve the best fit on the available data.
We next use the model that was fit to the 2015 data to predict
the results of Eurovision 2016, in order to evaluate its predic-
tive accuracy.

The 2016 event saw a slight change in the voting system.
Both the juries and the audience from each country now each
awarded 12, 10 and 8 to 1 points to other countries. Again,
voters could not vote for their own country. The ranking de-
rived from the audience voting alone was different from the
final ranking, and we attempted to predict the audience rank-
ing. Table 8 shows both rankings. Table 9 shows summary
statistics for 2016.

We calculated the predictions for 2016 from tweets before
the event and using the 2015 model parameters. The mean
absolute deviation between the raw predictions and the actual
ranks is 4.88. We compared our model against the random
guessing baseline using a number of common statistics for
the comparison of ordinal data as well as MAD. For each of
the statistics, we calculated the median and upper and lower
confidence interval bounds using a Monte Carlo approxima-
tion (1.000.000 iterations). Table 10 shows that the model
compares favourably to the baseline according to all statistics.
The probability of obtaining a MAD as good as the one from
our model through random guessing is less than 0.3%. We
conclude that our predictions are clearly better than random.

4.5 The Choice of Time Period, Part II: Replicating
the 2015 results

We constructed the same linear regression model as previous-
ly, this time using the 2016 data set. Table 11 summarizes the
results.

Table 5 Final Ranking
Eurovision 2015 Country Total Audience Country Total Audience Country Total Audience

Sweden 1 3 Serbia 10 10 Romania 15 12

Russia 2 2 Georgia 11 13 Armenia 16 11

Italy 3 1 Azerbaijan 12 14 Albania 17 9

Belgium 4 4 Montenegro 13 18 Lithuania 18 16

Australia 5 6 Slovenia 14 19 Greece 19 21

Latvia 6 8 Romania 15 12 Hungary 20 22

Estonia 7 5 Armenia 16 11 Spain 21 20

Norway 8 17 Albania 17 9 Cyprus 22 23

Israel 9 7 Lithuania 18 16 Poland 23 15

Table 4 Summary of research design

Research goal Evaluation measures Data set Purpose Relevant sections

Explanatory (Test hypotheses) Pseudo R2, p values from Z test and
model fit likelihood ratio test

2015 Hypothesis testing 4.3

2016 Replication 4.5

Predictive (Assess predictive accuracy) Spearman’s ρ, Kendall’s τ,
Mean Absolute Difference (MAD)

2015 Training 4.4

2016 Testing 4.4
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The overall fit, as measured by the pseudo R2, is not as
good as 2015. A closer look at the individual time periods
(cf. Table 11) reveals that again, the fit is much better when
only tweets from before the event are included in the analysis.
The standardized regression coefficients are especially well-
suited for comparing the two years. For the variable number of
tweets, they are fairly similar to the ones observed in 2015. For
the entire period and the pre-event period, they are within one
standard deviation. However, for the variable sentiment polar-
ity, they are close to zero. In stark contrast to 2015, the senti-
ment of the tweets about a country and its final ranking were
seemingly unrelated (Spearman’s ρ = −0.10).

5 Discussion

5.1 Results

After removing patriotic mentions of one’s own country, so-
cial media data reveals the relative strengths of contestants.
The ordinal logistic regression, using the number of tweets
and sentiment from the entire period in 2015, is a reasonably

good fit. The model likelihood ratio test is significant (p
< .0001). In addition, the standardized regression coefficient
indicates a strong association between the number of tweets
predictor and the outcome. These results support hypothesis
H1, a finding consistent with previous research (Williams and
Gulati 2008; Tumasjan et al. 2010; Ciulla et al. 2012;
DiGrazia et al. 2013).

As for Hypothesis H2, the variable sentiment polarity is
significant in the model (p = .0234). The coefficient indicates
a strong association. The hypothesis can be considered tenta-
tively supported. Again, this result is in line with similar find-
ings reported in the past (Asur and Huberman 2010; Gayo-
Avello et al. 2011; Mehndiratta et al. 2014).

With respect to the time period, the data gathered in the pre-
event period proved to be of much greater use (pseudo
R2 = .740) than the tweets that were posted during the event
(pseudo R2 = .209). Hence, the time period for data collection
had a considerable influence on the results. The tweets posted
before Eurovision are valuable indicators of artist popularity
among those loyal fans who will later, during the event, spend
money to vote, and these fans do not change their opinion
overnight. For entertainers and executives, this means that

Table 7 Eurovision 2015: Ordinal logistic regression model summaries for the different time periods (dependent variable: audience rank)

β SE β Wald Z p

Entire period (R2 (Nagelkerke) = .431; LR χ2 = 15.19, p = 0.0005)

Log(no. of tweets) −1.3733 0.4380 −3.14 .0017

Sentiment ratio −0.4086 0.3645 −1.12 .2624

Entire period (R2 (Nagelkerke) = .511; LR χ2 = 19.29, p < 0.0001)

Log(no. of tweets) −1.5130 0.4292 −3.53 .0004

Sentiment polarity −0.8122 0.3576 −2.27 .0231

Pre-event period (R2 (Nagelkerke) = .740; LR χ2 = 36.23, p < 0.0001)

Log(no. of tweets) −3.2220 0.7420 −4.34 < .0001

Sentiment polarity −0.6254 0.4069 −1.54 .1243

Event period (R2 (Nagelkerke) = .209; LR χ2 = 6.31, p = 0.0425)

Log(no. of tweets) −0.6945 0.3645 −1.19 .0567

Sentiment polarity −0.3765 0.3351 −1.12 .2612

Table 6 Descriptive statistics and correlations (Spearman’s ρ) for the 2015 data

Before event During event Entire time frame

Descriptive statistics

Variable Mean Std. dev. Mean Std. dev. Mean Std. dev.

No. of tweets 11790.7 4769.0 18896.2 10288.0 30686.7 13703.5

Sentiment polarity 0.780 0.143 0.488 0.200 0.610 0.150

Sentiment ratio 8.913 3.100 3.896 1.750 5.005 1.769

Correlations

Sentiment polarity Sentiment ratio Sentiment polarity Sentiment ratio Sentiment polarity Sentiment ratio

No. of tweets .278 .118 .199 .404 .211 .312

Sentiment polarity .659 .896 .907
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the performances at the main event do not seem to matter
much when it comes to convincing the audience to cast a vote,
and therefore the performances at smaller events leading up to
it should be prioritized, as should building a positive image
early on. For researchers, it means that the choice of time
period is crucial and should be justified well instead of being
made arbitrarily. Alternatively, studies should be conducted
repeatedly using different data sets to demonstrate that the
results do not depend on the time of data collection.
Especially the higher usefulness of pre-event data should be
tested in other contexts. For example, in the context of an
election, our results would suggest that the opinions on social
media expressed by those who already know which candi-
dates they like days before the event might be more indicative
of the final outcome than tweets from during the election.

We considered both sentiment polarity (Pfitzner et al.
2012) and sentiment ratio (Asur and Huberman 2010) to quan-
tify the emotionality in tweets. Polarity resulted in a better fit.
This result confirms the suspicion that differences in sentiment
measures might help explain inconsistent previous results
(Rosario et al. 2016). It also implies that researchers should
pay close attention to the choice of sentiment measure, as it

may considerably affect model fit. However, in our model, the
main finding regarding the time periods was observed with
both sentiment measures. These results strengthen our conclu-
sions from the time periods.

5.2 Evaluation and Replication

Our model is useful for predicting the results of future instal-
ments of the ESC. Importantly, the calculation of the predic-
tion only required the 2015 data (tweets and results), and
tweets collected prior to the event in 2016. It is therefore
possible, with this method, to calculate and publish the pre-
diction before the event begins. This true prediction of the
future is in contrast to Bpredictions^ whose calculation re-
quires knowledge of the final result or data collected after
the event, e.g. when researchers only report R2 or other mea-
sures of fit (Shmueli and Koppius 2011) to evaluate a model,
or calculate the correlation between a film’s opening weekend
revenue and the sentiment of blog posts written after the open-
ing weekend (Mishne and Glance 2006).

One of the roles of predictive analytics in research is to
assess the relevance of scientific models and theories in

Table 9 Descriptive statistics and correlations (Spearman’s ρ) for the 2016 data

Before event During event Entire time frame

Descriptive statistics

Variable Mean Std. dev. Mean Std. dev. Mean Std. dev.

No. of tweets 9618.9 5836.11 30,694.3 14,984.5 40,313.0 19,067.1

Sentiment polarity 0.579 0.176 0.356 0.194 0.415 0.165

Sentiment ratio 4.802 1.964 2.951 1.398 3.216 1.273

Correlations

Sentiment polarity Sentiment ratio Sentiment polarity Sentiment ratio Sentiment polarity Sentiment ratio

No. of tweets .102 −.001 −.099 −.051 −.101 .028

Sentiment polarity .888 .950 .936

Table 8 Final ranking of Eurovision 2016

Country Total Audience Country Total Audience Country Total Audience

Ukraine 1 2 Belgium 10 16 Israel 14 22

Australia 2 4 Netherlands 11 17 Latvia 15 13

Russia 3 1 Malta 12 21 Italy 16 18

Bulgaria 4 5 Austria 13 8 Azerbaijan 17 12

Sweden 5 6 Israel 14 22 Serbia 18 11

France 6 9 Latvia 15 13 Hungary 19 14

Armenia 7 7 Italy 16 18 Georgia 20 20

Poland 8 3 Azerbaijan 17 12 Cyprus 21 15

Lithuania 9 10 Serbia 18 11 Spain 22 23
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practice (Shmueli and Koppius 2011). As demonstrated in
the related work section, prior research has shown for a
large variety of events that the number and sentiment of
tweets are correlated with the outcomes. Our research
confirms that this relationship is useful in practice and
can be exploited to build a workable predictive model.
We focused on Eurovision, which is convenient because
the outcomes are published so others can reproduce our
research more easily. Yet, given the large number of pub-
lications that have shown this relationship for a wide va-
riety of events, there is good reason to believe that our
method can be applied to other data with more immediate
implications for business, such as product sales.

Our results also demonstrate the importance of replica-
tion studies. The 2016 replication confirmed some, but
not all of the hypotheses that were confirmed by the
2015 data (see Table 12). More precisely, the 2016 data
provide additional evidence for hypotheses H1 (p = .0005)
and H3 but do not support H2 (p = .8539). These results
further demonstrate the relationship between the number
of tweets and voting results, as well as the influence of
the time period considered in the course of data collec-
tion. However, they call the usefulness of the predictor
sentiment polarity into question. In that sense, they are
inconsistent with previous research that found sentiment
a valuable predictor.

If the association between social media sentiment and votes
cannot be established with certainty, this has important impli-
cations for practice. It may mean that current methods of mea-
suring tweet sentiment do not capture user opinion accurately
enough. Even the most up-to-date machine learning methods
for three-way (positive/neutral/negative) sentiment classifica-
tion, most of which make use of deep neural networks and
word embeddings, only achieve an accuracy of 60–70%
(Nakov et al. 2016).

6 Limitations

An important limitation of our data collection approach is due
to the selection of hashtags and keywords.We decided to track
only the official hashtags for each country and mentions of the
country’s name but might have missed relevant content as a
result. Of course, this limitation is common to all analyses of
subsets of Twitter data.

Secondly, such a simple model with only two pre-
dictors is, of course, not an adequate causal model for
the outcome of a complex real-world event such as
Eurovision, especially one with such an intricate voting
procedure. In the absence of information on the actual
number of votes, we had to rely on the rank as a crude
approximation. However, we were only interested in
examining the relationship between outcome and vari-
ables based on social media data, and what matters in
the context of this study is that the association with the
number of tweets (H1) was observed consistently, in
both years, and that it was so strong, while another
(H2) could not be replicated.

In addition, opinions expressed by Twitter users do not
necessarily reflect the thoughts of the actual voters since the
two groups are usually not identical. However, as long as their
opinions correlate, one can be used to infer the other to some
extent. The empirical results of our analyses indicate that there
is indeed an association strong enough to be useful for making
predictions in this context.

The goal of our research was not to maximize predictive
power. Instead we assessed the accuracy of an explanatory
model. We have shown that incorporating social media data
is likely to improve the performance of an existing model that
uses information from outside social media, and the time of
data collection plays a crucial role.

7 Conclusion

Media events like the ESC generate a great deal of buzz on
social media and Twitter in particular. The competition takes
place each year in a similar manner, making it comparable
from one year to another. Furthermore, since 2015, the

Table 11 Eurovision 2016: Linear regression model summaries for the
different time periods (dependent variable: audience rank)

β SE β Wald Z p

Entire period (R2 (Nagelkerke) = .425; LR χ2 = 14.36, p = 0.0008)

Log(no. of tweets) −1.6861 0.4854 −3.47 .0005

Sentiment polarity −0.0734 0.3986 −0.18 .8539

Pre-event period (R2 (Nagelkerke) = .483; LR χ2 = 17.12, p = 0.0002)

Log(no. of tweets) −1.7821 0.4673 −3.81 .0001

Sentiment polarity 0.4488 0.4419 1.02 .3098

Event period (R2 (Nagelkerke) = .267; LR χ2 = 8.07, p = 0.0177)

Log(no. of tweets) −1.1708 0.4147 −2.82 .0048

Sentiment polarity 0.0735 0.4001 0.18 .8542

Table 10 Evaluation of predictive accuracy (using 2015 data for
training, and 2016 data for testing)

MAD Spearman’s ρ Kendall’s τ

Random (95% upper CI) 10.77 0.39 0.27

Random (median) 8.69 0.00 0.00

Random (95% lower CI) 6.46 −0.39 −0.27
Tweets + Sentiment 4.88 0.60 0.43

Inf Syst Front (2020) 22:395–409 405



connection between Twitter and Eurovision has been stronger
than ever due to the introduction of Bhashflags^ as well as an
increasing Twitter usage in general (e.g. via mobile devices).
Because of these aspects, we consider the ESC a unique op-
portunity to gain a better understanding of the explanatory and
predictive power of social media data in the context of media
events. In particular, we analysed tweets regarding their vol-
ume and expressed sentiment to examine their relationship
with the results of the televoting, and to forecast the 2016
ranking using a predictive model trained on 2015 data. The
volume of tweets related to an artist alone is a significant
predictor of the artist’s ranking, a hypothesis supported by
both the 2015 and the 2016 data. Our second hypothesis,
however, regarding the sentiment expressed in those tweets,
was not consistently supported. The third hypothesis com-
bines the two variables, positing that a model using both of
them is more accurate than if either of them is considered
independently. In addition to this, we examined whether the
timeframe in which those tweets were posted is of any signif-
icant influence to the predictive power of such a model (as
proposed in H3). Our hypothesis that the data gathered before
an event provides better results than the data gathered during
an event in such an analysis was repeatedly confirmed.

One fundamental contribution of our research that goes
beyond existing studies is that it has made apparent how de-
pendent the results of social media-based analyses are on the
chosen time frame. This is true on a small scale, when one
decides when to start and when to finish data collection for a
particular event. It is also true on the larger scale, since the
results obtained in 2015 and 2016 differed considerably. If
results fail to generalize between two instalments of the same
competition, there is obviously cause for concern.

Our approach nevertheless yielded a prediction model
whose accuracy was apparently unaffected by this result. For
practical applications, the issue may not be as serious as one
might think. Social media has been established as a useful
source of information for forecasting. Still, more research is
needed on the circumstances that determine the usefulness of
individual predictors, and to examine which results generalize.
Only if we compare different data sets from various time

periods and possibly different social media, we will be able
to identify the patterns that are spurious or short-lived, and the
ones that hold up.
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