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Abstract
The use of online social media for post-disaster situation analysis has recently become popular. However, utilizing information posted
on social media has some potential hazards, one of which is rumor. For instance, on Twitter, thousands of verified and non-verified
users post tweets to convey information, and not all information posted on Twitter is genuine. Some of them contain fraudulent and
unverified information about different facts/incidents - such information are termed as rumors. Identification of such rumor tweets at
early stage in the aftermath of a disaster is the main focus of the current work. To this end, a probabilistic model is adopted by
combining prominent features of rumor propagation. Each feature has been coded individually in order to extract tweets that have at
least one rumor propagation feature. In addition, content-based analysis has been performed to ensure the contribution of the extracted
tweets in terms of probability of being a rumor. The proposed model has been tested over a large set of tweets posted during the 2015
Chennai Floods. The proposed model and other four popular baseline rumor detection techniques have been compared with human
annotated real rumor data, to check the efficiency of themodels in terms of (i) detection of belief rumors and (ii) accuracy at early stage.
It has been observed that around 70% of the total endorsed belief rumors have been detected by proposed model, which is superior to
other techniques. Finally, in terms of accuracy, the proposed technique also achieved 0.9904 for the considered disaster scenario, which
is better than the other methods.
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1 Introduction

Natural disasters in recent years (e.g., Nepal Earthquake 2015,
Chennai Flood 2015 etc.) have posed a great threat to mankind

by claiming innocent human lives and causing huge loss of prop-
erty. There have been continuous efforts in minimizing such
losses. There lie many problems and constrains while performing
post-disaster relief work. The intermittent unavailability of net-
work infrastructure (like GSM, Internet) leads to the disruption of
communication in a post-disaster situation and causes major
hardship in gathering relevant information regarding the disaster
in real-time. However, it is not often that the network infrastruc-
ture is completely disrupted in disaster situations. Even in case of
large-scale disasters like the 2015 Nepal Earthquake1, or the
2015 Chennai floods2, it has been observed that the network
connectivity still persists in small pockets. This selective avail-
ability of network infrastructure, along with the ubiquity of mo-
bile phones and smart phones, has given rise to various alterna-
tive sources of information like Online Social Networks (OSNs)
for understanding and analyzing post-disaster scenarios. Efficient
relief work in post-disaster phase requires accurate up-to-date
static and dynamic information. To obtain a complete picture of

1 https://www.pcworld.com/article/2914972/internet-steady-in-nepal-after-
earthquake-but-lastmile-connectivity-an-issue.html.
2 http://www.channelworld.in/news/after-nepal-earthquake%2C-internet-
connectivity-is-key-moved.
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the scenario, information from many different sources needs to
be integrated and put together.

Nowadays, information from OSNs like Twitter, Facebook,
etc. is extensively used for getting an overview in disaster sit-
uations, for relief and need assessment (Dhanjal et al. 2011). To
that effect, the information content shared on the OSNs by
general users is also being increasingly used. In this way, direct
human observation is included, often from ground zero (actual
site of the disaster), to obtain an enhanced environmental
knowledge, and to further optimize the planning process using
various multi-objective optimization techniques (Zhao et al.
2017). OSNs, especially Twitter, have made large-scale data
collection from the general public and official sources very
convenient and popular. Freely available, huge quantities of
Twitter messages (tweets) have been mined and researched in
the recent past for various disaster-related applications.

However, utilizing information posted on OSNs has some
potential hazards, one of which is rumor or unverified infor-
mation. In post-disaster situations, millions of tweets are
posted from different verified/non-verified Twitter accounts.
The people present in the disaster-affected sites post about
what they are witnessing (Liu et al. 2014). But, the people,
who are not present at the disaster site might propagate infor-
mation posted by others and cite information links from other
sources, without knowing the actual facts (Liu et al. 2014;
Laniado et al. 2017). In a post-disaster scenario, due to lack
of proper knowledge or news media intervention, many users
post unverified information which makes up rumors
(unverified claims). It has been observed that some people
support those unverified claims by either re-tweeting them,
or by manipulating the information (Zhao et al. 2015). Such
behavior can provide a channel for the propagation of rumors
in the network. In a disaster situation, it is often time-
consuming to confirm various facts; also, people are naturally
anxious and panicky during such times. Hence, people often
re-tweet any disaster-related tweet obtained from the users
they follow, or simply contrive the news in order to fill the
blanks of the partial stories available to them (Nekovee et al.
2007; Doerr et al. 2012). Such behavior of users often leads to
rapid propagation of rumors in OSNs like Twitter.

Note that, in (Sen et al. 2015), authors claimed that most of
the situational tweets during any crisis situation are centered
on a finite set of disaster-related content words. Rumors can be
characterized as situational tweets, containing disaster-related
content words. Thus, at any particular point in time, a limited
set of situational tweets are propagating along an OSN due to
the limited amount of knowledge among the users in the net-
work. Some prominent features of rumor propagation have
been discussed in (Kwon et al. 2013a, b) - several rumor
features like temporal, structural, linguistics, social ties have
been analyzed to characterize rumors. These distinct features
of rumor propagation in OSNs motivated us to design a novel
rumor detection model by implementing the features more

systematically, for efficient detection of rumors at early stages
in any post-disaster situation. Through individual coding of
each feature, the proposed model seeks to check whether ef-
ficient rumor detection is possible at an early stage in the
aftermath of a disaster.

The tasks performed by the proposed model are fivefold:

1. At any point of time, from the collected tweets related to a
disaster situation, a set of informative and mixture tweets
is extracted.

2. From the set of informative and mixture tweets,

(a) a cluster has been prepared by extracting tweets which
satisfy rumor propagation features like structural, lin-
guistic, social ties (Kwon et al. 2013a, b), and

(b) two trained experts have been involved to detect actual
rumors from among the clustered tweets.

3. In the next phase, the popular Oh et al. (2013) rumor
detection model has been adopted to check the presence
of five rumor causing factors in each tweet in the cluster.
Other recognized lexicon factors (e.g., Word Relevance
(WR), Relevance Factor (RF) and Global Relevance
(GR)) have also been tested for each tweet in the cluster.

4. The rumor probability of each tweet in the cluster is com-
puted, considering rumor causing factors as well as lexical
factors in the content of each tweet.

5. The tweets with high rumor probability are extracted and
compared with actual rumors (as identified by human ex-
perts, in Step 2b) to check the efficiency of the proposed
technique.

In the present work, tweets from the devastating flood in
November–December 2015 in the Indian city of Chennai, have
been collected and analyzed for rumor detection. Different in-
stances of the proposed model have been built upon modern
advancement of NLP for microblogs (Corvey et al. 2010). It
can be noted that the proposed model concentrates on both
prominent features as well as content-based analysis. Thus, at
first, for each informative or mixture tweet, the possibility of
the posted tweet being a rumor is determined (Step 2a). If the
possibility is high, then the rumor probability has been evalu-
ated by utilizing the content-based features of that tweet (Step
3). By integrating various existing microblog data processing
aspects, a real-time rumor detection scheme has been devel-
oped for post-disaster situation.

The rest of the paper is organized as follows. In Section 2,
prior works on rumor identification and spreading have been
discussed. Section 3 discusses the tweet collection procedure
for the present work. In Section 4, the proposed rumor detection
model has been described in detail. After analyzing the perfor-
mance of the proposed technique, the results have been present-
ed in Section 5. We finally conclude the paper in Section 6.
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2 Related Works

Several studies have been performed on various dimensions of
rumor analysis in microblogs. Till now, the studies on rumors
in micro-blogs are mainly concentrated on three different di-
mensions as follows:

a) Various rumor theories have been studied to analyze dif-
ferent factors that cause rumors, factors that enhance a
rumor to further propagate, and the trustworthiness of a
tweet. Many variations of rumor have also been studied in
the literature of communication studies.

b) Different rumor detection models have been proposed,
using different features like social behavior, content-
based network, etc.

c) Rumor control strategies have also been adopted, based
on anti-rumor spreading, analyzing rumor life cycle, etc.

2.1 Rumor Definitions

While defining rumor, Rosnow andKimmel defined a rumor as
Bunverified proposition or belief that bears topical relevance for
persons actively involved in its dissemination^ (Rosnow 1991;
Kimmel 2013). According to them Bany report, statement or
story that one has heard for which there is no immediate evi-
dence to verify its truth^ can be considered to be a rumor.
According to Buckner (Buckner 1965), rumor is defined as
BUnconfirmed message passed from one person to another …
that refers to an object, person or situation rather than an idea or
theory .̂ The authors in (Zhao et al. 2015) defined rumor as a
controversial and fact-checkable statement.

These different rumor definitions show some characteris-
tics of rumor are: (i) rumor generally arises in the context of
ambiguity, (ii) any statement which is unverifiable, which
does not have any valid proof can be considered as a potential
rumor. However, uncertain truth value does not mean that
rumors imply false information. All existing definitions des-
ignated rumor as unconfirmed statement or statement without
any valid evidence. There is always a possibility that uncon-
firmed statements are true. But due to the absence of authentic
knowledge, they might be interpreted as a rumour. In recent
days, with the increasing use of OSNs & news media, a large
number of micro-blog users and reporters actively engage in
generating or propagating news/views about any particular
trending topic (Asur and Huberman 2010) which might also
include crisis situations. Therefore, any unconfirmed true state-
ment might not take much time to be known to everyone. On
the other hand, there might be certain stories about which news
media or government sources fail to convey the actual infor-
mation within a finite amount of time. These stories often lead
people to manipulate or twist the information, question the
credibility of the information and circulate various statements

related to those stories. As a result, those unverified factual
statements propagate rapidly and sustain for a longer period
of time that unnecessarily creates nuisance, panic, etc. among
the different group of people. From these insights and various
definitions of rumors, it is evident that rumor is an Bunverified
factual information propagating through the network, which is
either accepted or rejected or questioned by the community .̂

2.2 Theories on Rumor Propagation

In (Oh et al. 2010), the authors pointed out that information
with credible sources contributes to suppressing the level of
anxiety in the Twitter user community, which leads to rumor
control and high information quality. Another work (Mendoza
et al. 2010) pointed out the property of propagation of rumors
in tweets. It was found that the propagation of tweets that cor-
respond to rumor differs from that of tweets that spread news
because rumors tend to be questioned more than regular infor-
mation by the Twitter community. This observation implies that
it is possible to detect rumors using aggregate analysis on
tweets. The work (Oh et al. 2013) proposed a model that uses
five rumor-causing factors - Anxiety, Source Ambiguity,
Content Ambiguity, Personal Involvement and Directed
Messages - to predict the probability of rumor generation and
spreading. An extension to the above work has been performed
in (Liu et al. 2014), where the authors used a slightly modified
model on the retransmitted tweets. The properties of Online
Social Networks that enable rumors to propagate faster have
been studied in (Doerr et al. 2012). During simulation, it was
observed that in Twitter, rumor related to a particular topic
propagates to an extensive set of users within a very short
duration.

In (Kwon et al. 2013a, b), several rumor propagation fea-
tures were illustrated. From those feature illustrations, the fol-
lowing four properties of rumors can be concluded:

(i) Any rumor related to a certain topic is influential for a
short time window when no news media is capable of
capturing the actual facts about the topic. (Temporal)

(ii) During this short time frame, the rumor topic becomes
skeptic when it enters any denser social network.
(Structural)

(iii) Statements related to a rumor topic usually carry higher
sentiments than statements related to non-rumor topic.
(Linguistic)

(iv) People’s trust in information obtained from their friends,
and discussion about any unverified information within
a group where people know each other, leads rumors to
propagate faster. (Social Tie)

The rumor theories discussed above clearly points out sev-
eral factors that cause/ enhance rumors to propagate in OSNs
like Twitter. Lack of veracity and trustworthiness about any
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information primarily leads users to further propagate any
unverified information. The lack of proper knowledge regard-
ing any topic is actually why rumors are often able to influence
a large number of members in an OSN.

It is clear that rumor detection models, which might be able
to detect rumors propagating in OSNs at early stage in any
crisis situation, are practically necessary. The rumor propaga-
tion theories can help in developing such models– it is possible
to enact rumor propagation theories in rumor detection models
in such a way that any tweet related to rumor can be flagged at
an early stage.

2.3 Rumor Detection Models

A number of rumor detection models have been proposed in
literature.We briefly discuss these models, along with some of
their limitations in the application in a post-disaster scenario,
which motivated us to develop the model in the present work.

The authors of (Zhao et al. 2015) proposed a rumor detec-
tion technique based on finding ‘enquiry phrases’, clustering
similar posts together, and collecting related posts that do not
contain these simple phrases. They also ranked the clusters by
their likelihood of containing rumors. The method in (Zhao
et al. 2015) mainly consists of identifying signal tweets (tweets
containing verification or correction phrases) as they are the
good indicators for rumors; however, indicators like verifica-
tion or correction usually appear at later stages of rumor prop-
agation, and hence have limited applicability in early detection
of rumors.

The work (Dayani et al. 2015) was a retrospective analysis
of a rumor dataset, which applied Machine Learning tech-
niques for detection of tweets spreading rumors. The work
mainly focuses on tracking the users who endorsed rumor
tweets on some topics in the year 2009. The machine learning
techniques used in this work for rumor detection are based on
factors that are not applicable for rumor detection at an early
stage in a post-disaster situation.

In (Yang et al. 2015), the authors mainly focus on automatic
‘hot topic’ detection by combining bursty term detection and
sentence modeling. The proposed model first detects hot topics
and then applies three rumor classifiers for detection of rumors. A
method for exploring three categories of features for identifica-
tion of rumors has been designed in (Qazvinian et al. 2011). This
work shows that the content-based features are very effective for
rumor identification. However, the model has been implemented
on four rumor topics, three of which are not related to any
disaster.

The authors in (Dayani et al. n.d.) focused on content-level
analysis of rumors. A data repository was built, containing
tweets related to various rumor topics. After that, a step-by-
step procedure was used to find whether tweets posted on
Twitter are related to any of the rumor topics stored in the
repository; if a match is detected, and then the tweet’s

sentiment value is extracted and compared with the tweets
on the same topic in the repository. Finally, tweets that are
found similar are added to the repository, and so on. Due
to the establishment of a repository, the technique in
(Dayani et al. n.d.) can only detect tweets related to those
rumors that are already present in the repository.
However, in a post-disaster situation, new rumors might
propagate with respect to time; hence this method would
not be suitable for such scenario.

The work (Yang et al. 2012) studied the problem of infor-
mation credibility on SinaWeibo, China’s leading micro-
blogging service provider. The authors collected an extensive
set of micro-blogs that were confirmed to be false rumors,
based on information from the official rumor-bursting service
provided by SinaWeibo. Unlike previous studies on Twitter
where annotators did the labeling of rumors manually, the
official nature of this service ensures the high quality of the
dataset. A large set of features was extracted from the micro-
blogs, and a classifier was trained to automatically detect the
rumors from a mixed set of true information and false infor-
mation. Their experiments showed that some of the features
considered in previous studies have different implications
with SinaWeibo than with Twitter.

The authors in (Liang et al. 2015) presented a rumor detec-
tion scheme based upon various behavioral features of micro-
blog users. Here, the authors observed behavioral divergence
of rumor spreaders with normal users in the social network
and tried to differentiate the rumor-mongers from normal
users in context of some common behavioral features. Also,
rumor posts get different kind of responses than normal posts.
In a post-disaster situation, when almost all users are anxious
and panicky, any verified or non-verified users can originate
rumors; hence we preferred not to rely on user properties in
the proposed rumor detection model.

A novel approach to capture the temporal characteristics of
the life cycle of a rumor was presented in (Ma et al. 2015). The
authors studied variations of various rumor features over time.
It was observed that over time the propagation rate of any
rumor decreases, as the actual facts become clear among the
community; from that point of time, the rumor is contradicted
or questioned by the community. But the verification/
correction appears at later stages of rumor diffusion. In any
crisis scenario, it may take a long time to confirm about any
factual claim. In (Ma et al. 2016), the authors utilized the same
phenomena as in (Ma et al. 2015) and developed a recurrent
neural network based model to capture the feature variations
of any rumor.

2.4 Rumor Control Strategies

Alongside rumor detection, some prior works have also devel-
oped ways to control the spread of rumors. In (Tripathy et al.
2010), the authors proposed an ‘anti rumor’ propagation
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strategy for combating the spread of rumors in social networks.
The authors mainly studied the belief time (the time at which the
people believe a rumor) and the point of decline (the time when
the anti-rumor dominates the rumor). An impendent model was
used to simulate the spreading of rumors. The Bdelay-start^ and
Bbeacon^ model was used to combat the rumor spread through
anti rumor spread. The authors in (Bao et al. 2013) proposed a
technique for characterizing rumor propagation and spreading.
The proposed technique was tested both through simulation and
on a real dataset from the SinaWeibo micro-blogging site. These
rumor control strategies clearly show the efficiency of combating
rumors with anti-rumor propagation in real time.

The authors in (Tripathy et al. 2010) also pointed out
the importance of the time-span that is the time difference
between the start of rumor propagation and the start of
anti-rumor propagation. The efficiency of the two pro-
posed models (i.e., delayed start and beacon models) de-
pends only on the value of this time-span, the lifetime of a
rumor increases if the delay in detecting it increases
(Tripathy et al. 2010). Therefore, for effective implemen-
tation of any rumor control strategy, delay in detecting
any rumor should be minimized as much as possible. In
this context, the question still remains about how a rumor
can be identified at an early stage. The present work seeks
to answer this question by designing a real-time rumor
detection model for early detection of rumors.

2.5 Novelty of the Present Work

As discussed above, several rumor detection schemes have been
proposed for micro-blogging sites like Twitter and SinaWeibo.
However, most of these models are not particularly suitable for
early detection of rumors in post-disaster situations. For instance,
the authors in (Zhao et al. 2015; Ma et al. 2015, 2016) discussed
the skepticism component in rumor propagation. But skepticism
can occur only when the correct facts about the rumor topic
become densely known in the social network. Therefore, skepti-
cism is not likely to be a property through which early detection
of rumors can be performed efficiently. The influence of a
rumor can last longer in a post-disaster situation due to
lack of information at early stage. Furthermore, at early
stage in a post-disaster scenario, due to lack of news me-
dia interventions and anxiety among the people, most of
the facts posted can be unverified. As a result, before the
actual fact becomes densely known, there might be long
time differences between the rumor related posts and
skeptic posts. These issues motivated us to develop an
early rumor detection model specifically for post-disaster
situations.

In the present work, we utilize the four properties of rumor
propagation identified in (Kwon et al. 2013a, b) – Temporal,
Structural, Linguistic and Social Tie (as discussed earlier in this
section). It can be noted that temporal and structural

characteristics might not be independent of each other. During
shorter time frames, it is possible that people doubt or question
the authenticity of any unverified proposition. However, posting
of verification statements about a fact does not mean that the fact
is a rumor. Additionally, in a post-disaster situation, it might not
always be the case that influence of a rumor lasts for only a short
time window (as we observe in Section 5.3). In the present work,
we have primarily considered the Structural, Linguistic and
Social tie properties of rumor propagation, to extract rumor fea-
tures. In addition, influence of rumor topics at different time
frames has also been analyzed (in Section 5.3) in order to char-
acterize the Temporal feature of rumor propagation.

3 Data Collection

We collected tweets related to the severe floods in the city of
Chennai, India, during November–December 2015. A total of
452,544 tweets posted during December 01–10, 2015were
collected using the Twitter Search API. The tweets were col-
lected using several search keywords, as follows. The
keywordsB#chennaiRains^, B#chennaiFlood^, and Bchennai^
(case insensitive) were selected based on their popularity on
Twitter during the said period. However, many tweets might
contain information related to the flood, without containing
any of the above terms. To capture such tweets, various key-
words, phrases and their synonyms related to the topic ‘flood’
were considered, as obtained from https://www.bangkokpost.
com/learning/vocabulary/200842/flood-related-vocabulary.
Some of the terms in this lexicon are shown in Table 1.

After the initial data collectionwith the search keywordsmen-
tioned above, duplicate tweets (which were matched by more
than one keywords) were removed; this resulted in a set of
197,497 distinct tweets related to the Chennai flood event.

Tweets posted during a disaster event are of three types – (i)
informative, which contain situational information, (ii) non-
informative, which do not convey any information about the
situation, rather contain emotions and sentiment, and (iii) mix-
ture, which contain both situational and non-situational infor-
mation (Rudra et al. 2015). We extracted out the informative
and mixture tweets using the lexical and syntactic features

Table 1 Some lexicons related to crisis type ‘flood’

Lexicons Meaning

Downpour + Synonyms A lot of rain in a short duration

Evacuate + Synonyms Cause to leave an unsafe place

Stranded + Synonyms Struck some with no way of going

Victims + Synonyms People who are dead, injured etc.

Collapse + Synonyms Suddenly fall down.
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identified in (Rudra et al. 2015). The procedure for obtaining
informative and mixture tweets has been discussed in
Section 4.1 in greater detail.

The reason behind including both informative and mixture
tweets are -(i) the mixture tweets may contain some valuable
information along with some sentiments or opinions, and (ii)
to make a fair analysis of the model in (Oh et al. 2013), the
model has considered some sentiment or opinion related fac-
tors (anxiety, personal involvement etc.) as rumor-causing fac-
tors. Therefore, along with informative tweets, mixture tweets
can also be strong candidates for generation of rumors. After
extraction of informative and mixture tweets, we were left
with 79,125 such tweets. All subsequent analyses were per-
formed on this set of 79,125 tweets. Some examples of infor-
mative, mixture and non-informative tweets for considered
scenario are shown in Table 2.

4 Proposed Model

In this section, we discuss the proposed model in detail. As
discussed in Sections 1 and 2, it is necessary to extract genuine
situational information at an early stage in any disaster re-
sponse situation. In the proposed method, such a real-time

mechanism has been adopted for the Twitter micro-blogging
site, with an objective to identify genuine informative tweets
and discard rumor tweets at any point in time. The workflow
of the proposed model is shown in Fig. 1. Each step of the
proposed technique has been described in this section.

4.1 Informative and Mixture Tweet Extraction

After collecting tweets relevant to a disaster event, using some
specific constraints as mentioned in Section 3, the next step is
to extract informative and mixture tweets and discard all non-
informative tweets. Informative tweets generally contain situ-
ational information that can help in relief operations.Whereas,
non-informative tweets contain sentiment, opinion, event
analysis and charity related statements (Rudra et al. 2015).
Mixture tweets contain both informative and non-
informative statements.

To separate informative and mixture tweets from non-
informative tweets, we have used some low level syntactic
and lexical features that were found useful for this purpose
in (Rudra et al. 2015). These features are as follows,

& F-measure: The formality measure of a piece of text (e.g.,
a tweet) is defined as,

F ¼ noun freqþ adjective freqþ preposition freqþ aricle freq−pronoun−verb freq−adverb freq−interjectionþ 100=2ð Þ ð1Þ

Here, freq represents the number of words of a certain cate-
gory, among the total number of words in the tweet. It has been
observed that informative and mixture tweets generally have
higher F-measure values than that of non-informative tweets.

& Count of numerals: informative and mixture tweets usu-
ally contain more numerals than non-informative tweets.

& Count of personal pronouns: Non-informative tweets
are often written from a personal standpoint, and thus
contain more personal pronouns compared to informative
and mixture tweets.

& Exclamations: It has been observed that non-informative
tweets often contain exclamatory words compared to in-
formative and mixture tweets.

& Intensifiers: Intensifiers are generally used in non-
informative tweets to convey stronger sentiment.

& Modal verbs: Modal verbs are generally used to give
opinion regarding some issues. Thus, non-informative
tweets contain more modal verbs than informative or mix-
ture tweets.

We computed the values of all these features for the
197,497 distinct tweets we collected. It was observed that

informative tweets are written in a more formal way, contain
more numerals, and have larger F-measure values (Rudra et al.
2015). On the other hand, strictly non-informative tweets con-
sist of more exclamations, modal verbs and intensifiers (Rudra
et al. 2015). Hence, it can be inferred that, for any tweet to be
considered as a mixture, all syntactic feature values must be in
between those of informative and non-informative tweets, as
mixture tweets contain both formal as well as informal state-
ments in the tweet.

Next, the following tasks were performed to filter out non-
informative tweets. Each tweet was considered along with the
values of above specified syntactic features. The minimum and
maximum values of each syntactic feature were extracted (across
all tweets). The tweets were tested by processing various sets of
queries on various ranges of values (which lie between the min-
imum and maximum values) of each syntactical feature. Based
on this analysis, we decided to discard those tweets for which the
feature values lie between the specified ranges stated in Table 3.
The remaining 79,125 tweets are considered to be informative
and mixture tweets.

After separating out informative and mixture tweets, we
performed two parallel tasks using those informative and mix-
ture tweets: (i) use experts’ intervention to find out real rumor
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related tweets, and (ii) perform rumor hypothesis test for each
tweet and form rumor cluster.

4.2 Experts’ Intervention

We employed two human experts, (who are regular users of
Twitter with good knowledge of English, and prior experience
in studying tweets posted during disaster situations) to

manually identify real rumor related tweets. We collected
10,417 tweets related to some of the rumors published in
(Qazvinian et al. 2011). The experts were told to inspect
each tweet (which are written in English), verify whether
the information is true, using web search or from different
popular news media like NDTV, AAJ TAK, BBC, etc.
The experts were also shown the various rumor defini-
tions as described in Section 2. After 120 h the experts

Fig. 1 Workflow diagram of the
proposed rumor detection model

Table 2 Informative, Mixture and Non-Informative Tweets

Informative tweets Mixture tweets Non-informative tweets

RT @ndtv: In flooded Chennai, airport
shuts down as runway goes under
water #ChennaiRains

Hi, all the theatres at chennai are open to
provide accommodation. Please try to
help the people of chennai #chennairains

Oh there is a torrential downpour in our
chennai god please save the city and
that people #chennairains

RT @Anushka_ASF: Heavy rains lash
Chennai water logging in many parts
of the city.

Electricity out in Pallavaram since 1 pm on
the 01st of Dec! What is the EB doing!
#chennairains #Chennai @Ndtv

RT @parvati786: Do you want to restore
faith in humanity? See India and the
chain of help in Chennai, then say.

@TwitterIndia Phoenix Marketcity Chennai
is open for anyone seeking shelter
#ChennaiRainsHelp@the_hindu

#Chennai Corp announced emergency contact
numbers! Retweet Please! #ChennaiRains
#ChennaiRainsHelp [url]

Standing by each other when it matters.
No wonder we aren’t newsworthy.
#chennairains [url]
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finished their tasks and approximately 373 rumor tweets
were identified related to two topics:

(1) Crocodile escape from a zoo: There was circulating news
about crocodiles escaping from the Madras Crocodile
Bank in Mamallapuram. But later, the crocodile bank
confirmed that it was a rumor.

(2) Nasa predicts El Nino: A Whatsapp message asking
Chennai people to leave the city as NASA had predicted
a Tsunami in next 72 h. But later it had been found that
NASA had not issued any such report.

The inter-expert agreement had Spearman Correlation
(Myers and Sirois 2006) value of 0.85, which is satisfactory.
Table 4 shows some examples of belief tweets (which say that
the information is true) and disbelief tweets (which say that
the information is false) related to the two rumors. Table 5
shows the number of belief and disbelief tweets identified by
the experts. A total of 373 rumor related tweets were found,
out of which 156 were related to BNasa predicts El Nino^ and
217 were related to BCrocodile escape.^

4.3 Analysis of Rumor Hypothesis and Cluster
Formation

In this section, we test three distinct dimensions of rumor
diffusion, on the informative and mixture tweets. Tweets that
satisfy any of these dimensions are extracted to form a rumor
cluster. Prior studies found that there are some key differences
between dissemination of rumors and non-rumors (Kwon
et al. 2013a). Besides, the key structural and linguistic differ-
ences in rumor and non-rumor were also identified in (Kwon
et al. 2013b). In the present work, we evaluate the notions of
these rumor propagation features.

During absence of information from verified sources (e.g.,
news channels), rumor may propagate due to lack of factual
information (Zhao et al. 2015). In such times, some people
might seek out stronger evidence about any factual informa-
tion by interrogating or questioning. Furthermore, it has been
observed that a rumor diffusion network usually collapses
whenever the rumor topics are discussed in denser networks
where people express doubts about the truthfulness of the
information (Kwon et al. 2013b). In (Kwon et al. 2013a;
Vosoughi 2015), it was also found that rumors are dominant
over non-rumors in terms of certain types of sentiments like
anger, aggression, happiness, etc. Therefore, it is imperative
to evaluate overall sentiment value for each tweet. In (Kwon

Table 4 Examples of belief and disbelief statements related to two rumor topics

Rumor topic Belief Disbelief

Crocodile escape RT@latasrinivasan: Must read When crocodiles
had escaped from Madras Crocodile Bank in the rains

RT @Sibi_Sathyaraj: Guys pls stop spreading rumours
about crocodiles invading Chennai! Ppl are already
facing enough problems!#ChennaiFlood

20 crocodiles missing from zoo in chennai RT@iArafathh:Crocodiles news in Chennai is strong
rumor ..created by some idiots ..so don’t worry
makkale #ChennaiRainsHelp

@ibnlive:crocodiles are escaped from the park in
Chennai [url]

RT @GabbbarSingh: The crocodile escaping in
Chennai news is a Hoax.

Nasa predicts El Nino Another disaster is coming for Chennai again said
by nasa Pray for chennai

NASAWarned Chennai Will Suffer Very High
Rainfall with a Hurricane: Hoax [url]

RT @ImBharathan: NASA hints there might be a
chances of El Nino in chennai If that’s true then
chennai has not undergone even its initial

So no heavy rainfall on following days in chennai news
which circulated around about #Nasa forecast is
rumour....... #feelfree

@Sibi_Sathyaraj @Troll_Cinema a strom named as
El Nino Storm wch attack in chennai It is expected
too come up to 250 cm Verified by NASA

Fake WhatsApp Message Heavy Rains Chennai NASA
Warning Don’t Believe False News [url]

Table 3 Range of values of each feature for non-informative tweets

Features Minimum value Maximum value

F-measure 49.5 54.5

Count numerals 0 1

Personal Pronouns 0 3

Exclamation 0% 9%

Intensifiers 6% 17%

Modal verbs 0% 17%

Table 5 Number of beliefs and disbeliefs related to two rumor topics
detected by experts

Disbelief statements Belief statements Total

Nasa predicts El Nino 128 28 156

Crocodile escape 152 65 217
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et al. 2013b), it was found that people’s trust on information
received from their friends, and discussion about any
unverified information within a group where people know
each other, leads rumors to propagate faster. Considering these
temporal/structural and linguistic features of rumor propaga-
tion, three distinct dimensions about rumor propagation have
been specified in the proposed model. These three distinct
dimensions have been termed as rumor hypotheses, which
are tested further to construct the rumor cluster. The consid-
ered rumor hypotheses (H) are as follows:

i. Rumors generally contain words related to verification or
correction (H1)

ii. Rumors are dominated by high sentiments, as compared
to other types of information (H2)

iii. Rumors generally contain words related to social ties
and actions like hearsay (H3)

In the present work, we used the Python Natural
Language Toolkit (NLTK) to implement the test of the
three hypotheses. Packages like tokenizer, wordnet,
sentiwordnet, etc. have been used to (a) tokenize the
tweets, (b) extract synsets of content words in the tweets,
and (c) evaluate sentiment scores of the tweets. Note, here
‘content words’ refer to words with parts of speech (POS)
forms (noun, verb, adjectives, etc.) and numerals used to
construct the tweet. We now describe how the hypotheses
are tested.

H1 test

a) The regular expression patterns used in (Zhao et al. 2015)
were considered to extract tweets related to verification

and correction. The regular expressions are shown in
Table 6. As verification or correction words signal that
the topic discussed in the tweet might be a rumor, tweets
that contain such signals are extracted and put into the
rumor cluster. Here, synsets of each content word used
in the regular expression patterns are also considered.
For each tweet, if any sub-string of that tweet matches
any of the predefined regular expressions, then the tweet
is included in the rumor cluster.

b) Tweets that are controversial are detected and included in
the rumor cluster. Any controversial event provokes a
public discussion where people express their disbelief or
opinion about the event. Controversial tweets often insti-
gate people to express their views, doubt about the fact
mentioned in the tweet and this may lead to rumors in
future. Hence, controversial tweets are included in the
rumor cluster. Given any informative or mixture tweet,
the controversy score is generated using the following
formula (Popescu and Pennacchiotti 2010),

TW CONT MIX ¼ Min Posj j; Negj jð Þ
Max Posj j; Negj jð Þ

� Posj j þ Negj j
Posj j þ Negj j þ Neuj j ð2Þ

Where,

Pos Positive sentiment associated with the tweet.
Neg Negative sentiment associated with the tweet.
Neu Neutral polarity associated with the tweet which

is (1- (Pos + neg)).

To evaluate positive and negative polarity, the distinct con-
tent words present in a tweet are extracted. Now, for each
distinct content word, the number of synsets and synonyms
is evaluated. Some examples of informative and mixture
tweets are shown in Table 7 along with their distinct content
words. A numeric estimate of positive and negative polarity
associated with every synset is then obtained using
sentiwordnet (Denecke 2008). After that, controversy associ-
ated with a tweet is evaluated using (2). If controversy of a
tweet is greater or equal to the average controversy value of
all tweets, then the tweet is added to the rumor cluster.

Table 6 Regular expression patterns for verification and correction

Regular expression Type

is (that | this | it) true Verification

wh[a]*t[?!][?]* Verification

(real? | really? | unconfirmed) Verification

(rumor | debunk | hoax) Correction

(that | this | it) is not true Correction

Table 7 Some Informative &
mixture tweets along with their
distinct content words

Tweets Distinct content words

RT @ndtv: In flooded Chennai, airport shuts down as
runway goes under water #ChennaiRains

flooded, Chennai, airport, shuts.
Runway, goes, water

Electricity out in Pallavaram since 1 pm on the 01st of Dec!
What is the EB doing! #chennairains #Chennai @Ndtv

Electricity, Pallavaram, since, 1 pm,
01st, Dec, What, EB

RT @Anushka_ASF: Heavy rains lash Chennai waterlogging
in many parts of the city.

Heavy, rains, lash, Chennai, waterlogging,
many, parts, city
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H2 test As mentioned earlier, rumors are dominated by high
sentiment values. Though various sentiment classification al-
gorithms have been proposed (Choi and Lee 2017), in pro-

posed work, to test hypothesis 2 an algorithm specified in
(Esuli and Sebastiani 2006) has been customized. The pro-
posed modified algorithm is as follows,

Algorithm: Sentiment Extraction from Tweets

1. Start

2. retrieve tweets one by one

3. For retrieved tweet

3.1 tokenize the tweet and store it into token_list

3.2 remove stop words, punctuation marks from token_list

3.3 count total number of content words(n) in token_list

3.4 for each content word in token_list

3.4.1 find out synsets (sns) of the content word

3.4.2 for each synset(i)
3.4.2.1 use sentiwordnet [33] to find out positive and negative

sentiment for that synset.

3.4.2.2 sum positive and negative sentiment value

3.4.3 find out sentiment value (sval) for each content word:

=
1

∑ ( + )

3.5 find sentiment of the tweets using the formula:

= ( )

4. if sentiment value of the tweet >= average sentiment value per tweet 
4.1 extract the tweet

5. else 

5.1 go to step 2

6. Exit

In the above algorithm, before calculating the sentiment
score for any tweet, the stop words and punctuation marks
are removed. After that, for each remaining term in the tweet,
the set of synonyms (synsets) are obtained. Then for each
synset, the sentiment value is calculated (step 3.4.3). Finally,
the sentiment of the tweet is evaluated using step 3.5. Note
that, only tweets with high sentiment values are included in
rumor cluster. The sentiment value of a tweet is considered
high if it is greater than or equal to the average sentiment value
of all the tweets in the data set (see Step4).

Note that, though both H1(b) and H2 are evaluated based
on sentiments associated with the tweet, they capture distinct
dimensions of a rumor - H1(b) evaluates skepticism associated
with the tweet, while H2 evaluates the actual sentiment asso-
ciated with the tweet.

H3 test Social ties play a crucial role in disseminating
information, irrespective of whether the information is

false (or questionable) or true. Information received via
friends or trusted people are often transmitted without
knowing its authenticity (Friggeri et al. 2014). This often
leads rumors to propagate faster within a network com-
munity where people know each other. The rumor
spreaders often target these personal relationships as their
source of rumor spreading (Kwon et al. 2013a). To detect
such spreading, for each informative and mixture tweet,
the content words related to social relationship and
hearsay and their synsets are detected. Those tweets
whose content words matches with at least one of social
relationship or hearsay lexicons are extracted. Some con-
tent words related to social relationship and hearsay are
shown in Table 8.

Note that one tweet can be matched by multiple rumor
hypotheses; such tweets are considered once. As a result, a
rumor cluster is obtained, containing a set of tweets that satisfy
at least one of the rumor hypotheses. The percentage of
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informative and mixture tweets satisfying each rumor hypoth-
esis is shown in Fig. 2. After forming the rumor cluster two
parallel tasks are performed to evaluate the probability of each
tweet being a rumor. The tasks are:

& For each tweet in the cluster, the mean factor ratio (Fr) is
computed using five rumor-causing factors of the model
by Oh et al.

& For each tweet, lex factor (LXF) is computed.

4.4 Mean Factor Ratio

Mean factor ratio is calculated for a tweet by detecting the
presence of five rumor causing factors of the model by Oh
et al. (Anxiety, Source ambiguity, Content ambiguity,

Personal involvement and Social tie) in the tweet. In this
model, it has been claimed that if a tweet is a rumor, there
is a high chance that at least three of the five rumor caus-
ing factors would be present. Hence, if a tweet is a rumor
then it can be assumed that it must have high mean factor
ratio of at least 0.60. We have used a modified version of
RIAS (Bordia and DiFonzo 2004), a content analytic sys-
tem, to predict the presence of each rumor-causing factor
(of Oh et al. model) in the tweet. RIAS identifies rumors
by introducing 14 categories of statements; for our pro-
posed work, out of those 14 categories, 7 categories have
been mapped with the five rumor causing factors of Oh
et al. model (see Table 9). For a given tweet, if any factor
is present then the value for that factor has been marked
as 1 and 0 otherwise. Now, for each tweet, the Mean
factor (Fr) ratio has been calculated as,

Fr ¼ presenceof Anxietyþ Source ambiguityþ Content ambiguityþ Personal involvement þ Social tieð Þ=5 ð3Þ

The value of Fr lies in [0, 1]. However, it is possible that
not all rumors have the value of Fr > =0.60. Hence, another
factor called lexfactor has been introduced.

4.5 Lex Factor (LXF)

Before calculating LXF the tweets in the cluster are pre-
processed as follows. All URLs, stop words and punctuation
marks are removed. All contracted forms like ‘ppl’, ‘cud’,
‘abt’, etc. are replaced with their expanded versions (‘people’,
‘could’, ‘about’).As a result of this preprocessing, each tweet
in the cluster becomes a set of content words.

Now, for each tweet, the lex factor (LXF) is calculated as:

LXF ¼ WRþ GR

RF
; if RF≠0

� �

OR
LXF ¼ WRþ GR; otherwise

ð4Þ

where,
WR (Word Relevance): Total number of distinct content

words in the tweet/average number of content words per tweet
in the cluster.

GR (Global Relevance): WR/Total number of content
words in the tweet.
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20%

30%

40%

50%

Verifica�on or
Correc�on

High Sen�ment Social
Rela�onship

24%

47%

5%

Fig. 2 Percentages of informative
and mixture tweets that satisfy
three rumor hypotheses

Table 8 Some content words
related to social ties Social relationship Hearsay

Mate (plus synsets), Talk (plus synsets), child (plus synsets). Listen (plus synsets), Hearing (plus synsets)
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RF (Relevance Factor): Total number of distinct disaster-
relevant content words of particular disaster type (flood in this
case). The value of LXF also lies in [0, 1] for a tweet.

After calculating Fr and LXF for each tweet, the probability
p for each tweet (Ti) being a rumor has been calculated as
follows:

Probability rumorð Þ ¼ ∑Ti
Max Fr; LXFð Þ ð5Þ

After calculating the rumor probability of each tweet in the
cluster, the tweets with high probability are separated. Tweets
with high rumor probability value have been considered as
predicted rumors by the proposed model.

It can be noted that the proposed model is an unsupervised
learning model, which achieves its objective, i.e. rumor detec-
tion, through clustering/grouping of unlabeled data. The clus-
tering algorithms are designed based on three rumor hypoth-
eses, inferred from past literatures (Kwon et al. 2013a, b). In
order to perform grouping, some patterns, similarities etc.
among tweets have been used, which have also been inferred
from past literatures. After grouping, real rumors have been

extracted through a probabilistic analysis of Mean Factor
Ratio and Lex Factor for each tweet. We would like to clarify
that no training, development and test sets have been used in
the present work, as our model is an unsupervised one.

5 Results & Analysis

The objective of this work is to identify tweets having high
rumor probability. For this, we need to set up a critical point
for the probability (p) in the experiment. We set the value in
such a way that the proposed model can detect most rumors
related to the two topics (BCrocodile escape^ and BNasa pre-
dicts El Nino^). We have compared our proposed technique at
different probability threshold values as shown in Fig. 3. It can
be observed from Fig. 3, that at p > =0.5, a total of 983 rumors
were predicted, out of which 185 real rumors related to two
topics were detected. Out of the 185 real rumors, 84 tweets (24
beliefs and 60 disbeliefs) were related to BNasa predicts El
Nino^ and 101 tweets (34 beliefs and 67 disbeliefs) were

0 500 1000 1500

p>=0.9

p>=0.8

p>=0.7

p>=0.6

p>=0.5

p>=0.4

Rumor Found at…

Disbelief related to crocodile
Disbelief related to nasa
Belief related to crocodile
Belief related to nasa
Total

Fig. 3 Number of rumors related
to the two topics and their
probability (p) ranges

Table 9 Categories of statements
in RIAS mapped with the five
rumor causing factors of Oh et al.
model

Statement type Rumor causing factor of Oh et al.

Prudent Statements (usually refer statements like hearsay.) Source ambiguity, Social Tie

Apprehensive Statements (express fear, dread, anxiety) Anxiety

Interrogatory Statements (questions seeking information) Source ambiguity, Content
ambiguity

Directive Statements (suggests course of action) Content ambiguity

Sarcastic Statements (ridiculed about the source of information) Source ambiguity

Personal Involvement (person’s involvement regarding the event) Personal Involvement

Providing Information (Material relevant proofs like pictures, URLs etc.) Source Ambiguity
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related to BCrocodile escape^. It is also observed from Fig. 3,
that the total rumor prediction value increases at p > =0.4 but
the number of rumor tweets related to the two topics that are
detected remains constant (see Fig. 3). This observation im-
plies that; the model has predicted only a few spurious tweets
(which are not related to either of the two rumor topics). So, it
can be concluded that for the ‘Chennai flood’ dataset, the
model provides a critical range of [0.5, 1] at which most of
the rumors are detected (see Fig. 4). Hence, for ‘Chennai
flood’ the proposed model achieves a critical point for rumors,
which is 0.5 in this case.

However, the critical point for rumors may vary for differ-
ent disaster events. As described in the previous section, the
experts have detected 373 rumor tweets related to the two
rumor topics. We have computed the relevance of experts’
judgment and outcome of the proposed model, for the two
rumor topics. It can be observed from Fig. 5, at the critical
range, around 40% of experts’ judgment, i.e., 126 rumors
related to two topics matched with the prediction of the pro-
posed model. As a result, the model is achieving a precision of
0.33. After implementing the proposed rumor model with dif-
ferent threshold values, an interesting outcome was noticed.
Though the model has detected 185 rumors related to two
rumor topics at critical point 0.5, only 126 of them matched
with experts’ judgment. 59 rumors remained unmatched,
though they are clearly related to the two rumor topics.
Hence, it can be concluded that our proposed model is able

to detect more rumors related to the two topics than what the
human annotators could identify.

5.1 Functional Completeness of Proposed Rumor
Detection Model

As discussed earlier, the proposed model was able to detect
185 rumors related to two rumor topics. The model achieved a
matching precision of 0.33 with experts’ judgment, where 126
detected rumors matched with experts’ judgments. However,
the model has also missed 247 rumor-related tweets that were
detected by the experts. Therefore, the proposed model
achieves partial functional completeness with respect to ex-
perts’ judgment while detecting rumors.

Now, the 185 detected rumors are considered as a partially
completed (f1) set. In addition, the 247 undetected rumors can
also be as considered as another partially completed (f2) set.
Now, to make the set of rumors detected by the model func-
tionally complete,we derive another partially completed set of
247 undetected rumors from the detected set using a supple-
mentary operation Δ. Note, the additionalΔ operation has to
be performed by the proposed model to verify whether it is
functionally complete or not. Therefore, Δ should be chosen
in such a way that from f1the model can achieve fc by
performing Δ. From the set f2, four distinct sets named as
‘undetected set (UDS)’ are prepared by extracting belief-
tweets and disbelief-tweets related to the two rumor topics.
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to the two topics and their
probability (p) ranges
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That is, any UDS(i) contains undetected belief/disbelief set of
rumors related to any of the two rumor topics. On the other
hand, from the set f1, four other distinct sets named as ‘detect-
ed set (DS)‘are prepared using the same procedure. EachDS(j)
contains the detected belief/disbelief set of rumors related to
any of the two rumor topics.

After these steps, Δ operation is performed in terms of
Jaccard similarity test (Niwattanakul et al. 2013) (over the set
of distinct words contained in a tweet) between each belief set
and disbelief set of UDS and DS in context of the same rumor

topic. It is observed that for any rumor ofUDS(i) there exists at
least one rumor in the corresponding set of DS(j) whose
Jaccard similarity value is greater than 0.60. Therefore,
UDS(i) can be derived by performing a similarity test with
DS(j). Hence, it can be concluded that though the model was
unable to detect some rumors (that were identified by the ex-
perts), an additional similarity operation can lead the model
towards achieving functional completeness. Therefore, by in-
troducing the Δ operation, the proposed model can achieve
functional completeness in rumor detection (see Table 10).

Table 10 Closure rumor detection of DS(j)

Rumor type DS(j) – detected by the model Derived UDS(i) (Performing Δ operation on DS(j))

Belief-tweets related to
‘crocodile escape’

People living near chennai crocodile park be alert 40
crocodile have been escaped from park Be safe [url]

RT @Darshan2206: 40 Crocodile out of the reserves Chennai people
please be safe ChennaiFloodsChennaiRainsHelpchennaiairport

@ibnlive: crocodiles are escaped from the park in Chennai [url]
Crocodiles from chennai crocodile park 40 of them now on streets
People be careful [url]

20 crocodiles missing from zoo in Chennai RT @BharathLodha2: Crocodile escaped from zoo in Chennai
#ChennaiFloods

40 Crocodile escaped from zoo in chennai Please share and make
awareness hope this should be fake [url]

Belief-tweets related
to‘NASA El Nino’

#ChennaiRainsHelp According to NASA Reports the
chennai rainfall is mainly bcos of EL NINO which
will get intense in coming days

RT @AMDIDX: It’s EL Nino in Chennai Japan & NASAwarns us,
so there’s possible for chennai will sumerge into ... [url]

@RaiViveka BBC news is probably true The El nino one But it won’t
destroy chennai And NASA has nothing to do with this

NASA announced that the big #tusunami was coming
towards Chennai Mudunja escape
peopleChennaiFloods

RT @IndianReporter: NASA image shows 2015 tsunami over
Chennai [url]

Disbelief-tweets
related to‘crocodile
escape’

No #crocodile I repeat NONE escaped the crocodile
park in Chennai. Stop spreading rumors.
#ChennaiFloods #ChennaiRainsHelp

Just to clear some existing rumor in chennai rain relief scenario. No
crocodiles have escaped from crocodile ... [url]

There Are No Crocodiles On The Loose In Chennai url
#DailyScoopurl Don’t go through rumours. There are NO crocodile
open I’m chennai. [url]

In Flooded Chennai, ‘Crocodiles Have Escaped’
Rumours Are Denied [url] via @ndtv

In Flooded Chennai, ‘Crocodiles Have Escaped’ Rumors Are Denied
In Flooded Chennai, ‘Crocodiles Have Escaped’ Rumours Are
Denied [url] #IndiaNewsndtv Ache Din Aane Wale

Disbelief-tweets
related to ‘NASA
El Nino’

Dear people of Chennai,NASA hasn’t predicted a
hurricane or excess rainfall - Daily News &
Analysis [url]

Dear people of Chennai, NASA hasn \ u2019t predicted a hurricane
or excess rainfall [url] via @dna @dna

No #NASA didn’t predict more rains in Chennai [url]

Fake WhatsApp Message Heavy Rains Chennai
NASAWarning Don’t Believe False News
[url[[url]

WhatsApp message false, no warning by NASA regarding rain
hurricane, high rainfall in Chennai [url]
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5.2 Early & Efficient Detection of Rumors

Asmentioned earlier, the main objective of the proposed work
is to detect rumor at early stage, i.e., at a time when no autho-
rized source is involved in collecting news after any disaster.
Manual verification is clearly not feasible for detecting rumors
- as explained earlier, the two manual expert’s needed120
hours to find out 373 rumor-related tweets. Some prior works
relied on verification or correction posts, to identify potential
rumors. However, verification or correction statements ap-
pear in a later stage of a rumor’s circulation. If we discard
all disbelief-tweets related to the two rumor topics, then out of
373, only 93 belief-tweets were detected by the human ex-
perts. Our proposed model has detected 58 belief-tweets out
of the 93. In order to evaluate the quality of performance,
some conventional evaluation metrics like precision, recall,
and F-score are used. In terms of rumor endorsement detec-
tion, the proposed technique gained a precision of 0.623 by
detecting 58 out 93 belief rumors (see Fig. 6). It can be ob-
served from Fig. 6 that the performance of the proposed rumor

detection technique is comparable with that of some popular
baseline rumor detection techniques.

As mentioned earlier in this section, the proposed model
was able to detect additional 59 tweets related to the two
rumor topics, which the experts had failed to detect. In
Table 11, some of those 59 tweets are shown. 27 out of these
59 tweets were belief-tweets (tweets that endorse the rumor).
Now, for a fair evaluation of recall score, it is assumed that the
experts have detected these 27 belief-tweets. Therefore, the
number 27 has been added with 93 as well as with 58; this
gives a recall score of 0.708. This observation implies that
around 70% of total belief-tweets are detected by the proposed
model, which is superior to the performance of prior baseline
models for rumor detection, such as DT-Rank (Zhao et al.
2015) and SVM-RBF (Dayani et al. n.d.). This improvement
of performance is due to the fact that, both these prior tech-
niques featured only skeptics and temporal characteristics of
rumor propagation. Hence, in large margin of time, these ru-
mor detection models might be able to characterize the life
cycle of a rumor (when the community has started questioning
the rumor). But at early stage in post-disaster situation, due to
lack of proper knowledge, users often believe information
shared by their friends or by the people local to the affected
region. As a consequence, they often retweet such information
without questioning it. Hence, the performance of models like
DT-Rank, SVM-RBF degrades at early stages. In terms of F-
Score, which is the harmonic mean of precision and recall
scores, the proposed model has achieved better result com-
pared to other baseline approaches.

5.3 Behavioral Aspects of two Rumor Events
with Respect to Time & Proposed Model

It has been mentioned earlier that from the collected 79,125
information and mixture tweets, a total of 373 tweets related to
two rumor topics (BCrocodile escape from zoo^ and BNASA
predicts El Nino^) were detected by the experts. We now
analyze the temporal behavior of these two rumor events. To

Table 11 Examples of rumors that were detected by the model, but
undetected by human experts

Whatsapp message about crocodiles lose in #Chennai is FALSE. People
need to stop spreading rumours, things are scary enough as it is.

RT @KishoreRT: People in perumbakkam area stay safe. Crocodiles in
the water. Stay indoors. #ChennaiRescue #ChennaiRains #Chennai
[url]

Now more than 20 Crocodiles all over chennai! It has escaped from the
Crocodile Park! Breaking News all over! [url]

#ChennaiFloods ..declared a disaster zone already ..park broke and some
40 crocodiles on the loose...god save chennai...

Oh god 40 crocodiles escaped from the park! #Chennai please be alert, at
this time u have to be strong @shrutihaasan

40 crocodile in chennai.... So be safe [url]

Dear nasa team please update about Chennai weather, we are gettingmore
false alert... @NASA #chennairain

Table 12 The chronologically earliest belief and disbelief tweets encountered in our dataset

First belief-tweet related to ‘crocodile escape’ 20 crocodiles missing from zoo in Chennai[Dec 01 17:29:58 2015]

First disbelief-tweet related to ‘crocodile escape’ Crocodiles in d city and all other nonsense are just rumours. Plz Stop spreading thse in
watsapp and here. Will add more cho… [Dec 02 06:54:40 2015]

First belief-tweet related to ‘NASA El Nino’ Another disaster is coming for Chennai again…said by #nasa…. [Dec 03 08:18:44 2015]

First disbelief-tweet related to ‘NASA El Nino’ Nasa Message regarding El Nino, which is going viral is a fake one… [url] [Dec 03 17:08:51 2015]

Tweets predicted by the model to be related to the
rumors (belief-tweets)

20 crocodiles missing from zoo in Chennai [Dec 01 17:29:58 2015]
140 crocodiles escaped from #Crocodile_park ECR,moving around in #OMR #Velachery beware

of it My Chennai [Dec 01 19:20:12 2015]
#ChennaiRainsHelp According to NASA Reports the chennai rainfall is mainly bcos of EL NINO

which will get intense in coming days [Dec 03 19:30:02 2015]
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this end, we consider all belief-tweets and disbelief-tweets
related to the two rumor events in the chronological order in
which they were posted on Twitter. We then analyze the time
difference between the first belief-tweet and the first disbelief-
tweet (related to the same rumor event) that were posted in the
Twitter system. Note that this analysis was only based on the
tweets that were identified by the experts.

It can be observed from Table 12 that, for the ‘crocodile
escape’ rumor, the time difference between the first belief-
tweet and the first disbelief-tweet was approximately
14.25 h. For the ‘El Nino’ event, the time difference between
first belief-tweet and the first disbelief-tweet is 8.40 h approx.
These time differences create fertile ground for rumors to
propagate rapidly. For instance, it can be observed from
Fig. 7 that, on December 1st, 2015 along with first posted
belief-tweet, 23 more belief-tweets related to ‘crocodile
escape’ were posted by various users. On December
2nd, 34 more belief-tweets were posted. Though on
December 2nd, more people started posting verification
or correction tweets (see Fig. 7) as they found the topic
as skeptic, and belief-tweets disappeared gradually in sub-
sequent periods. It can also be observed from Fig. 7 that,
the propagation of belief-tweets related to ‘NASA El
Nino’ started from December 3rd, 2015 and disappeared
gradually from December 5th, 2015 when more disbelief-
tweets countered the rumor topic.

These observations clearly signify the argument about the
delayed occurrences of verification or correction statements
about any rumor event in Twitter network. Clearly, to restrict
rumors from propagating in absence of any verification or
correction statement, an effective rumor detection model is
needed which can detect rumors at an early stage of its

propagation. The proposed model could identify 32 belief-
tweets related to ‘crocodile escape’ (see Fig. 7) that were
posted during December 1–2, 2015. Whereas, 13 belief-
tweets related to ‘NASA El Nino’ were detected during
December 3–4, 2015. Some of the tweets matched at early
stages of the events have been shown in Table 12.

Now, to evaluate the accuracy of the proposed model
with respect to experts’ decision, the following observa-
tions can be made:

i. The experts’ detected a total of 75 belief-tweets related to
the two rumor events at early stage.

ii. Out of the 75 belief-tweets detected by the experts, the
proposed model detected 32 + 13 = 45 belief-tweets relat-
ed to the two rumor events (see Fig. 7). The model could
not detect the other 30 belief-tweets.
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Fig. 7 Temporal aspects of the
two rumor events (based on
tweets detected by experts) and
rumor detection of proposed
model with respect to date
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Fig. 8 Accuracy of proposedmodel with respect to baseline techniques in
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iii. The proposed model predicted 784 tweets as related to
the rumor events at early stage, which were not identified
by the experts.

iv. Both proposed model and experts’ have analyzed 78,773
situational and mixture tweets at early stage (the tweets
appearing in later stages, when many disbelief-tweets are
being posted, are not considered in this analysis)

Now, we calculate the accuracy of the proposed model,
using the confusion matrix shown below (combined, for the
two rumor events). It can be observed that the proposed model
wrongly predicts 784 tweets as belief-tweets, whereas for
77,989 cases both experts and proposed model have found
the tweets to be unrelated to rumors. Hence, the accuracy of
proposed rumor detection model can be evaluated to be
0.9904 for the task of early detection of rumors, which is
higher than those of several baseline models (see Fig. 8).
The observations altogether show the necessity of proposed
rumor detection model for early stages in the aftermath of any
disaster.

6 Conclusion

Rumor detection from Online Social Network at early stages
after a disaster is of much importance. In the proposed work,
we have designed a technique for efficient detection of rumors
at early stages in the aftermath of a disaster. The performance
of the model has been analyzed based on the tweets posted
during Chennai flood 2015.We found that our proposed rumor
detection technique performs well and is able to find out ru-
mors at early stages, even before contradicting or interrogating
posts are posted. In future, we plan to evaluate the perfor-
mance of our proposed model for other types of disaster sce-
narios. We also plan to devise effective rumor control strate-
gies that can be adopted after early detection of a rumor.
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