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Abstract While systematic reviews are positioned as an es-
sential element of modern evidence-based medical practice,
the creation of these reviews is resource intensive. To mitigate
this problem, there have been some attempts to leverage su-
pervised machine learning to automate the article triage pro-
cedure. This approach has been proved to be helpful for
updating existing systematic reviews. However, this technique
holds very little promise for creating new reviews because
training data is rarely available when it comes to systematic
creation. In this research we assess and compare the applica-
bility of semi-supervised learning to overcome this labeling
bottleneck and support the creation of systematic reviews. The
results indicated that semi-supervised learning could signifi-
cantly reduce the human effort and is a viable technique for
automating medical systematic review creation with a small-
sized training dataset.

Keywords Medical systematic reviews - Semi-supervised
learning - Active learning - Self-training - Text mining - Text
analytics

1 Introduction

The healthcare industry is undergoing dramatic transforma-
tion in promoting evidence-based medicine (EBM). It has
been adopting the practice of generating evidence from exper-
imental or quasi-experimental studies to inform clinicians and
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patients. Big data will play an important role in this transfor-
mation. Nowadays, most physicians struggle to stay current
with the latest evidence guiding clinical practice (Murdoch
and Detsky 2013). The digitization of medical literature has
greatly improved access; however, the sheer number of studies
makes knowledge translation difficult. Given a medical prob-
lem, even if a clinician had access to all relevant studies,
sorting through this huge amount of information to gather
relevant evidence and develop a reasonable treatment ap-
proach is a daunting task. Our research focuses on analytic
techniques that address this big data challenge. More specifi-
cally, we investigate the use of semi-supervised learning to
automate the process of selecting relevant studies/articles that
should be included in a systematic review when a training
dataset is not readily available.

Systematic reviews are a cornerstone of evidence-based
medicine (Tsafnat et al. 2014). With the increasingly rapid
pace by which medical knowledge is created, practitioners
are challenged to keep pace with state-of-the-art medical evi-
dence and incorporate such evidence into practice. Systematic
reviews respond to this issue by recognizing, appraising, and
synthesizing research-based evidence from multiple sources
and translating it into practical guidelines. Each systematic
review focuses on a particular research question and tries to
synthesize and appraise all high quality research evidence rel-
evant to that question in order to answer it. For example, the
systematic review, “Screening for Cognitive Impairment in
Older Adults: A Systematic Review for the U.S. Preventive
Services Task Force” (Lin et al. 2013), aims to answer the
question about the accuracy of brief cognitive screening in-
struments are in diagnosing cognatic impairment. After ana-
lyzing relevant studies, Lin et al. conclude that instruments to
screen for cognitive impairment can adequately detect demen-
tia, but there is no empirical evidence that screening improves
decision making.
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Developing a medical systematic review is a demanding,
rigorous, and resource-intensive process. The current
workflow for creating systematic reviews is largely a manual
process. It consists of 1) performing keyword search to iden-
tify potentially relevant articles, 2) performing article triage to
identify articles for inclusion, and 3) finally, summarizing the
selected studies via meta-analysis or other review methods.
Within the workflow, article triage - identifying articles for
inclusion in a systemic review - is particularly resource inten-
sive. Specifically, articles are triaged in two steps (Shojania
et al. 2007). The first step is called “abstract triage”, where
scientists often manually review the title and abstract of a large
number of articles to identify “relevant” ones that can be po-
tentially included in a systematic review. The second step,
often referred to as “full-text triage”, involves full text inspec-
tions of the articles selected in abstract triage to identify those
that satisfy the inclusion criteria and will be included in a
systematic review. The growing number of published studies
imposes a significant screening workload on reviewers. An
initial search by querying databases such as Medline,
Cochrane and Embase often returns thousands or tens of
thousands of articles given a review problem. For example,
Lin et al. (2013) retrieved 16,179 articles based on keywords
such as “cognitive impairment” and “cognitive impairment
and older adults”. The abstract triage process, where two sci-
entists manually reviewed the title/abstract of the 16,179 arti-
cles, resulted in 1,190 articles. Finally, 253 articles were in-
cluded in the systematic review after full-text triage of the
1,190 articles. Developing a systematic review requires a sig-
nificant investment in time (1,139 expert hours on average)
and funds (up to a quarter of a million dollars) from a dedi-
cated and qualified research team (Allen and Olkin 1999;
McGowan and Sampson 2005). A large majority of the time
and funds are spent on identifying “relevant” studies for in-
clusion in the review.

In that regard, various text mining methods have been pro-
posed to automate the article screening for systematic reviews
(Bekhuis and Demner-Fushman 2012; Shemilt et al. 2013;
Adeva et al. 2014). These text mining methods have been
proved to be very helpful during “abstract triage”. The process
of text mining in abstract triage starts from using the abstracts
of thousands or tens of thousands of articles retrieved from
medical databases as the corpus. Each document (i.e., a text
file including the article tile and abstract) in the corpus is then
pre-processed and represented by a vector of weights m fea-
tures d;= (Wyj, Woj, ... ... , Wpyy), where m is the number of
features and w; is the weight of the i'" features. Then, in almost
all existing research that leverages text mining for abstract
triage, supervised learning has been used to classify the doc-
uments into “relevant” and “irrelevant”. Supervised learning
assumes a readily available training dataset. For instance,
Cohen et al. (2006) proposed a perceptron-based classifier that
helps automatically identify relevant articles. The corpus used
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in the study includes 24 datasets on different medical topics
collected by scientists at the Oregon Evidence-based Practice
Center for the Drug Effectiveness Review Project (DERP).
DERP scientists labeled each article in the datasets as
“relevant” or “irrelevant” based on the abstracts alone. Only
the articles labeled as “relevant” would be further reviewed in
the full-text triage stage. Similarly, Adeva et al. (2014) used a
dataset called Internet-Based Randomized Control Trial
(IBRCT) mapping to compare various supervised learning
algorithms for article selection. This IBRCT dataset consists
of 1941 articles that were read and classified by a committee
of experts into 510 relevant and 1431 irrelevant instances.
Supervised learning relies on a large training dataset, which
can be problematic in this context when we create a new
systematic review, training data is rarely available. Cohen
et al. (2006) admitted the problem and focused on predicting
which new articles are most likely to include evidence
warranting inclusion in a review update. According to
Cohen et al. (Cohen et al. 2009), the procedures for creating
and updating systematic reviews (SRs) are similar; however,
one important difference is that an SR update already has a
collection of included/excluded article judgments that are
based on previous reviews. Due to the lack of considerable
amounts of training data, supervised learning methods pro-
posed in exiting research hold very little promise for system-
atic review creation. Given a medical problem, a keyword
search often return thousands or tens thousands of articles.
Labeling these articles to create a sufficiently large training
dataset is difficult, laborious and time-consuming. Scientists
can afford to create a small-sized training set. However, it is
known that supervised learning with a small-sized training
dataset often leads to an overly simple prediction function that
may not be rich enough to capture the true underlying
relationship.

In recent years, semi-supervised has received considerable
attention in the area of data mining due to its potential for
reducing the effort of labeling data. Semi-supervised learning
falls between supervised and unsupervised learning tech-
niques. It refers to the method of using a large unlabeled data
set together a given labeled dataset during the training process
(Wang et al. 2015). It is motivated by the fact that in many
settings, unlabeled data is plentiful but labeled data is limited
or expensive. Generally speaking, labeling data for a specific
problem involves the input of a skilled human expert, or the
execution of a physical experiment, both represent costly en-
deavors. Examples include areas ranging from enterprise doc-
ument search to research in the humanities (i.e., history) to
journalism (i.e., looking through past news stories to identify
relevant past items on the same topic; on the consumer side,
showing the reader relevant related stories to the article cur-
rently being read) as well as creating medical systematic re-
views. When it comes to creating a new systematic review,
labeled training data (i.e., articles that have been reviewed by
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human experts) is mostly not readily available and is costly to
obtain, requiring a manual review of thousands or even hun-
dreds of thousands of articles. The goal of this research there-
fore is to assess and compare the performance of select semi-
supervised learning methods for article selection for medical
systematic reviews. More specifically, we plan to explore the
ability of semi-supervised learning to overcome the labeling
bottleneck and automate systematic review creation with a
small-sized training dataset that includes, say, one or two hun-
dred labeled articles. We perform comparative studies of var-
ious semi-supervised learning methods and identify the tech-
niques suited for systematic review creation. To our knowl-
edge, the proposed research is one of the first that conducts a
comprehensive comparative analysis on the feasibility of
using semi-supervised learning to address the small-sized
training dataset problem that hampers the use of classification
algorithms for medical systematic review creation. Further,
the research provides insights into the relative performance
of various semi-supervised learning that can be applicable to
other domains such as noted earlier.

The following section presents related work and concludes
with a list of research objectives. Section 3 presents various
semi-supervised learning techniques utilized in this study,
followed by a presentation and discussion of the results of
various experiments in Section 4. Section 5 concludes the
paper highlighting contributions, limitations and directions
for future research.

2 Related work and research objectives

Nowadays, there are public databases such as a global net-
work of Cochrane entities and a North American network of
AHRQ-funded Evidence-based Practice Centers that enable
scientists to access up-to-date medical research findings.
Even so, developing a systematic review is slow. The average
time to complete a systematic review is 2.4 years with a re-
ported maximum of 9 years (Bekhuis and Demner-Fushman
2012). A bottleneck occurs during “abstract triage”, where
scientists screen the title and abstract of thousands or tens of
thousands of articles for inclusion in a systematic review.
Hence, most of the existing research has focused on automat-
ing abstract triage using supervised learning methods (e.g.,
Cohen et al. 2009; Frunza et al. 2010; Bekhuis and Demner-
Fushman 2012; Shemilt et al. 2013). Cohen et al. (2006), in a
National Institute of Health (NIH) supported project,
developed- a perceptron-based classifiers to identify journal
articles for inclusion in systematic review update, based on the
title and abstract of the articles. In another study, Frunza et al.
(2010) applied naive Bayes to a dataset of 47,274 manually
labeled article abstracts. They obtained very high recall values
(up to 99 %) and moderately high precision of 63 %. In a
recent study, Timsina et al. (2015) proposed a supervised

learning based text mining method that employs the soft-
margin polynomial Support Vector Machine (SVM) as a clas-
sifier, exploits Unified Medical Language Systems (UMLS)
for medical terms extraction, and uses SMOTE sampling to
resolve class imbalance issues that are ubiquitous for medical
review datasets. There are also studies that focus on compar-
ing multiple algorithms that can be used to classify articles for
systematic reviews. For instance, Bekhuis and Demner-
Fushman (2012) compared different supervised learning algo-
rithms including K-nearest neighbor (K-NN), naive Bayes,
complement naive Bayes (cNB), and evolutionary SVM
(EvoSVM) for “abstract triage”. The authors demonstrated
that based on text mining techniques, the number of docu-
ments that need to be further manually screen was reduced
by up to 46 %, and among the three algorithms, EvoSVM
achieved the highest recall (100 % for both datasets) and rel-
atively low precisions (13.11 % for the Ameloblastoma
dataset and 10.69 % for the influenza dataset). Timsina et al.
(2015) compared different supervised algorithms including
SVM, naive Bayes, perceptron, etc., exploited Unified
Medical Language Systems (UMLS) for medical terms ex-
traction, and examined various techniques to resolve class
imbalance that is common for systematic review datasets.
Through an empirical study, they demonstrated that SVM
with polynomial kernel achieves better classification perfor-
mance than the other algorithms, and the performance of the
classifier can be further improved by using UMLS to identify
medical terms in articles and applying re-sampling methods to
resolve the class imbalance issue. Adeva et al.’s (Adeva et al.
2014) conducted experiments that involved multiple classifi-
cation supervised learning algorithms (including naive Bayes,
k-Nearest neighbor, Support vector machines, and Rocchio)
combined with several feature selection methods (including
TF, DF, IDF, etc.), and applied to different parts of the given
articles (including titles alone, abstracts alone and both titles
and abstract). SVM has produced the highest F-measure when
applied to the titles/abstracts. All these studies developed su-
pervised learning classifiers based on large training datasets
with manually designated labels. As discussed previously, a
conspicuous problem with the supervised learning based ap-
proach to article selection is that supervised learning, to be
effective, requires large amounts of training data, which is
often not readily available in most circumstances when we
create a new systematic review. It is time-consuming and
resource-intensive for scientists to screen thousands of articles
(even just the title/abstract of the article) to create a large
enough training dataset. In view of the problem, Cohen et al.
(2006) suggested to focus on updating a review, where a re-
viewer already has a set of relevant documents in the form of
the studies included in the original review.

Is it possible to develop a new systematic review without
asking scientists to manually review thousands of articles?
There are a few studies that attempted to provide feasible
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solutions to the problem. Cohen et al. (2009) investigated
whether a topic-specific automated document ranking system
for systematic reviews (SRs) can be improved using a hybrid
approach, combining topic-specific training data with data
from other SR topics. The authors found that when topic-
specific training data are scarce, leveraging training data pre-
viously used for developing systematic reviews for other re-
lated topics can significantly enhance the classification perfor-
mance. There is also research that focuses on prioritizing the
order in which citations (including titles, articles, keywords,
etc.) will be screened. Thomas et al. (2011) suggested a pos-
sible method called “term recognition”, which works by
treating the included titles and abstracts as one big (and grow-
ing) document. This method can start with a relatively small
number labeled articles. Each time another article is marked as
“included”, its text is added to the previously included titles
and abstracts. The key terms from this string of text are then
identified, and a search is carried out on the remaining titles
and abstracts. The search is weighted by the significance at-
tached to each term and the results ordered in terms of rele-
vance. Thus, rather than viewing the documents in no partic-
ular order, those most similar to the studies already included
are reviewed first. Unfortunately, no empirical results were
presented on this “term recognition” method.

Overall, the findings of extant research indicate that super-
vised learning shows enough promise for automate the article
selection process for systematic reviews if sufficient training
instances are available. This is however a big “if” since de-
veloping a sufficiently large training set often requires screen-
ing the title/abstract of thousands of articles. Extensively stud-
ied in machine learning and applied to text classification,
semi-supervised learning has been proved to effective in case
of a small-sized training dataset (e.g., Song et al. (2011); Jin
etal. (2011)). Nonetheless, little research to date has examined
if semi-supervised learning can help truncate the costly and
laborious article screening process for systematic reviews by
requiring a small percentage of labeled instances. This leads
us to the following research objectives: 1) Assess and compare
the classification performance of various semi-supervised
learning algorithms for systematic review article selection,
and 2) determine if classification performance can be im-
proved using wrapper methods such as “self-training” and
“active-learning” with the best performing algorithm.

3 Article classification

We conducted three experiments using three systematic re-
view datasets. Before we describe our experiments in detail,
we first describe the data sources, the semi-supervised
methods, and the evaluation metrics for article classification
used in our research.
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3.1 Datasets and data processing

We used three systematic review datasets on drug topics in-
cluding Atypical Antipsychotics (AT), NSAID, and Estrogens
(ESTRO) collected by AHRQ’s Evidence-based Practice
Center (EPC) at Oregon Health and Science University in
our research. These three systematic review datasets were also
used in (Cohen et al. 2006). Table 1 shows an overview of the
datasets. As discussed above, imbalanced class distributions
are the norm for article selection in systematic reviews. As
shown in Table 1, there are much more irrelevant articles than
the relevant ones in all three datasets. Among the three dataset,
Estrogens (ESTRO) has the most serious class imbalance
problem with 29 % of articles labeled as “relevant™.

We used the MEDLINE records for each of the articles in
the above three datasets to generate the feature set as inputs to
our classification technique. The feature set includes the fea-
tures extracted from the title and abstract as well as the article’s
Medical Subject Headings (MeSH) and MEDLINE publication
type. Following (Timsina et al. 2015), we used the Unified
Medical Language System (UMLS) implemented within the
software tool MetaMap version 4 to extract terms and use them
as features. For instance, given the sentence “the objective of
this study was to examine the relationships of serum and dietary
magnesium (Mg) with prevalent cardiovascular disease”, the
MetaMap extracts the ULMS terms including “Study
Objective”, “Relationship”, “Serum”, “Dietary Magnesium”,
“Cardiovascular “, and “Disease prevalence” from the sen-
tence. (Timsina et al. 2015) proved that while the majority of
existing research used the “bag-of-words” approach in system-
atic review article screening, the automatically extracted
Unified Medical Language System (UMLS) terms help boost
classification performance. We then used the term frequency
inverse document frequency (tf-idf) technique (Robertson
2004) to assign a weight to each UMLS term. Each document
was represented by a vector consisting of the TF-IDF weights
of the UMLS terms. TF-IDF of a term increases when the term
appears more often in a document, but it is offset by the count
of the term in the whole dataset, which mitigates for the fact
that some words such as “patient” are generally more common
than others in medical documents.

Table 1  Overview of datasets
Dataset Total Number of Number of Ratio—
number  articles labeled articles labeled relevant
of as relevant as irrelevant Vs.
articles irrelevant
Antihistamines 1120 757 363 0.48
(AT)
Estrogens 370 289 81 0.28
(ESTRO)
NSAID 393 305 88 0.29
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3.2 Semi-supervised learning methods

We investigate the following semi-supervised learning
methods.

Label spreading (Zhou et al. 2004) Label Spreading as-
sumes that geometrically closer data points tend to be similar.
There are two general ideas related to label spreading: 1) the
labeled examples act as sources that push out labels to unla-
beled data, and 2) an example propagates its label to its neigh-
boring examples according to their proximity to it. Label
spreading proposed is a graph based semi-supervised learning
technique that spreads the label information from a labeled
data point to an unlabeled data point based on the affinity of
the data points. Due to the smoothness constraints, reliable
labels should reinforce each other, resulting in higher node
weights, whereas labels showing inconsistencies tend to can-
cel out, resulting in lower node weights.

Label propagation (Zhu and Ghahramani 2002) Label
propagation is similar to Label spreading in that both algo-
rithms are graph-based, and both attempt to propagate a
node’s label to its neighboring nodes according to their prox-
imity. The major difference between label propagation and
label spreading is that label propagation uses the raw similar-
ity matrix constructed from the data with no modifications,
while label spreading iterates on a modified version of the
original graph and normalizes the edge weights by computing
the normalized graph Laplacian.

Semi-supervised support vector machine (S3VM)
(Bennett and Demiriz 1999) S3VM, an extension of standard
support vector machine with unlabeled samples, is another
widely used semi-supervised learning technique. The goal of
an S3VM classifier is to find a labeling of the unlabeled sam-
ples, so that a linear boundary has the maximum margin on
both the original labeled samples and the (now labeled) unla-
beled samples. The obtained decision boundary has the
smallest generalization error bound on unlabeled samples.
The main problem is that this the objective function is non-
convex, which make optimization difficult (Zhu 2005).

We selected the above three semi-supervised learning algo-
rithms because they have been widely used, and we have
reliable implementations of them. Scikit-learn, a well-known
machine learning toolkit, includes implementations of label
spreading and label propagation. We used the S3VM imple-
mentation developed by (Gieseke et al. 2014).

In our research, we also considered two wrapper methods
for semi-supervised learning: Self-training and Active
Learning. They are wrapper methods because they “wrap”
some existing classifiers. In self-training, an existing classifier
(such as SVM) is first trained with the small amount of labeled
data. The classifier is then used to classify the unlabeled data.

Typically the most confident unlabeled points, together with
their predicted labels, are added to the training set. The clas-
sifier is re-trained and the procedure repeated.

Active learning is a special type of semi-supervised learn-
ing. Active learning resembles self-training in that it also at-
tempts to overcome the labeling bottleneck by identifying the
most informative set of unlabeled instances based on some
existing classifiers. It differs from self-training in that after
selecting the most confident unlabeled samples, it requests
an oracle (e.g., a human expert) to assign their labels. Active
learning is also an iterative process in which it first train a
classifier with few training instances, based on the training
results, it selects an optimal set of unlabeled instances and
queries an oracle for manual labeling, and then it re-train the
algorithm based on the incremented training data.

3.3 Evaluation

We evaluated article classification performance using the clas-
sical precision, recall, and F1 metrics. The formulas for com-
puting recall, precision, and F1 are shown in Table 2. TP
represents the number of True Positives, i.e., positive samples
that were correctly classified. TN is the number of True
Negatives, i.e., negative samples that were correctly classified,
FP the number of False Positive, i.e., negative samples that
were incorrectly classified as positive, and FN the number of
False Negatives, i.e., positive samples incorrectly classified as
negatives. Recall refers to the rate of correctly classified pos-
itives among all positives and is equal to TP divided by the
sum of TP and FN. Precision refers to the rate of correctly
classified positives among all examples classified as positive
and is equal to the ratio of TP to the sum of TP and FP. F1
represents the harmonic mean of recall and precision. We did
not use other widely-used metrics for classification such as
accuracy or AUC (area under ROC curve) because 1) when
the class distribution is imbalanced, the evaluation based on
accuracy breaks down, and 2) classification accuracy assumes
equal misclassification costs (for false positive and false neg-
ative errors). However, for systematic review article classifi-
cation, the cost of false negative is high, since we need to
guarantee that our classification technique should identify
most, if not all, of the articles that should be included in a
systematic review. Thus, a high recall is necessary for any
classification technique to be useful.

Table 2  Evaluation metrics

Evaluation Metric Formula

Recall TP/(TP + FN)

Precision TP/(TP + FP)

F1 (2*recall*precision)/(recall + precision)
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4 Experiments

We conducted three experiments to evaluate the effectiveness
of the various semi-supervised learning methods for article
selection for systematic reviews. The datasets we used in the
experiments are the three datasets we described in Table 1.
The objectives of the experiments include:

Experiment 1: Assess and compare the classification perfor-
mance (w.r.t. recall, precision, and F1) of var-
ious semi-supervised learning algorithms for
systematic review article selection.
Determine if classification performance can
be improved using “self-training” with the
best performing semi-supervised learning al-
gorithm identified in Experiment 1.
Determine if classification performance can
be improved using “active learning” with the
best performing semi-supervised learning al-
gorithm identified in Experiment 1.

Experiment 2:

Experiment 3:

4.1 Experiment 1 — comparing different semi-supervised
learning algorithms

In Experiment 1, we evaluated the effectiveness of three ge-
neric semi-supervised learning algorithms including label
spreading, label propagation, and S3VM. We compared the
performance of these semi-supervised learning algorithms
with standard supervised SVM with polynomial kernel.
SVM with polynomial kernel has been proved to achieve bet-
ter performance than others in a recent study (Timsina et al.
2015) that compares a variety of supervised learning algo-
rithms for article selection for systematic reviews.

4.1.1 Experiment design

We started with 5 % labeled articles as seeds or initial training
instances. We conducted stratified sampling to make sure that
there are 5 % of the positive instances and 5 % of the negative
instances in the seeds. Using the 5 % seeds (i.e., initial labeled
instances) as the training set and the rest 95 % samples as the
test set, we conducted semi-supervised learning using the
three different algorithms. Since the seeds were randomly
sampled, this random sampling could have a substantial effect
on the performance of the classifiers. Hence, for each algo-
rithm, we conducted 50 trials to ensure the reliability of the
results. We started with label spreading. In each trial, we first
randomly selected 5 % seeds including 5 % of the positive
instances and 5 % of the negative instances and then per-
formed learning. We then averaged the results of 50 trials to
generate the final results for the label spreading algorithm with
5 % seeds. This approach is consistent with an earlier
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approach used in literature (Zhu and Ghahramani 2002). For
the other algorithms including label propagation, S3VM, su-
pervised SVM, we did not re-select the seeds. Rather, we used
the 5 % seeds that were selected in the 50 trials for label
spreading to ensure that we compared the different algorithms
using the same training and test sets. After getting the results
with 5 % seeds, we increased the number of seeds to 10, 15,
20, 25, and 30 %. For each number of seeds, we again con-
ducted 50 trials and reported the average.

4.1.2 Results and findings

Table 3 shows the results of Experiment 1 with the largest
recall, precision and F1 scores for each dataset with a specific
number of seeds being highlighted.

Among the three measures including recall, precision and
F1, recall is probably the most important one in this context.
Any automated system for identifying relevant articles must
maintain a very high level of recall since ideally, a systematic
review should include all articles that provide high quality
evidence relevant to a topic. Any system with a low recall
would be of little use (Matwin et al. 2010). Cohen et al.
(2006) even assumed that a recall of about 0.95 is required
for a classification system to identify an adequate fraction of
the positive papers. Label spreading consistently achieved
higher recall than the other algorithms across all three datasets.
When applied to the dataset AT, label spreading obtained
around 90 % recall with over 10 % seeds. For the dataset
ESTRO, label spreading produced recall of 83.32 % with
10 % seeds and raised recall to 90 % with 20 % seeds and to
94.36 % with 30 % seeds. It also produced recall of 90.46 %
with 20 % seeds and of 91.23 % with 30 % seeds for the
dataset NSAID. Label propagation also achieved relatively
high recall for all three datasets, but label spreading consis-
tently achieved higher recall than label propagation. S3VM
and SVM produced lower recall results than the two graph-
based algorithms including label spreading and label propaga-
tion. S3VM produced higher recall than standard supervised
SVM in all three datasets. It, however, failed to produce a
recall that is high enough to make it a feasible method for
article selection with a small-sized training set. The highest
recall values yielded by S3VM for the three datasets include
81.81 % for AT, 85.52 % for ESTRO, and 84.69 % for
NSAID.

Precision is still essential in this context, but it is only
meaningful when high recall has been achieved. A higher
precision means that the articles that are classified as
“relevant” are indeed relevant, which means that a smaller
number of articles needed to be manually reviewed. In this
area, F1 is not as important a measure as it is in other contexts.
F1 represents the harmonic mean of precision and recall. It
hence assumes equal misclassification costs for false positive
and false negative errors, but in the context of article selection



Inf Syst Front (2018) 20:195-207 201

Table 3  Experiment 1 results

Data- Seed Label Spreading Label Propagation S3VM SVM

set

Recall  Preci-sion Fl1 Recall  Preci-sion Fl1 Recall  Preci-sion Fl1 Recall  Preci-sion Fl1
(%) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%)

AT 5% 7987 39.52 52.88 76.64 3417 49.14 80.90 36.72 50.24 45.18  40.98 46.06
10% 87.85 39.75 5473 81.79 35.18 5046 81.58 37.61 51.19 7236 44.40 54.82
15% 89.43  39.02 54.33 8473 3427 4990 81.81 38.30 51.86 7259 4525 55.67
20% 88.59  38.31 5349 8635 3537 50.63 81.56  38.99 5243 7380 46.54 56.97
25% 89.61 3725 52.62 8832 3570 50.87 81.20  39.51 52.83 7452 47.69 58.04
30% 91.34 3591 51.55 8875 3476 50.05 80.87 39.86 53.07 7514 47776 58.28

ESTRO 5% 7499 2845 41.01 5629 2548 35.08 63.09 28.11 38.89 6048 21.14 31.33
10% 8332 29.98 4388 8136 24.78 3799 69.56 3045 4235 80.72 26.54 39.94
15% 87.88 3041 45.00 86.96 27.53 41.82 78.81 32.99 46.49 8194 28.74 42.55
20 % 90.00 30.11 4496 86.74 2894 4340 81.86 33.52 47.53 8332 29.89 44.00
25% 92.15 29.17 44.17 88.13 2828 42.82 8398 33.67 48.03 8333 3734 51.57
30% 9436  28.38 43.50 89.02 28.06 42.67 8552  33.58 48.17 8336 3634 51.01

NSAID 5% 8143 2894 4251 87.71 26.64 3627 73.63  29.37 41.73 55.63  28.69 37.85
10 % 86.45  29.59 4392 86.55 25.66 39.68 7747 3023 4321 7635 30.98 44.07
15% 8938 29.54 4425 86.61 28.52 42.67 80.02 31.03 44.44 7888  30.33 43.82
20% 90.46 2991 4496 86.35 28.84 43.06 82.11 31.49 4525 80.64 31.84 45.65
25% 9022 29.47 4442 87.64 28.65 4284 83.59 31.72 4572 7841 40.12 53.08
30% 9123  29.16 4420 9032 2847 4281 84.69 31.79 4598 78.79 4328 55.87

for systematic reviews, an etror of missing a relevant article
(i.e., a false negative error) can be more expensive than an
error of selecting an irrelevant article (i.e., a false positive
error). After all, the articles selected by machine learning
methods still need to be manually verified. Compared with
label spreading, S3VM produced similar F1 scores to label
spreading for two datasets (AT and NSAID) and higher F1
scores (46.49 % vs.45.00 % with 15 % seeds, and 48.17 %
vs. 43.50 % with 30 % seeds) for ESTRO with >10 % seeds.
Supervised SVM performed even better than S3VM in terms
of precision and F1. For the dataset AT, it yielded over 47 %
precision with 30 % seeds, roughly 10 % higher than those
obtained by S3VM and label spreading. For the other two
datasets (ESTRO and NSAID), the precision results and sub-
sequently F1 scores obtained by supervised SVM underwent a
jump between 20 % seeds and 25 % seeds, indicating that a
supervised learning algorithm such as SVM requires a certain
number of training instances (more than 20 % in this case) to
take effect. Such a jump, however, did not occur to SVM’s
recall results. Even with 30 % seeds, SVM produced low
recall results (75.14 % for AT, 83.36 % for ESTRO, and
78.79 % for NSAID).

In summary, the two graph-based semi-supervised
methods, label spreading and label propagation, produced
higher recall results than S3VM and SVM, while S3VM and
SVM (with more than 20 % seeds) produced similar or higher
precision results. It appeared that the graph-based methods

and the SVM-based algorithms have both advantages and dis-
advantages. Further analysis showed that label spreading and
label propagation produced a significantly larger number of
true positives than S3VM and SVM, which means label
spreading and label propagation were able to identify some
positive instances (i.e., relevant articles) that were missed by
S3VM and SVM. With a significantly larger number of true
positives, label spreading and label propagation achieved
higher recall values. On the other hand, label spreading and
label propagation also made a significantly larger number of
false positive errors than S3VM and SVM. A false positive
error means that a negative instance (i.e., an irrelevant article)
was falsely classified as positive (i.e., relevant). As a result,
overall, label spreading and label propagation yielded a lower
level of precision than S3VM and SVM. In the context of
systematic reviews, high recall is a prioritized criterion for
effective article classification algorithms. Precision is useful
only when a high level of recall is obtained. We hence believe
that in this context, the graph-based algorithms are preferred
to the SVM based algorithms. Between the two graph-based
methods, label spreading performed better than label propaga-
tion with respect to both recall and precision. A plausible
reason can be label spreading minimizes a loss function that
has regularization properties, as such it is often more robust to
noise. Hence, among the three semi-supervised learning
methods we investigated, label spreading appeared to be the
optimal method for dealing with article selection for
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systematic reviews with limited labeled instances. Moreover,
the results of experiment 1 indicate that semi-supervised learn-
ing, more specifically label spreading, could be a viable meth-
od for article selection with limited labeled instances. In this
context of systematic review article selection, a critical re-
quirement for an automated classification algorithm to be fea-
sible is that it must achieve a very high level of recall. Label
spreading obtained high recall in all three datasets. It achieved
over 90 % recall for AT and NSAID and about 95 % recall for
ESTRO. It is noteworthy that compared with standardized
supervised SVM, label spreading produced lower precision
results. Although not as critical as recall in this context, lower
precision signifies more false positive errors, which means
that more irrelevant articles would be manually reviewed.
We hence conducted the next two experiments, Experiment
2 and Experiment 3, to explore methods for further enhancing
classification performance.

4.2 Experiment 2 — enhancing classification performance
with self-training

The goal of this experiment is to investigate if combining label
spreading with self-training and supervised SVM can improve
precision while maintaining or even enhancing recall, thus
helping further reduce workload for systematic review article
selection. In Experiment 1, label spreading achieved recall of
about 95 % for ESTRO and of over 90 % for the other two
datasets. However, if we follow Cohen et al.’s requirement
that a recall close to 95 % is imperative for classification
algorithms, further improving recall is still necessary.

Self-training is a semi-supervised method that can be used
to increment the training set. Given an initial training dataset,
self-training relies on an existing algorithm to label some of
the most confident unlabeled instances. It then adds the newly
labeled instances to the training dataset and re-train the algo-
rithm. This process can be iterated over the remaining unla-
beled data. Supervised learning algorithms such as SVM have
often been used in self-training to identify the most confident
instances. In this experiment, we used label spreading, a semi-
supervised algorithm, to select the optimal unlabeled in-
stances. As shown in Experiment 1, label spreading produced
much higher recall and identified more true positives than
SVM with a small-sized training dataset.

4.2.1 Experiment design

We used different numbers of seeds (i.e., initially labeled ar-
ticles) ranging from 5 to 30 %. Again, to alleviate the effect of
random sampling, for each seed number, we conducted 50
trials. Using the seeds as the initial training dataset, we per-
formed label spreading to classify the unlabeled instances.
Label spreading computed a weight for each unlabeled in-
stance. An unlabeled instance with a higher weight was
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considered more likely to be positive. We ranked the unla-
beled instances according to the weights. We then selected a
few top instances and a few bottom ones and incorporated
them with their predicted labels into the training set. This
completed one iteration of self-training. The incremented
training dataset was used to re-train the label spreading algo-
rithm in the next iteration. Among the three datasets, ESTRO
and NSAID have similar numbers of positive instances and
negative instances. We tested different numbers of iterations
(from 4 to 12) for these two datasets, and in each iteration, we
also tried to select from 10 (including top 5 and bottom 5
instances) to 20 instances (including top 10 and bottom 10
instances). It appeared that 9 iterations of self-training with
top 8 and bottom 8 instances selected in each iteration pro-
duced the best performance for ESTRO and NSAID. The
dataset AT has a much larger number of positive and negative
instances. We hence conducted 18 iterations of self-training
with top 8 and bottom 8 instances selected in each iteration to
make sure that relatively similar percentages of new instances
would be labeled and added to the training set across all three
datasets. Table 3 below includes a column called “Final
Train”, which shows the final sizes of the incremented train-
ing datasets after the iterative self-training process. For in-
stance, for the dataset AT, the initial training set included just
the 5 % seeds. 18 iterations of self-training added 40.44 %
instances to the training set, which resulted in a final training
dataset that included 45.44 % (40.44 % new instances + 5 %
seeds) of the total instances. With the final training set, we
trained a supervised SVM classifier and classified the remain-
ing unlabeled instances. Our self-training based method com-
bines both semi-supervised learning and supervised learning.
We were aware that existing studies such as (Cohen et al.
2006; Bekhuis and Demner-Fushman 2012) had shown a ten-
dency for recall to decline when precision increases. Since
Experiment 1 results showed that supervised SVM achieved
lower recall but higher precision than label spreading, we
decided to use SVM to training a portion of the unlabeled
instances, which could potentially enhance precision but low-
er recall. We attempted to remedy this by using self-training to
increment the training dataset. Our strategy hence included
using self-training to increment the training set, in order to
maintain a high level of recall, and using the incremented
training set to train a supervised SVM learner, in order to
enhance precision.

4.2.2 Results and findings

We compared the performance of self-training with that of
using label spreading alone and of using SVM. Table 4 shows
the results, with the largest recall, precision and F1 scores for
each dataset with a specific number of seeds being
highlighted.
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Table 4  Experiment 2 results
Dataset Seed Self-training Label Spreading SVM
Final Train*  Recall Precision  F1 Recall Precision  F1 Recall Precision  F1

AT 5% 45.44 % 80.26 %  45.26 % 5788 %  79.87%  39.52 % 5288 %  45.18% 4698 % 46.06 %
10%  52.84 % 8558 %  45.08 % 5881 % 84.85%  39.75% 5473 % 7236 % 4440 % 55.03 %
15% 6024 % 8542 % 4542 % 5931% 88.63%  39.02 % 5433 % 7259 % 4525 % 55.75 %
20%  67.64 % 8733 % 4533 % 59.68 % 88.59 % 3831 % 5349%  73.80%  46.54 % 57.08 %
25%  75.03 % 88.89 %  44.89 % 59.65%  89.61 %  37.25% 5262% 7452 %  47.69 % 58.16 %
30% 8243 % 90.17 % 4534 % 6034 % 9134% 3591 % 5155% 7514 %  47.76 % 58.40 %

ESTRO 5% 54.67 % 86.74 %  29.35 % 4386 % 7499 %  28.45 % 4101 % 6048 % 21.14% 31.33 %
10%  59.86 % 89.22 %  30.93 % 4594 %  8332%  29.98 % 43.88% 80.72% 2654 % 39.94 %
15% 6471 % 90.87 %  35.64 % 51.20% 87.88%  30.41 % 4500 % 8194 % 2874 % 42.55 %
20%  69.90 % 89.53%  36.44 % 51.80%  90.00 %  30.11 % 4496 % 8333 %  29.89 % 44.00 %
25%  74.74 % 9216 %  38.38 % 5424 %  92.15%  29.17 % 44.17%  8332% 3734 % 51.57 %
30% 7993 % 93.75%  38.66 % 5474 % 9436 % 2838 % 4350 % 8336 % 3674 % 51.01 %

NSAID 5% 5213 % 82.60 %  30.35% 4440 % 8143 %  28.94 % 4251% 5563% 2937 % 38.44 %
10% 5738% 86.37%  30.93 % 4541 %  86.45%  29.59 % 4392%  7635% 3098 % 44.07 %
15% 6230 % 86.17 %  32.64 % 4735% 89.38%  29.54 % 4425% 7888 % 3033 % 43.82 %
20% 6721 % 89.11 %  38.44 % 5371 % 9046 % 2991 % 4496 %  80.64 % 31.84 % 45.65 %
25% 7213 % 89.56 % 4338 % 5845% 9022 % 2947 % 4443 % 7841 %  40.12 % 53.08 %
30% 7738 % 90.78 %  43.66 % 5897 % 9123 %  29.16 % 44.19% 7879 %  43.28 % 55.87 %

Obviously, our strategy of combining semi-supervised
learning and supervised learning has been proved to be effec-
tive in enhancing precision. Compared with using label
spreading alone, our self-training method produced signifi-
cantly higher precision for all three datasets. For instance,
for the dataset AT and ESTRO, self-training with 30 % seeds
produced precision that is about 10 % higher than the preci-
sion obtained by label spreading alone. For the dataset
NSAID, self-training with 30 % seeds produced precision of
43.66 %, while label spreading with the same seeds produced
precision of only 29.16 %. Self-training also yielded very
comparable precision results to SVM. Our strategy was also
effective in maintaining a high level of recall. It worked espe-
cial well with a small number of seeds. For the dataset AT,
with 5 and 10 % seeds, self-training achieved higher recall
(80.26 % vs. 79.87 % for 5 % seeds and 85.58 % vs. 84.85)
than label spreading alone. For ESTRO with 5, 10, and 15 %
seeds and for NSAID with 5 % seeds, self-training also
yielded slightly higher recall. When the number of seeds got
larger, self-training obtained slightly lower recall than label
spreading alone.

To summarize, in Experiment 2, we aimed to enhance pre-
cision while maintaining or, better, improving recall. We used
self-training with label spreading to identify the most confi-
dent unlabeled instances. These instances with their predicted
labels were incorporated into the training dataset, and with the
incremented training set, we employed SVM to classify the
remaining unlabeled instances. The self-training based

method succeeded in enhancing precision and maintaining a
high level of recall. It, however, failed to further enhance
recall. A reason could be that even if we chose to add the most
confident instances in self-training, some instances were still
misclassified. In Experiment 2, across the three datasets, we
labeled 1800 unlabeled instances as positive. We made 177 (or
9.83 %) false positive errors. Our self-training method was
much more effective in identifying negative instances, proba-
bly because our datasets are imbalanced, i.e., there are far
fewer “relevant” than “irrelevant” instances in all three
datasets. Among 1800 instances labeled as negative in the
self-training process, only 28 (1.56 %) were misclassified. A
serious limitation of self-training is that these misclassified
instances were treated as truth and were used to classify other
unlabeled instances. The impact of these misclassified in-
stances could snowball as the self-training process proceeded.
We hence continued to explore the effectiveness of active
learning. We expected that with human labeled instances in-
corporated into the training dataset, we could enhance both
recall and precision.

4.3 Experiment 3 — enhancing classification performance
with active learning

Active learning approach has received considerable attention
due to its potential for achieving greater classification accura-
cy in applications where unlabeled data may be abundant or
easily obtained, but labels are difficult, time-consuming, or
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expensive to obtain (Settles 2010). Active learning is similar
to self-training in that the learner is responsible for acquiring
training samples. The main difference of active learning from
self-training is that in active learning, after an optimal set of
unlabeled instances were identified, human experts need to
label these instances. In this experiment, we wanted to inves-
tigate whether active learning based on label spreading can
further enhance the performance of article classification, as
compared with the fully automated approaches such as the
self-training method described above.

4.3.1 Experiment design

For each dataset, we again used different numbers of seeds.
Again, to alleviate the effect of random sampling, given a
specific number of seeds, we conducted 50 trials and took
the average of the results. In each trial, we performed active
learning iteratively. We conducted 9 iterations of active learn-
ing for the datasets NSAID and ESTRO and 17 iterations for
the dataset AT. In each iteration, we added 6 articles predicted
by the algorithm to be negative and another 6 articles predict-
ed to be positive to the labeled set. We conducted multiple
tests to identify these optimum parameters such as the number
of iterations and the number of instances added to the training
set. As discussed previously, there are more negative instance
than positive ones in a typical systematic review dataset; ma-
chine learning hence tends to achieving high accuracy on
predicting the negative articles, as evidenced by existing re-
search (Shemilt et al. 2013). Our datasets indeed included
much fewer “relevant” articles than “irrelevant” ones. The
Experiment 2 results showed that label spreading is effective
in identify negative instances, with only misclassified 1.56 %
negative instances. Thus, in our active learning method, we
added the instances predicted by the label spreading algorithm
to be negative into the labeled set without asking human ex-
perts to annotate them. Positive articles, on the other hand, are
fewer, and label spreading identified them with a higher mis-
classification rate in Experiment 2. In real practice, it is nec-
essary for human experts to label the articles that were pre-
dicted to be positive, before adding them to the training
dataset. In our experiment, since the actual label of each in-
stance is available in our datasets, we simply added the in-
stances with their correct labels to the training dataset. Like in
Experiment 2, we used active learning to increment the train-
ing dataset iteratively. With the final incremented training set,
we trained a SVM classifier, which was then used to classify
the remaining unlabeled instance.

The sizes of the final training datasets after the iterative
active learning process are shown in the column “Total
Article Read” in Table 5 below. Each final training dataset
after active learning included the initial seeds and the newly
labeled instances. In real practice, both the seeds and the in-
stances labeled during active learning represent manually
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reviewed instances. We used the self-training method de-
scribed in section 4.2 and supervised SVM as the benchmark
methods. We conducted self-training and supervised SVM
classification with an initial training dataset that included the
same number of instances as in the training set obtained by
active learning. For instance, for the dataset AT with 5 %
seeds, the augmented training dataset after active learning
encompassed 26.43 % of the instances, which included 5 %
seeds plus 21.43 % newly labeled articles — these are articles
supposedly reviewed by human experts. When we conducted
self-training using the method described in section 4.2 for
comparison, we also created an initial training set that
contained 26.43 % instances (including 5 % seeds and another
21.43 % stratified samples). By doing this, we made sure that
we compared actively learning and self-training based on an
equal number of supposedly manually reviewed articles. We
conducted supervised SVM classification using the same ini-
tial training set prepared for self-training.

4.3.2 Results and findings

We compared the active learning method with supervised
SVM and the self-training method described in section 4.2.
Table 5 shows the comparison results.

Table 5 shows that the active learning method produced
considerably better recall and precision than both self-training
and supervised SVM. It worked well even with a small number
of seeds. For instance, with 10 % seeds (around 31 % of total
instances read), the active learning method produced recall of
91.50 % for AT, of 95.87 % for ESTRO and of 92.94 % for
NSAID. We also included SVM classification results with
70 % training datasets in Table 5. Active learning even
outperformed SVM with 70 % training sets. They have com-
parable precision results. However, SVM, even with a large
training set, still made quite some false negative errors and
produced a level of recall, which indicates that SVM needs to
be adapted or extended to be useful for systematic review arti-
cle selection. Another contributing factor that led active learn-
ing to outperform SVM could be that in each iteration of active
learning, we selected roughly an equal number of positive vs.
negative instances. In other words, the proposed active learning
method implicitly performed under-sampling. Timsina et al.
(2015) proved that since a typical systematic review dataset
includes much fewer relevant articles than irrelevant ones, em-
ployment of re-sampling methods dealing with class imbalance
such as under-sampling can significantly improve the perfor-
mance of machine learning classifiers. Active learning appears
to work especially well for medical systematic review datasets
that normally have class imbalance. In active learning, label
spreading is first used to identify the same number of articles
that are most likely to be relevant vs. irrelevant, and human
experts then manually verify the relevance of these articles.
Due to class imbalance typical to medical review datasets,
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Table 5 Experiment 3 results

Dataset Seed  Total Article Read  Active Learning Self-training SVM
Recall Precision  F1 Recall Precision  F1 Recall Precision  F1

AT 5% 26.43 % 8950 % 50.54%  64.60% 8898 % 4492%  59.70% T452% 47.69%  58.16 %
10% 3143 % 9150% 4952%  6426% 91.17% 4568 % 6086 % 7514 % 4776 %  58.40 %
15% 3643 % 9040 % 51.12%  6531% 90.17% 4534 % 6034% 7587% 4778 %  58.63 %
20% 4143 % 9142 % 51.53% 6591 % 90.76 % 4629 % 6131 % 7576 % 47.66%  58.51 %
25% 4643 % 9274% 5226%  6685% 9137% 4649%  61.62% T6.88% 4822% 5927 %
30% 5143 % 93.18% 5281 % 6741 % 91.92% 4638% 61.65% 78.63% 47.73%  59.40 %
70 % 89.95% 54.62% 6797 %

ESTRO 5% 27.84 % 9389 % 41.82% 5787% 92.87% 38.60% 5453% 8636% 3734% 5214 %
10% 3270 % 9587 % 4249 %  5888% 9397% 3897%  5509% 8332% 36.74%  50.99 %
15% 3784 % 9633 % 42.67%  5914% 9422% 3820% 5436% 83.48% 36.69%  50.98 %
20% 4270 % 9659 % 41.68%  5824% 94.69% 3914%  5539% 85.66% 3693% 51.61 %
25% 47.84 % 9756 % 4195%  58.67% 95.16% 3918%  5550% 8436% 37.19% 51.62%
30% 5270 % 98.06 % 42.77% 5956 % 95.64% 3917%  5557% 8285% 39.88% 53.84 %
70 % 9338% 4343 % 5929 %

NSAID 5% 26.46 % 91.60 % 48.02%  63.01% 89.76 % 44.02%  59.07% 7841 % 40.12%  53.08 %
10% 31.30% 9294 % 49.07%  6423% 90.77% 4453 %  59.75% 7879 % 4328 % 5587 %
15% 3639 % 9334% 4994%  6591% 91.14% 4516% 6040% 7797 % 44.68%  56.81 %
20% 4148 % 9401 % 4653%  6225% 9151 % 4561 % 60.87% 77.10% 4497%  56.81 %
25% 4631 % 9444 % 5032% 6566 % 91.87% 4537%  60.74% 7840% 43.17%  55.68 %
30% 5140 % 9490 % 50.14% 6561 % 9224% 4653 % 61.85% 79.02% 4385%  56.40 %
70 % 90.48 % 5151 %  65.65 %

i.e., a medical review dataset often includes a small number of
relevant articles and a large number of irrelevant articles, the
incremented training dataset resulting from several iterations of
active learning includes a large portion of all the relevant arti-
cles and a relatively small portion of all the irrelevant articles.
As a result, with the same number of articles being manually
reviewed, active learning helps identify more relevant articles
and achieve higher recall than supervised learning with random
samples.

In summary, we conducted three experiments, each of
which shed some light on the use of semi-supervised learning
in selecting articles for systematic reviews. The Experiment 1
results showed that given a small-sized training dataset, semi-
supervised methods, especially label spreading, achieved a
high level of recall, which makes them viable methods for
reducing workload for systematic review article selection.
However, using label spreading alone resulted in low preci-
sion. To improve precision while maintaining or better en-
hancing recall, we proposed a self-training based method that
combines semi-supervised learning (with label spreading
based self-training) and supervised learning (with SVM).
The Experiment 2 results showed that the proposed self-
training based method significantly enhanced precision while
maintaining a high level of recall. It worked especially well
with small training sets (5 % or 10 % seeds). Next, we

explored the feasibility of using active learning to further en-
hance both recall and precision. The Experiment 3 results
showed that active learning produced a very high level of
recall that meets Cohen et al.’s 95 % recall requirement, sug-
gesting that the active learning method is a highly feasible
method for systematic review article selection with small-
sized training datasets. However, active learning requires hu-
man expert to be continuously engaged to produce optimum
results. If experts’ engagement is not available, with an initial
small-sized training set, self-training provides a feasible alter-
native. It is automatic, though the classification performance
of self-training is inferior to that of active learning.

5 Conclusion

Developing a medical systematic review involves a group of
scientists evaluating thousands or even hundreds of thousands
of articles in order to identify the relevant ones that need to be
included in a review, which hence poses a Big Data challenge.
This paper presents a comprehensive study assessing and
comparing the applicability of using semi-supervised learning
in addressing the challenge. We examined several different
semi-supervised methods and identified label spreading as
an algorithm that produced high recall that is necessary for
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systematic review article selection. We also demonstrated that
the performance of label spreading could be further enhanced
when it is combined with self-training and active learning.

In prior research, supervised-learning has been used as the
de-facto standard method for article classification for system-
atic reviews. Supervised learning, however, relies on a large
training dataset that in real practice is extremely costly and
time-consuming to obtain. We proposed to use semi-
supervised learning methods such as label spreading, self-
training, and active learning to classify articles based on a
small-sized training dataset. The use of semi-supervised learn-
ing in selecting systematic review articles has so far been
largely ignored in literature.

Moreover, the experiences and lessons learned from our
research are expected to inform the literature regarding the
efficacy of the proposed techniques and the further develop-
ment and refinement of these techniques not just in the context
of medical systematic reviews but in other domains such as
enterprise document searching, research in the humanities
(i.e., history) to journalism (i.e., looking through past news
stories to identify relevant past items on the same topic; on
the consumer side, showing the reader relevant related stories
to the article currently being read).

With respect to medical systematic reviews, this research
has the potential to optimize systematic creation and contrib-
ute to the adoption of evidence-based medicine. Currently,
laborious efforts for selecting articles for systematic reviews
preclude us from creating systematic reviews to keep pace
with medical research advances, which subsequently impedes
the translation of the latest medical evidence into healthcare
practice. This research can help to automate the systematic
review development process by significantly reducing the
number of articles that scientists need to manually review
when they create a new systematic review. This research pro-
vides direct impact in the availability of best medical evidence
and consequently, may contribute to improving the health and
wellbeing of society.

As for limitations and directions for future research, we
note the following: First, the viability of semi-supervised
learning and wrapper methods was demonstrated using three
data sets from the medical domain. Future research can further
explore the generalizability of the results to other data sets
from the medical and other domains. Second, with respect to
medical systematic reviews, this research focused on the first
step in conducting systematic reviews, namely, abstract triage.
This approach can be extended to assess applicability to full-
text triage leveraging existing and emerging to analyze not
only the abstracts of tens of thousands of articles but also the
full text of the articles. Last but not least, future research may
investigate means for deploying the proposed approach in a
manner that simplifies and automates (or semi-automate) the
update of systematic reviews on a frequent basis as new liter-
ature is added to the existing knowledge repository.
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