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Abstract Discovering knowledge from data means finding
useful patterns in data, this process has increased the opportu-
nity and challenge for businesses in the big data era.
Meanwhile, improving the quality of the discovered knowl-
edge is important for making correct decisions in an unpre-
dictable environment. Various models have been developed in
the past; however, few used both data quality and prior knowl-
edge to control the quality of the discovery processes and
results. In this paper, a multi-objective model of knowledge
discovery in databases is developed, which aids the discovery
process by utilizing prior process knowledge and different
measures of data quality. To illustrate the model, association
rule mining is considered and formulated as a multi-objective
problem that takes into account data quality measures and
prior process knowledge instead of a single objective problem.
Measures such as confidence, support, comprehensibility and
interestingness are used. A Pareto-based integrated multi-

objective Artificial Bee Colony (IMOABC) algorithm is de-
veloped to solve the problem. Using well-known and publicly
available databases, experiments are carried out to compare
the performance of IMOABC with NSGA-II, MOPSO and
Apriori algorithms, respectively. The computational results
show that IMOABC outperforms NSGA-II, MOPSO and
Apriori on different measures and it could be easily custom-
ized or tailored to be in line with user requirements and still
generates high-quality association rules.

Keywords Datamining . Data quality . KDD . Decision
making .Multi-objective algorithm

1 Introduction

The use of the Internet and the consequent explosive growth
of information have made large volumes of a variety of data
available to both businesses and individuals (M. S. Chen et al.
2006). Enterprises that could master the necessary methodol-
ogy to exploit that data will improve innovation, increase
competitiveness and enhance productivity (Manyika et al.
2011; Popovic et al. 2015). In the early 1990s, the process of
knowledge discovery in databases (KDD) was first developed
and it created the context for developing tools that could con-
trol the flood of data entering databases that are owned and
operated by business, manufacturing firms, scientific organi-
zations and personal information sources (Piatetskyshapiro
1991). Various models of KDD processes and methodologies
were developed, and the original KDD process (Fayyad et al.
1996) and cross-industry standard process for data mining
(CRISP-DM) (Chapman et al. 2000) are two well-known
models among them. However, both of these models do not
consider the significant role played by data quality and prior
knowledge; thus, not all of the data mining results and
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processes are useful and correct. At the same time, it is true
that a large number of data-mining projects that have been
developed at great expense are not considered successful be-
cause the project results are not being used (Mariscal et al.
2010). A key reason leading to the above situation is that the
quality of the used data or the mined knowledge is low.
Actually, data quality problem occurs in the whole KDD pro-
cess. In this paper, we propose a model that emphasises the
use of data quality (DQ) measures and prior knowledge to
improve the quality of the results.

In order to illustrate the logic of the model, we use the
Association rule mining, an important technique in data min-
ing (DM) step of the KDD process (Han and Kamber 2006),
as an example. A number of algorithms have been developed
for generating the association rules (Ceglar and Roddick
2006). In traditional association rule mining, a high confi-
dence rule will be generated, for example, the rule: BZip code:
20,015- > City: Washington^ that has a confidence of slightly
below 100 %, but it may be uninteresting. However, rules at a
much lower confidence level are also worth considering (Hipp
et al. 2001). At the same time, the key characteristics of useful
association rules are novelty, externally significant, unexpect-
ed, and actionable (Agarwal et al. 2001; Rak et al. 2008).
Thus, only using confidence and support as criteria, in all
likelihood, will not produce rules that are useful from a prac-
tical perspective. A generated rule which satisfies the data
quality measures articulated by managers could be deemed
useful. Some data quality measures such as comprehensibility,
interestingness and timeliness etc. could be applicable to the
generated rules (Guerra-García et al. 2013). Interestingly these
measures are also highly customizable according to prior
knowledge of the practical situation or decision for which
the mining process is being applied. In a recent study mea-
sures were used to assess the quality of the raw data, which
could improve the efficiency of the mining algorithms
(Davidson and Tayi 2009). However, their paper only con-
siders a single objective while evaluating the efficacy of clas-
sification rule mining algorithms. Lahiri and Dey (2013) used
multi-objective mining algorithm to discover high quality
rules, which was proved to be superior to the other proposed
algorithms that only use one evaluation measure. Data
quality in their paper is only used to improve the data
mining algorithm. Janjua et al. (2013) developed a meth-
od to improve the quality of the integrated knowledge.
However, they only considered the data quality problem
in data integration process. In contrast, data quality is
considered in the whole knowledge discovery process in
our model. We illustrate how to use the data quality to
change the traditional knowledge discovery process in
Section 3. And we also propose a multi-objective
Artificial Bee Colony algorithm (IMOABC), which out-
performs NSGA-II, MOPSO and Apriori algorithms, for
association rule mining.

The main contributions of this paper are summarised
as follows:

1. A model of KDD that makes the discovery processes and
the corresponding results to be more practical as it em-
phasises the use of data quality measures and prior knowl-
edge in an interactive manner which truly improves the
quality of the results and also reduces the complexity of
the data mining task is presented.

2. To illustrate how the model could be used in reality, asso-
ciation rule mining is taken as an example. In the sug-
gested KDD process, data quality measures and prior
knowledge are taken as an objective and/or as a constraint,
which offers an advantage over the traditional approach of
association rule mining, where only support and
confidence are used to extract useful rules from the raw
data. Thus, the association rule mining is considered as a
multi-objective problem rather than a single-objective
problem, which mitigates some of the limitations of the
existing approaches.

3. Subsequently, an integrated multi-objective Artificial Bee
Colony algorithm is developed and tested on publicly
available real data sets; the results of the experiments for
both the IMOABC and Apriori algorithm are presented.
The computational results show that IMOABC could be
easily customized or tailored to be in line with user re-
quirements and still generate high-quality association
rules; especially the number of the generated rules is suit-
able for users as it does not overload their cognition capa-
bilities. Further, different rules could be chosen according
to users’ different preferential weighting of the objectives
using a Pareto-based approach.

This paper is organised as follows. Section 2 introduces
KDD, DQ, DM and data quality mining briefly. A model for
KDD that is based on data quality and prior knowledge is
developed in Section 3. In Section 4, association rule mining
that is based on data quality and prior knowledge is presented
as an example for the model proposed in Section 3, and then,
the original ABC algorithm is modified to solve the multi-
objective problem. Finally, experiments are performed, and
the results are discussed. Section 5 concludes the paper and
proposes future research directions.

2 Background

2.1 Knowledge discovery in databases

KDD is a phrase that describes the process of discovering and
exploiting the considerable amount of valid, novel, potentially
useful knowledge from databases. Knowledge discovery en-
ables information to be transformed into knowledge that is
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regarded as hidden in the vast databases and can contribute to
the development of knowledge innovation and a knowledge
economy. It is well known that standard statistical techniques
are simply not effective in discovering interesting knowledge
from large size databases which are quite common in modern
businesses (Corne et al. 2012).

A typical KDD project contains a series of complex mining
steps. Fayyad et al. (1996) summed up the five basic steps of
the KDD, as follows:

Step 1. Selection: users often should make sure what type of
data could be applied to their KDD project.

Step 2. Pre-processing: when the data are collected, the next
step must be pre-processing the data to eliminate
errors that exist in the data and fix the missing
information.

Step 3. Transformation: conversion of the data to the re-
quired format of the data mining algorithm being
used. This step is critical for obtaining useful and
hidden knowledge from the vast amount of raw data
thereby ensuring a successful KDD project.

Step 4. Data mining: selection and application of appropriate
data mining tools.

Step 5. Interpretation and evaluation: understanding and
evaluating the data mining results.

Many studies have extended the KDD process in the past.
Gertosio and Dussauchoy (2004) added the process with hu-
man interaction. Cabena et al. (1998) added the feedback from
the result to the raw data into the original KDD process. Kros
et al. (2006) presented a neural network that is helpful on
KDD in the presence of imprecise data. The KDD process
was also modified to be suitable for some domains (Bendoly
2003). Actually, the above models did not consider data qual-
ity measures or using prior knowledge which is important to
the quality of KDD process.

2.2 Data mining

Data mining is the core of the KDD process. Using approxi-
mate algorithms to extract useful information and knowledge
from large databases has been recognised by many researchers
as a key research topic in database systems and machine learn-
ing and by many industrial companies as an important area that
has an opportunity for major revenues (M. S. Chen et al. 1996;
Liu and Shih 2005). The discovered knowledge could be ap-
plied to many areas, such as information management, market-
ing, decisionmaking, and process control (Bose andMahapatra
2001; Hui and Jha 2000; Li et al. 2007; Lin et al. 2003).

Associate rule mining is an important issue in data mining.
Many of the existing algorithms, such as Apriori (Agrawal
et al. 1993), SETM (Houtsma and Swami 1995), and DIC
(Brin et al. 1997) for mining association rules, are mainly

based on the approach that is suggested by Agrawal et al.
(Agrawal et al. 1993; Agrawal and Srikant 1994). These algo-
rithms involve two main steps:

Step 1: Frequent itemsets generation. Frequent itemsets are
detected from all possible itemsets by using a mea-
sure called support count (SUP) and a user-defined
parameter calledminimum support. SUP is defined as

SUP A∪Cð Þ ¼ A∪Cj j= Dj j ð1Þ

where |A ∪C| means the number of records of A and C that
occur at the same time in the database, and |D| means the total
number of records in the database. For example, the support
SUP(A) of an itemset A is defined as the proportion of trans-
actions in the data set which contain the itemset. That is, the
itemset {tennis racket, tennis ball, sneaker} has a support of
0.2 since it occurs in 20 % of all transactions.

Step 2: Calculate the confidence and generate the rules using
another user-defined parameter called the minimum
confidence (accuracy). The confidence is defined as

Confidence ¼ SUP A∪Cð Þ=SUP Að Þ ð2Þ

One limitation of these algorithms is that they only consid-
er the same measures (i.e. confidence and support for mining
association rule) for all the situations. This neglects the differ-
ences among the variety of situations an organization encoun-
ters and it also disregards the preferences of different man-
agers about how the generated rules should be used. Another
limitation is as follows: the number of combinations of attri-
butes that form the rules might be very large when the data-
base has a large number of attributes. According to the above
algorithms, whose criterion relies solely on the number of
occurrences of the rule in the entire database, the generated
rule could have a large number of attributes, which makes it
difficult for users or managers to easily understand them
(Fidelis et al. 2000). If the users do not understand the mean-
ing of the rules, then they will not use the rules. Moreover,
some less interesting rules extracted could be easily predicted
by the users (Freitas 2002; Noda et al. 1999).

2.3 Data quality

In this paper, data quality is taken to be synonymous to infor-
mation quality. Wang and Strong (1996) developed a frame-
work for representing the data quality dimensions, which is
important to data consumers, as ascertained through a rigorous
survey. They categorised the data quality into four aspects:
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Intrinsic DQ denotes that data have quality in their own right.
Contextual DQ highlights the requirement that data quality
must be considered within the context of the task at hand.
Representational DQ and Accessibility DQ emphasise the im-
portance of the roles of the systems. That is, the system must
be accessible but secure, and the system must present data in
such a way that they are interpretable, easy to understand, and
represented concisely and consistently. It is well known that
poor data quality truly leads to serious and disastrous situa-
tions for any organization (Fisher and Kingma 2001). Over the
past decade, data quality research activities have increased
significantly to meet the needs of organisations that attempt
to measure and improve the quality of the data (Madnick and
Zhu 2006; Parssian et al. 2004; Pipino et al. 2002).

2.4 Data quality mining

The definition of data quality mining (DQM) is Bthe delib-
erate application of data mining techniques for the purpose
of data quality measurement and improvement. The goal of
DQM is to detect, quantify, explain, and correct data quality
deficiencies in very large databases^ (Hipp et al. 2001). It
has been proven that it is difficult to extract the most inter-
esting rule because of the large size of the dataset. The
generated rule could have a large number of attributes,
which would thereby make it difficult to understand. If the
generated rules are not understandable to the user, then the
user will never use them. Thus, it is important to modify the
collected data and mining algorithms so as to include the
subjective knowledge of the users. In this paper, the authors
consider the widely used association rule mining technique
and attempt to improve the practical usefulness of the tech-
nique. The authors develop an integrated multi-objective ap-
proach that uses Artificial Bee Colony (ABC) algorithm to
the mining rules that are generated by explicitly incorporat-
ing two data quality objectives: comprehensibility and
interestingness as well as two constraints: confidence and
support.

2.5 Multi-objective algorithm

To solve the multi-objective problem, methods such as
Weighted sum method, Lexicographic method and Pareto
frontier could be used (Beiranvand et al. 2014). A large
number of Pareto-based multi-objective heuristic algorithms
have been reported in recent years, such as Elitist Non-
dominated Sorting Genetic Algorithm (NSGA-II) (de la
Iglesia et al. 2006), Strength Pareto Evolutionary
Algorithm (SPEA2) (Zitzler et al. 2001), Multi-objective
Particle Swarm Optimization (MOPSO) (Coello et al.
2004) and Modified Simulated Annealing Algorithm
(MSAA) (Nasiri et al. 2010). In order to solve the data
mining problem, some scholars modified above multi-

objective algorithm for classification problem (B. Alatas
and Akin 2009; de la Iglesia et al. 2006; Reynolds and de
la Iglesia 2009), association problem (Bilal Alatas et al.
2008; Beiranvand et al. 2014; Cui et al. 2011) and feature
selection (Sikora and Piramuthu 2007) etc.

Similar to the above algorithms, the Pareto-frontier ap-
proach is adopted in developing the modified algorithm in this
paper. Our multi-objective algorithm is based onArtificial Bee
Colony (ABC) algorithm (Karaboga 2005; Karaboga and
Basturk 2008). The original ABC algorithm was developed
to solve single objective problems, and it was proved to be
better than Particle Swarm Optimization (PSO) and Genetic
Algorithms (GA) (Karaboga and Basturk 2008); then, it was
modified to solve the discrete problem (Szeto et al. 2011).

The original ABC algorithm (Karaboga 2005; Karaboga
and Akay 2009; Karaboga and Basturk 2007, 2008) analyses
function optimization problems through simulations of bees’
foraging behaviour. It divides the bees into three bee types:
employed bees, onlooker bees and scout bees. Employed bees
and onlooker bees gather honey and scout bees ensure that
there is not enough variation of food sources. Each employed
Bee corresponds to one food source. The numbers of
employed bees, onlooker bees and food sources are equal.
Each food source represents a feasible solution. The quality
of the food source is represented by the fitness value, which
indicates the merits of the feasible solution. Employed bees
communicate the fitness of the food source through a dance.
Onlooker bees observe the dance of several employed bees
and choose a food source from which to gather honey based
on the fitness values communicated by the employed bees.
Better food sources attract a larger number of onlooker bees.
Employed bees abandon food sources when the fitness value
is very low. When food sources are abandoned, scout bees
search for a new food source. Therefore, the processes by
which bees gather honey (i.e., look for high quality food
sources) are similar to the processes that search for the optimal
solution of a problem. The main steps of the ABC algorithm
are given below:

Send the scouts onto the initial food sources.
REPEAT

(1) Send the employed bees onto the food sources and de-
termine their nectar amounts by following behaviour:

Vij ¼ X ij þ Rij* X ij−X kj
� � ð3Þ

where, i = 1 , ⋯ ,ColonySize/2,j = 1 , ⋯ ,Dim,Vijis the posi-
tion of the new nectar source, Xij is the position of source i on
dimension j, Xkj is the position of a random source k not equal
to i on dimension j and Rijis a random number on the interval
[−1,1]. Rij controls the search range.
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(2) Using roulette method to calculate the probability value
of the sources with which they are preferred by the on-
looker bees, then move the onlooker bees onto the food
sources and determine their nectar amounts also by
Eq. (3).

(3) Stop the exploitation process of the sources abandoned
by the bees.

(4) Send the scouts into the search area for discovering new
food sources, randomly.

(5) Memorize the best food source found so far.

UNTIL (requirements are met).

3 A model for KDD based on data quality and prior
knowledge

One of the ten challenging problems in data mining research is
to build a new methodology to help users avoid many com-
mon data mining mistakes (Yang andWu 2006). Furthermore,
standardisation of a data mining process model should be an
essential research line in the present and future of data mining
and knowledge discovery (Kurgan and Musilek 2006). Many
models have been developed for the data mining process in
the past, but a model that focuses on both data quality and
prior knowledge has not been developed yet.

The original KDD process and CRISP-DM are two main
models in the data mining and knowledge discovery process,
while other models are mostly the variants of these two
models (Mariscal et al. 2010). One of the drawbacks of the
general KDD process and CRISP-DM is the lack of a mea-
surement and improvement mechanism for data quality in the
data integration step. For example, one drawback is that even
if the data is cleaned in the pre-processing step, following the
"garbage in garbage out" (Y. W. Lee 2006) rule, raw data still
brings data quality problems. This relationship will certainly
affect the quality of the data warehouse and results, such as
two synonymous but different words and different meanings
of the same word would pollute the data warehouse. Thus, by
focusing on data quality and on prior knowledge, an interac-
tive model of KDD that attempts to integrate subjective and
objective perspectives into a unifying process-centric frame-
work is developed. The knowledge discovery process which
is based on data quality and prior knowledge (DQPK-KDD) is
depicted in Fig. 1. Data quality and prior knowledge as com-
plements to the data mining process could improve the quality
of resulting information products and enhance the speed of
mining. Additionally, the added feedback process brings
knowledge to raw data and enhances human intuition, which
could be useful to the whole process. The concept of data
quality and prior knowledge also could be used to modify
the traditional methods that are used in data analysis. One of
the modified methods could be seen in Section 4.

3.1 Integration

In this era of big data, large amounts of data are produced
every minute; however, some of the data are distributed and
stored in different areas or systems, and hence frequent inte-
gration is required. However, this is the stage where data qual-
ity problems begin to surface and affect the integration pro-
cess. For users, one way to mitigate the data quality problems
is to use their knowledge about the firm’s business environ-
ment and operations to select relevant data which could be
included in the integration step. Besides, integration influences
all of the processing and quality of the discovered knowledge.
For this reason, this critical integration step is added although it
was neglected in the original KDD process. Batista and
Salgado (2007) proposed a DQ criteria analysis in data inte-
gration and showed that incorporating DQ aspects into data
integration is beneficial (J. Lee and Prékopa 2013).
Meanwhile prior knowledge could enable reduction in the
number of resources that are required for this integration step.

3.2 Selection

Fayyad et al. (1996) indicated that massive datasets and high
dimensionality is a challenge for KDD process. An additional
challenge is using users’ knowledge to reduce the size of the
dataset selected from data warehouse, which is referred to data
understanding. In the selection step, the data quality should be
used as a judgment criterion to improve the quality of the data
set at the beginning of selection, such as using data semantics
to reduce misinterpretation (Madnick and Zhu 2006) enhanc-
ing consistency, one of data quality measures. In fact, data
semantics offers several methods that could be used to im-
prove consistency (Evangelopoulos et al. 2010). Through
the application of this selection step, target data for KDD
process could be prepared.

3.3 Pre-processing

In this step, data cleaning is conducted to reduce noise or
outliers and it could use data quality measures as a judgment
criterion for cleaning out low quality data (i.e., incomplete,
unknown, timeless, or inaccurate data). Some methods for
data cleaning, such as record linkages, are based on using a
statistical model for determining and improving the quality of
the data (Winkler 2004).

3.4 Data Mining

Data mining could be regarded as an algorithmic process that
extracts patterns such as classification rules, association rules, or
summaries and has also been applied to improving operations
research techniques (Corne et al. 2012; Feelders et al. 2000).
Recent research also shows that by explicitly considering the
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quality of the data that is to be mined, the performance of dif-
ferent mining algorithms could be significantly improved
(Davidson and Tayi 2009). More and more research views clas-
sification and association rule mining process as a multi-
objective process (Alhajj and Kaya 2008), which has proven
to be a better approach. Application of the Apriori algorithm
formining association rules, very often generates a large number
of rules (Klemettinen et al. 1994; Tan and Kumar 2000) which
results in users being unnecessarily overwhelmed with incom-
prehensible rules. By explicitly considering data quality mea-
sures either as the objective or including them as soft constraints
could yield more interesting, comprehensible and accurate rules
that are useful to business users (Hipp et al. 2001).

Moreover, there are three major data quality problems in
the database: incomplete data, wrong data and duplicate data.
Users could use data mining technology to fill in the missing
data, confirm the incorrect data and duplicate data
(Wickramaratna et al. 2009) or evaluate the data quality
(Soler and Yankelevich 2001) as well as give a label to the
quality of the data (Sheng et al. 2008).

3.5 Evaluation

In this phase, a review is carried out to verify if the rules
obtained through the KDD process achieve the stated business
objectives. Next, ranking and filtering of the entire set of gen-
erated rules could be performed to evaluate and extract the
subset of useful rules. Appropriate data quality measures
could be used in developing the ranking (i.e. association
rules could be ranked by interestingness measure which
could be seen in Section 4.1), while users could use their hard
and soft knowledge about the business context to facilitate the
filtering of unwanted rules.

3.6 Feed-back

The knowledge gained from themining process could be stored
and archived for use in the future. Furthermore, it could be used
to guide the whole process and to correct any past mistakes.

The different steps of the KDD process as outlined above
could benefit immensely from actively considering the inclu-
sion of data quality and prior knowledge. It could also help the
users to control the KDD process in a meaningful way by
eliminating poor quality data early in the KDD process and
tailoring the mining results to be more in accordance with the
requirements of the users.

4 The application of the DQPK-KDD model: using
association rule mining as an example

To illustrate the model that is proposed in Section 3, an appli-
cation is presented that involves association ruleminingwhich
has received considerable attention (G. Chen et al. 2006;
Coenen et al. 2004). Association rule mining supports deci-
sion making extensively in business settings such as super
markets, major retail stores. An association rule is an implica-
tion A→C, where A is called the Antecedent, and C is called
the Consequent. Many different algorithms have been devel-
oped for finding association rules (Ceglar and Roddick 2006).
Association rule mining problems have been considered to be
multi-objective problems, as indicated by some scholars
(Ghosh and Nath 2004; Nasiri et al. 2010). The multi-
objective approach has various advantages over the previous
approach (e.g., it gives a set of rules instead of one rule for
each run of the algorithm) and in turn provides users more
useful rules (de la Iglesia et al. 2006). Moreover, users could
set some practical constraints on the multi-objective problem,
which enables tailoring of the mining process to the specific
business context being considered. It also allows reducing the
amount of data being used in the mining process and more
importantly it allows the user to generate association rules that
are more interesting and relevant.

Association rules could be viewed as information products
(Adomavicius and Tuzhilin 1999) and hence they may also
have data quality issues. When the data quality and prior
knowledge are incorporated into association rule mining pro-
cess, it is advantageous to utilize a multi-objective problem

Fig. 1 The DQPK-KDD model

406 Inf Syst Front (2018) 20:401–416



rather than a single-objective problem. Since data quality has
many dimensions each of which has to be evaluated appropri-
ately, a multi-objective approach would be a good alternative.
Also in many practical contexts, a user could strategically
utilize some prior knowledge to control the scope of the min-
ing process while tailoring the results of the association rule
mining to the specific practical setting. For example, if the
user cares only for the relationship among the attributes A,
B and C, he can set the constraints such that the resulting rules
contain A, B and C only. This constraint would naturally re-
duce the amount of data that needs to be scanned in the mining
process. Such as in the real world, a sports shop which needs
to know whether there is a relationship among the tennis rack-
et, tennis ball and sneaker, could use this prior knowledge to
limit the scope of loading data attributes. To solve this multi-
objective association rule mining problem, a modified
Artificial Bee Colony algorithm is developed. Since a single
solution for a multi-objective problem is rare, the Pareto
Frontier concept (Maximiano et al. 2012) is adopted in build-
ing the algorithm.

4.1 Association rule mining based on data quality
and prior knowledge

Several studies have proposed interestingness measures (De
Falco et al. 2002; Geng and Hamilton 2006; Klemettinen et al.
1994; Tew et al. 2014) and comprehensibility measures
(Fidelis et al. 2000) for data mining. Ghosh and Nath
(2004); (Lahiri and Dey 2013) proposed a multi-objective
approach for mining association rules, but it has some weak-
nesses , for example , they cons ider conf idence ,
comprehensibility and interestingness as three objectives, but
several rules with confidence = 0, which are meaningless,
could be generated thereby reducing the practical value of
their approach.

In the present study, the data quality measures of
comprehensibility and interestingness are used as the objec-
tives while confidence (accuracy) and support are used as the
constraint conditions for evaluating the association rules.

Comprehensibility, as an objective, is measured by the
number of attributes that are involved in the rule and it at-
tempts to quantify the understandability of the rule. It is very
difficult to quantify comprehensibility. A careful study of an
association rule inferred that if the number of conditions in-
volved in the antecedent part is less, the rule is more compre-
hensible (Ghosh and Nath 2004; Qodmanan et al. 2011). It is
known that the rules may be more redundant and difficult to
understand when the rules contain more attributes.
Comprehensibility is a measure that relates to the number of
attributes involved in both antecedent and consequent part of
the rules. If the rule has large number of attributes, users may
get confused about it hence don’t use it (Bilal Alatas et al.
2008). To reflect this behaviour, an expression was derived

as Comprehensibility = N – (Number of conditions in the
antecedent part), by Das and Saha (2009) who considered that
this expression serves well for the classification rule genera-
tion where the number of attributes in the consequent part is
always one. Since, in the association rules, the consequent part
may contain more than one attribute; this expression is not
suitable for the association rule mining. Thus, they proposed
comprehensibility to be derived as

Comprehensibility ¼ log 1þ Cj jð Þ=log 1þ A∪Cj jð Þ ð4Þ

Here, |C| and |A ∪C| are the number of attributes involved
in the consequent part and the total rule, respectively.
However, Eq. (3) leads to a deviation, for example, if |A1| =
1,|C1| = 1, |A2| = 2, and |C2| = 2, then Comprehensibility1 =
0.6308 <Comprehensibility2 = 0.6826, which is inconsistent
with the concept of comprehensibility (Ghosh and Nath
2004). Thus, Eq. 4 is revised as follows:

Comprehensibility

¼ log 1þ Cj jð Þ=log 1þ Aj jð Þ*log 1þ A∪Cj jð Þ ð5Þ

Interestingness measures how interesting the rule is. Since
association rule mining is a part of data mining process and
extracts hidden information, it should extract only those rules
that are comparatively less likely to occur in the entire data-
base. Such a surprising rule may be more interesting to the
users; which again is difficult to quantify.

Interestingnessmeasure in this paper is derived as follows:

Interestingness ¼ SUP A∪Cð Þ=SUP Að Þ½ �
� SUP A∪Cð Þ=SUP Cð Þ½ �
� 1− SUP A∪Cð Þ= Dj jð Þ½ � ð6Þ

which follows Ghosh and Nath (2004). Here |D| is the total
number of records in the database. More interestingness mea-
sures are reviewed by some scholars (Geng and Hamilton
2006; Tan and Kumar 2000).

The Confidence and Support measures are defined in
Eq. (1) and Eq. (2) in Section 1, which is the same as it is used
in most prior algorithms.

Moreover, users could add some other data quality measures
(i.e., timelessness) according to their objective and purpose.

4.2 Rule representation

Various representation types have been used in representing
the data for multi-objective problems in previous research
(Srinivasan and Ramakrishnan 2011). In this paper, one rep-
resentation of the rules as proposed byGhosh and Nath (2004)
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is modified, i.e., a rule is stored in arrays but is different from
the classification rule representation that is proposed by
Reynolds and de la Iglesia (2009). In our representation, each
attribute is associated with one extra tag bit. If the first bit is 0,
then the attribute next to it appears in the antecedent part, and
if it is 1, then the attribute appears in the consequent part. Note
that the attribute which is absent in either of these two parts
will not be included in the array, which lowers the storage
requirement . For example, consider the rule : A
{SEX = BFemale^} and C {JOB = BStewardess^}— > D
{Height > 170 cm} shown in Fig. 2.

4.3 Integrated multi-objective Artificial Bee Colony
algorithm

4.3.1 Modify the original Artificial Bee Colony algorithm
to suit the multi-objective problem

The original ABC is suitable for continuous variable and single
objective problem. Thus, the original ABC algorithm should be
modified to fit the current multi-objective problem. The origi-
nal ABC algorithm is inappropriate for the multi-objective
problem because the results of ABC have a weakness in terms
of diversity that is some results are often the same. Thus, the
NSGA-II and ABC algorithms are integrated to overcome this
weakness. The integrated multi-objective Artificial Bee Colony
(IMOABC) algorithm yields more diversity meanwhile it con-
verges faster to more accurate solutions.

To use the IMOABC algorithm to solve a multi-objective
problem, some modifications are necessary.

(1) Modification of the employed bees’ behaviour

The original employed bees’ behaviour (Eq. (3)) is to
quickly search for the optimal solution, and it is suitable for
the single objective problem. But when the problem is multi-
objective, this behaviour will lead to a deficiency in the

diversity. To solve this problem, the idea of having a cross
and mutation function from the NSGA-II is adopted.

(a) Cross function

V i; randval1 : randval2ð Þ
¼ V neighbour; randval1 : randval2ð Þ ð7Þ

V(i, randval1 : randval2) is the position of the new food
source. V(neighbour, randval1 : randval2) is the position of
the neighbouring source. randval1,randval2 are the random
numbers for the attribute, and randval2> randval1.

(b) Mutation function

V i; randval3ð Þ ¼ max randval3ð Þ−V i; randval3ð Þ þ 1 ð8Þ

randval3 is the random number of the attribute, and
max(randval3) is the max value of the randval3 attribute.

(2) Modification of onlooker bees using a tournament to
select the food source:

The multi-objective tournament is adopted to select the
front FoodNumber/2 (the parameter FoodNumberis the num-
ber of food sources that is set by users) number of the new
food sources that are found by the employed bees instead of
by the original algorithm’s roulette wheel which also results in
a deficiency in the diversity. Moreover, the rules that meet the
given threshold of support and confidence would be selected
with greater probability.

(3) Modification of onlooker bees’ behaviour

Onlooker bees’ behaviour is to search for a food source in a
small area guided by the employed bees, whose behaviour is
different from the employed bees’. But they have the same

0 0 1 1 1 1 5

Identi-
fied code

Value

0

Categoricalfields
0 SEX
1 JOB
2 City

Categories
0 Male
1 Female

Operators
0 =
1 >
2 <
3 <>

Numeric fields
0 Age
1 Height
2 weight

Categories
0 160
1 162
2 164
3 166
4 168
5 170

Identified code
0 antecedent
1 consequent

Fig. 2 The representation of an
association rule
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behaviour in the original ABC algorithm. Thus, its behaviour
could be modified as in Eq. (9) that makes the onlooker bee in
search of food near around:

V i; randval4ð Þ ¼ V neighbour; randval4ð Þ ð9Þ

randval4 is a random number for the attribute.

(4) Modification of scout bees’ behaviour

To maintain diversity in the solutions, the parameter limit is
set. If a source is not changed after one cycle, the tag belongs
to this source which is zero at first will plus one, if the tag
reach the parameter limit, the food source will be saved to
another archive (AR) if it belongs to F1 (F1 is the set of the
results which could not be dominated by any other results);
otherwise, it will be abandoned, and then, the corresponding
employed bee becomes a scout bee, which enables it to search
a new food source randomly.

(5) Adoption of a non-dominated sorting approach

To compare the results, a non-dominated sorting approach
is adopted, which is imported from NSGA-II. This approach
could be summarised into two parts: 1) non-dominated sort
and 2) crowding distance calculate.

The above modifications to the ABC algorithm are used to
make it suitable for our multi-objective problem, and the steps
of the IMOABC algorithm are summarised below:

Step 1. Initialisation

Initialise the parameter limit, NP, and the food source xi
which represents the association rules randomly.

Step 2. Load the records from the database.
Step 3. Scan the records to calculate the confidence

(accuracy), support, comprehensibility, and
interestingness values of the rules.

Step 4. Perform fast non-dominated sorting and the fast
crowded distance estimation procedure on xi based
on comprehensibility and interestingness measures.

Step 5. Select the top half of the sortedxi.

The following steps are repeated until the conditions aremet:

Step 6. Employed bees search new food sources near the
original food source according to Eq. (7) or Eq. (8).

Step 7. The onlooker bees use a tournament method to
select a food source, based on the information that
is provided by the employed bees, and they search
new food sources in the surrounding area accord-
ing to Eq. (9).

Step 8. Determine whether the scout bees appear.

Repeat Steps 6–8 until the termination conditions are met
or the maximum number of cycles is reached (MaxCycles).

Step 9. Record the food sources that belong to F1 in AR;
then, perform fast non-dominated sorting on AR.

Step 10. Output the food sources that belong to F1 in AR.

The flow diagram of the algorithm could be seen in Fig. 3.

4.3.2 A test of the IMOABC algorithm

In order to test the performance of IMOABC, NSGA-II (Deb
et al. 2002) and MOPSO (Coello et al. 2004) which are ac-
cepted as good algorithms to solve multi-objective problem by
many researchers are chosen as a benchmark for comparison.
IMOABC, NSGA-II and MOPSO algorithms are tested on
five databases selected from UCI. The experiments have two
objectives: comprehensibility and interestingness. Each algo-
rithm runs five times, and the Pareto-based best rules obtained
in each run are recorded. To evaluate the performance of the
three algorithms, the average number of the rules generated is
chosen as a metric. Rigorous statistical analyses were per-
formed to test whether the new proposed algorithm has a
significant improvement over the existing algorithm for given
problems (Derrac et al. 2011). We adopt nonparametric statis-
tical tests such as Wilcoxon signed rank test, Friedman test,
Friedman Aligned ranks, Quade test, Contrast Estimation etc.

All experimental simulations are conducted on a computer
with an AMD Athlon (tm) II X2 245 Processor, 2 GB mem-
ory, and 2.90 GHz Max Turbo Frequency. All simulations are
programmed in Matlab7. For statistical analysis KEEL
Software Tool (Alcalá-Fdez et al. 2009) is used. The
IMOABC parameter set: the number of employed bees and
the number of onlooker bees are set to be equal to the number
of food sources which is half of the NP respectively are 100,
300 and 500; the parameter limit is set to 0.01 *
FoodNumber *D which is suggested in original algorithm,
D is the size of the dimension of the variable; crossover and
mutation probabilities are taken respectively as 0.9 and 0.1.
The NSGA-II parameter set: the number of chromosome re-
spectively is 100, 300, 500; crossover and mutation probabil-
ities are the same as IMOABC. The MOPSO parameter set:
the number of particle respectively is 100, 300, 500; the re-
pository size is equal to the number of particle; a mutation rate
of 0.5 and 30 divisions for the adaptive grid that is adopted in
(Coello et al. 2004).

Table 1 shows, in detail, the results obtained by the three
algorithms on five databases. Note that the number of rules
generated by IMOABC, NSGA-II andMOPSOwith the same
number of population and same iterations is compared.
Moreover, the number of generated rules is the sum of all
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those rules found in the first non-dominated fronts in the set of
final results obtained by IMOABC, NSGA-II and MOPSO,
respectively. If there are same rules in the results, only one of
them will appear in the first non-dominated front and be
counted in the calculation of the number of the generated
rules. For example, in the case of GCD dataset there are
12 association rules (for 100 population and 500 iteration)
obtained by IMOABC while 3 association rules by
NSGA-II and 0 association rule by MOPSO under the
same conditions.

Through the experiments, it could be seen that IMOABC is
appropriate and could be used in multi-objective association
rule mining. Thus, the original Artificial Bee Colony algo-
rithm is extended to a broader field. It could be seen from
the Table 1 that the number of rule sets obtained by
IMOABC is consistently more than that found by NSGA-II
and MOPSO, especially in the database named Handwritten

Digits which contains a larger number of attributes, for exam-
ple in the case of BPopulation = 500, Iteration = 1500^ in
Handwritten Digits, 93 association rules are obtained by
IMOABC while only 21 association rules by NSGA-II and 1
rules by MOPSO.

Statistical analysis is also done to evaluate the performance
of the algorithms. We choose the results obtained by each algo-
rithm in 1000 iteration for statistical analysis. Table 2 shows the
R+(where control algorithm performed better than comparing
algorithm),R−(where control algorithm performed worse than
comparing algorithm), and p-values computed for all the pair
wise comparisons concerning IMOABC as control algorithm.

The Wilcoxon test results of applying the algorithms
on five databases are shown in Table 2. From the
Table 2, it is clear that IMOABC shows a significant
improvement over NSGA-II, MOPSO with a level of
significanceα = 0.05in all dimensions.

Begin Algorithm

Initialize the parameters and food sources

Move the employed bees to their food source and determine their food amounts by Eq.(7) or Eq.(8)

Move the onlookers to the food sources by tournament selection and determine their food amounts by Eq. (9)

Move the scouts to search

new food sources randomly

Memorize the best food source found so far

The trial counter for the food sources

exceeds the parameter “limit”

Requirements are met

N

N

Record the food sources belonging to F1 to AR, then fast non-dominated sorting on AR

Y

Y

End Algorithm

Load the records according to the prior knowledge of the dataset

Fast non- dominated sorting on data quality measures of food sources which meet the requirement

of confidence and support, then select the top half of the sorted food sources

The food source

belongs to F1

Y

Save the food

source to AR
Abandon the

food source

N

Output the food sources belong to F1 in AR

Calculate the data quality measures of the food sources, confidence and support

Fig. 3 Integrated multi-objective
Artificial Bee Colony (IMOABC)
algorithm
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The ranks of the Friedman, Friedman Aligned, and Quade
tests for 50,100,500 dimensions are shown in Table 3. It im-
plies that IMOABC gets the lowest ranks in all dimensions,
highlighting IMOABC as the best performing algorithm of the
comparison. The p-values computed by Friedman and Quade
tests suggest that the existence of significant differences
among the algorithms considered.

In order to estimate the difference between the performance
of each two algorithms, Contrast Estimation is carried out and
based on the medians of samples of results considering all pair
wise comparison. Table 4 shows the estimations computed for
each algorithm. According to the rows of the table, we might
highlight the good performance of IMOABC (all its related
estimators are negative which means that it achieves the lowest
error rates considering median estimators). And we could also
find that NSGA-II is better than MOPSO in all experiments.

The reason why IMOABC can obtain better results can be
explained by examining the onlooker bees’ and scout bees’
behaviors. The onlooker bees help find the best food source
within the limits of areas searched by employed bees, this
behavior increases the probability of getting a better solution.
The scout bees help find the new food sources which is dif-
ferent from the old food sources, this behavior enhances the
ability of algorithm to jump out of local optimal solution. And
the optimal results are stored in the independent storage space
AR which prevents from abandoning good results. With the
help of onlooker bees, scout bees and independent storage, the
rules generated are not merely of higher quality but are also of
greater variety.

4.4 Implementation and results

4.4.1 Datasets for experimentation

The databases that are used for this experiment are extracted
from the UCI repository (Alpaydin and Kaynak 1998;
Hofmann 1994). Table 5 represents their main characteristics,
including the number of classes and the number of numerical
and categorical attributes. Two databases are taken for experi-
mentation that only contain attributes that are integer and cate-
gorical. In fact, there are somemethods that transform numerical
values to categorical values, such as using some ranges of values
to modify the numerical value to the categorical.

Attribute 5, which is a real value from German Credit Data
(GCD), is removed, because the attribute has only a zero val-
ue. The removal of this attribute has only a small effect on the
performance of the data mining algorithm.

4.4.2 Results

Both the IMOABC and Apriori algorithms are tested on the
above datasets. The IMOABC parameter is set almost the
same as Section 4.3.2 except the number of food sources

Table 1 Comparison of performance on five databases

Dataset Population Iteration Number of rules generated

IMOABC NSGA-II MOPSO

German Credit
Data (GCD)

100 500 12 3 0

1000 10 4 0

1500 8 6 0

300 500 21 1 0

1000 24 5 0

1500 5 2 0

500 500 17 9 0

1000 11 8 0

1500 6 2 0

Handwritten
Digits (HD)

100 500 10 9 1

1000 16 2 0

1500 22 2 0

300 500 35 30 1

1000 28 24 0

1500 153 62 0

500 500 63 31 1

1000 132 48 0

1500 93 21 1

Solar Flare
Data (SFD)

100 500 5 0 0

1000 2 2 0

1500 10 3 0

300 500 38 10 0

1000 13 11 0

1500 5 0 0

500 500 12 0 0

1000 2 0 0

1500 19 0 0

Pittsburgh
Bridges (PB)

100 500 17 17 1

1000 2 0 0

1500 17 7 1

300 500 80 7 4

1000 5 0 0

1500 34 33 1

500 500 13 0 0

1000 6 0 0

1500 4 0 0

Dermatology
Database
(DD)

100 500 13 7 1

1000 20 5 0

1500 14 9 0

300 500 34 24 1

1000 38 11 1

1500 36 12 1

500 500 43 22 1

1000 47 42 0

1500 264 0 0
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which is set to 300 and still equal to the number of employed
bees and the number of onlooker bees. The algorithm runs ten
times, each run contains 1000 iterations, and the average num-
ber of the Pareto-based best rules obtained in ten runs is re-
corded. The support threshold is set to 10 % which is often
adopted by many researchers (Gray and Orlowska 1998; Lui
and Chung 2000). Further an additional support threshold
level of 5 % is also considered in this experiment to facilitate
comparison. Meanwhile, the threshold levels of support (5 %
and 10 %) and confidence (70 % – 100 %) are set in Apriori
algorithm.

4.4.3 Discussion of the results

A review of the experiment results indicates that IMOABC
algorithm could be used for solving the multi-objective asso-
ciation rule mining problem. The original Artificial Bee
Colony algorithm is extended to a broader field. The running
times of IMOABC algorithm are bounded by O(MN2), where
M is the number of objectives, and N is the population size
which is equal to the number of the employed bees. It could be
operated on most modern personal computers.

From Table 6, when the Apriori algorithm is applied to
either GCD or SFD datasets it generates a large number of
rules for all threshold levels of support (5 % and 10 %) and
confidence (70 %– 100 %). For example, in the case of GCD
dataset there are 161,172 association rules (for 5 % support
and 70 % confidence threshold levels). Although the number
of rules generated decreases significantly as the confidence
threshold increases there are still a large number of rules,

about 5633 rules at the confidence threshold level of 100 %.
The same trend is evident even when the support threshold
increases to 10 %. In the case of 100 % confidence level, the
number of rules generated at the 5 % support level is drasti-
cally larger than that at the 10 % support level (5633 versus
211 rules). Clearly generating a large number of rules alone
does not enhance the practical value of the data mining algo-
rithm. In order to reduce the number of generated rules, users
may opt to increase the threshold level of support and/or con-
fidence (as could be seen from Table 4). However, choosing
the threshold levels merely to reduce the number of rules
generated could be deemed myopic and at best arbitrary and
subjective. Importantly, some of the rules that may be lost in
the process could potentially be of high practical value and
could also be very relevant to the specific business context. As
a case in point when the confidence threshold is fixed at 70 %,
an increase in the support threshold from 5 % to 10 %, results
in a dramatic drop (from 161,172 to 29,160) in the number of
rules generated. Further not all rules are interesting just be-
cause they have high support and confidence levels. So users
could add some data quality measures which could reflect the
users’ practical situation into association rules mining.
Actually more interesting rules may be the ones with low data
quality metrics such as incomprehensibility, not timely etc. To
address this practical but important problem, a multi-objective
problem formulation that explicitly accounts for data quality
measures and prior knowledge is more effective than a single
objective problem formulation. The Pareto-based results ob-
tained by IMOABC algorithm are also presented in Table 6.
Interestingly, when confidence threshold is fixed and the

Table 2 Wilcoxon signed ranks
test results IMOABC vs Dimension

100 300 500

R+ R− p-value R+ R− p-value R+ R− p-value

NSGA-II 10.0 0.0 0.04461 15.0 0.0 0.030971 15.0 0.0 0.030971

MOPSO 15.0 0.0 0.025568 15.0 0.0 0.030971 15.0 0.0 0.030971

Table 3 Ranks achieved by the Friedman, Friedman Aligned, and Quade tests on mean function

Algorithms Dimension

100 300 500

Friedman Friedman Aligned Quade Friedman Friedman Aligned Quade Friedman Friedman Aligned Quade

IMOABC 1.1 3.1 1.05 1 3.4 1 1 3.8 1

NSGA-II 2 9 2 2.1 8.1 2.0333 2.2 8.2 2.1

MOPSO 2.9 11.9 2.95 2.9 12.5 2.9667 2.8 12 2.9

Statistic 8.1 3.37 11.29 9.1 3.46 15.21 8.4 3.43 11.65

p-value 1.7e-2 1.85e-1 4.68e-3 1.1e-2 1.77e-1 1.88e-3 1.5e-2 1.79e-1 4.25e-3
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support threshold level increases from 5% to 10%, changes in
the number of the rules in majority of the cases is flat or
unchanged thereby signalling that the results obtained by
IMOABC are more robust than those obtained by applying
Apriori algorithm. Because there are only two criteria
(confidence and support) in Apriori algorithm it results in
low robustness, when multi-objective data quality measures
are added into IMOABC algorithm the number of rules gen-
erated do not change dramatically under different confidence
and support threshold levels.

A set of Pareto-based rules generated by IMOABC con-
tains different weight values of comprehensibility and
interestingness (Kim and De Weck 2005) which could be
customised by users. For example, in dataset GCD, there are
7 rules generated by IMOABC (for 10 % support and 70 %
confidence threshold levels). The rules are shown in Fig.4. If
the weight value of comprehensibility is high, users might
choose rule 1 rather than rule 7.

Appropriate number of populations and iterations could get
more in line with user requirements and generates high-quality
association rule, especially the number of the rules is suitable
for users and do not changes much at different support and
confidence threshold levels.

5 Conclusions and future work

The main contribution of this paper is to give a new perspec-
tive on the KDD process, which is, in fact, based on data
quality and prior knowledge. A new model, which is based

on the data quality and prior knowledge, conducting the data
mining process, is developed for discovering high-quality
knowledge from data; the results are high quality. In other
words, data quality and knowledge could improve the quality
of data mining technology, and data mining could also be used
to measure and improve the data quality of a data set. Then,
the model is discussed how it could be used in data analysis
and business decision making. By introducing DQPK-KDD,
we hope to stimulate research that considers our point of
view on the interaction between the data quality, prior
knowledge and KDD, which has a large potential and
practical significance.

Table 4 Contrast Estimation results

Dimension IMOABC NSGA-II MOPSO

100 IMOABC 0 6.667 9.333

NSGA-II -6.667 0 2.667

MOPSO -9.333 -2.667 0

300 IMOABC 0 8 21

NSGA-II -8 0 13

MOPSO -21 -13 0

500 IMOABC 0 4.333 11.667

NSGA-II -4.333 0 7.333

MOPSO -11.667 -7.333 0

Table 5 Description of datasets

Name Records Attribute Numerical Categorical

German Credit
Data (GCD)

2000 19 6 13

Solar Flare
Data (SFD)

1389 13 0 13

Table 6 Comparison of the Algorithms’ Performance

Dataset Support
threshold (%)

Confidence
(%)

Number of rules generated

IMOABC Apriori

German Credit
Data (GCD)

5 70 7 161,172

80 7 110,182

90 5 55,220

100 6 5633

10 70 7 29,160

80 8 20,373

90 7 9681

100 5 211

Solar Flare
Data (SFD)

5 70 8 14,344

80 6 9938

90 6 8132

100 5 7696

10 70 6 7292

80 6 5290

90 4 3736

100 7 3736

Fig. 4 The rules generated by IMOABC in dataset GCD at 10% support
and 70 % confidence
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To illustrate the model, association rule mining is presented
as an example. Association rule mining is viewed as a multi-
objective problem rather than a single-objective problem in
this paper; however, a subjective single objective (support
and confidence) is assumed by most of the existing algo-
rithms. The multi-objective association rule mining constrains
the exploration, through the incorporation of measures of data
quality which could be set by users’ prior knowledge of their
practical situation, then makes the rule more customizable. An
integrated multi-objective Artificial Bee Colony algorithm is
developed to solve the multi-objective problem; it uses two
new data quality measures, Comprehensibility and
Interestingness, combining with two original measures,
Confidence (accuracy) and Support. The Artificial Bee
Colony algorithm is also shown how it could be modified to
solve a multi-objective problem, which is another contribution.
The results of experiments of various well-known databases for
IMOABC, NSGA-II and MOPSO algorithms are presented.
The computational results show that IMOABC outperforms
NSGA-II and MOPSO. Through the example of a multi-
objective problem, association rule mining illustrates that the
KDD that is based on the data quality and the prior knowledge
is useful in reality and could be expanded to other processes.

In this paper, we only have focused on the popular associ-
ation rulemining but believe that data quality and prior knowl-
edge could be used for other tasks in KDD process such as
clustering, classification rules and even reducing misinterpre-
tation. As a trend of further research, more domains could be
researched with respect to how to use the data quality and
prior knowledge to enhance technologies that are used for
business, data analysis, and predicting the future.

In this paper, the association rule mining only considers four
measures, which could be expanded to more measures, such as
timelessness, or which could be modified according to the us-
age. To improve the operational efficiency of the IMOABC
algorithm, some methods could be used, e.g., a sample of the
original database (Busygin et al. 2008), or combining a method
that does not scan the whole database. Moreover, we tested the
algorithms only on the databases with the categorical and inte-
ger attributes; however, the real values of the attributes could
also be considered in the future research.
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