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Abstract The availability of integrated, high quality in-
formation is a pre-requisite for a decision support
system (DSS) to aid in the decision-making process.
The introduction of semantic web ensures the seam-
less integration of information derived from diverse
sources and transforms the DSS to an adoptable and
flexible Semantic Web-DSS (Web-DSS). However, due
to the monotonic nature of the layered development
of semantic web, it lacks the capability to represent,
reason and integrate incomplete and conflicting infor-
mation. This, in turn, renders an enterprise incapable
of knowledge integration; that is, integration of infor-
mation about a subject that could potentially be incom-
plete, inconsistent and distributed among different
Web-DSS within or across enterprises. In this article,
we address the issues of incomplete and inconsistent
semantic information and knowledge integration by
using argumentation and argumentation schemes. We
discuss the Argumentation-enabled Information Inte-
gration Web-DSS (Web@IDSS) along with its syntax
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and semantics for semantic information integration,
and devise a methodology for sharing the results of
Web@IDSS in Argument Interchange Format (AIF)
format. We also discuss Argumentation-enabled
Knowledge Integration Web-DSS (Web@KIDSS) for
semantic knowledge integration. We provide formal
syntax and semantics for the Web@KIDSS, propose
a conceptual framework, and describe it in detail. We
present the algorithms for knowledge integration and
the prototype application for validation of results.
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1 Introduction

Decision support systems (DSS) are a broad category
of interactive computer-based information systems de-
signed and developed over the last forty years for
a wide range of domains with the objective of con-
structing the reasons with which a decision maker will
convince himself and other actors involved in the
decision-making process (Power 2002; Power and
Sharda 2009; Shim et al. 2002). If we examine the re-
search conducted over the past few years, the synergies
among technologies of the Internet, World Wide Web
(WWW) and Artificial Intelligence (AI) have enabled
the single user-focused DSS to evolve into an intelligent
and complex Web-based DSS (Web-DSS) (March and
Hevner 2007). The current Web-DSS are compatible
with new technologies for business intelligence and
provide a more transparent interaction between sys-
tem and decision maker to improve the efficiency and
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effectiveness of intelligent decision making (Liu et al.
2010).

With the current proliferation and widespread adop-
tion of e-business, manufacturing and business are
extending beyond enterprise boundaries (Norta and
Eshuis 2010; Alaranta and Henningsson 2008). More-
over, enterprises are involved in collaboration and
mergers with other enterprises on a global scale. This
has created a demand for Intelligent Information Inte-
gration (III) to integrate, on demand, information from
heterogeneous data sources, applications and environ-
ments, in order to facilitate inter-operation and collabo-
ration, and provide intelligent decision support through
Web-DSS, leading to a more efficient decision-making
process at enterprise level (March and Hevner 2007;
Seng and Kong 2009; Osei-Bryson and Ngwenyama
2008). It is important to note here that when we refer
to ‘information’ we mean the following:

– the business polices or rules governing the infer-
ence mechanism, and

– the data to which the inference mechanism is being
applied.

The semantic web, an extension of the current World
Wide Web (WWW), is a step towards addressing the
aforementioned challenge, i.e. Intelligent Information
Integration (III), pertinent to Web-based DSS. The
semantic web is seeking a universal medium for data
exchange, i.e. classifying, packaging and semantically
enriching information for support of data automa-
tion, integration, and reuse across various applications
(Suguri et al. 2008; Torroni et al. 2009). The core of
the semantic web, i.e. ontologies, meta-data and rela-
tions for performing inference with rules, is a source
of seamless information integration of heterogeneous
information sources. However, the initially proposed
single stack architecture (SSA) of semantic web by Tim
Berners-Lee assumed that the semantic web stack is
composed of a main language and every new develop-
ment should be built on top of existing layers (Berners-
Lee 2000; Lee 2003). In response to criticisms that this
proposal is unrealistic and unsustainable, Berners-Lee
then proposed an alternative multi-stack architecture
(MSA) to overcome the limitation of SSA (Lee 2005,
2006). Although the MSA is more realistic in the long
run, it provides a basis for only monotonic logic-based
knowledge representation and reasoning; it does not
provide a basis for representing, reasoning and inte-
grating incomplete and/or contradictory information.
In monotonic logic, once a conclusion has been drawn
using currently available information, the availability of
new information may negate or invalidate existing in-
formation. This is a significant problem with monotonic

logics and requires re-examination of the entire rea-
soning cycles when new information, especially that
which contradicts existing knowledge, is added to the
knowledge base (Hurt 1998). Hence, the current gen-
eration of Web-DSS is not able to represent, reason
and integrate incomplete and inconsistent information,
irrespective of whether this information emerges from
within the organization or outside it (Antoniou et al.
2004; Carlsson and Turban 2002). There has been
much discussion in the literature on the development
of defeasible or non-monotonic logic based Web-DSS
systems that can integrate incomplete and conflicting
information through reasoning and defining priorities
among conflicting rules at compile time (Antoniou and
Bikakis 2007; Bassiliades et al. 2004; Grosof et al. 2002).
Reasoning is called ‘defeasible’ or ‘non-monotonic’ if a
rule that supports a conclusion can be defeated by new
information. However, such Web-DSS systems have
two main limitations:

– They provide a formalism to represent and handle
only individual preferences in the form of priorities
in order to handle incomplete and conflicting infor-
mation. However, Web-DSS are subject to incon-
sistencies deriving from multiple data/information
sources and multiple users; therefore, it is not pos-
sible to define priorities in advance in order to
resolve conflicts among business rules derived from
multiple sources/users.

– The use of these priorities is usually embedded
in the derivation mechanism and competing rules
are compared individually during the derivation
process. Therefore, the derivation notion is bound
to one single comparison criterion. In such a sce-
nario, the explanation of the results is based on a
single criterion only and fails to take into account
the multiple factors important for decision-making.

To overcome the limitations of current Web-DSS,
we propose and develop a framework for semantic in-
formation and knowledge integration at the enterprise
level for intelligent decision support. Figure 1 depicts
a layered architecture for Intelligent Information Inte-
gration (III) spanning the enterprise. It starts with the
semantic information integration phase followed by the
semantic knowledge integration phase. Let us discuss
each phase of III along with the contributions of this
article.

1. Semantic Information Integration (SII)
We define SII as the integration of semantic infor-
mation elicited in the form of business rules and
data, residing in different Web-based decision sup-
port systems. Our previous work focused on the de-



Inf Syst Front (2013) 15:167–192 169

Fig. 1 Layered-view
architecture for intelligent
information integration (III)

sign and development of an argumentation-enabled
intelligent decision support system (Web@IDSS)
capable of providing decision support by integrat-
ing semantic information which potentially could
be incomplete and inconsistent. Sections 4 and 5
provide detailed information about Argumentation
and Web@IDSS respectively.
In this article, we extend the functionality of
Web@IDSS with AIF reification in order to share
the results of Web@IDSS over the enterprise in-
tranet using Argument Interchange Format (AIF)
ontology.

2. Semantic Knowledge Integration(SKI)
We define SKI as the integration of decisions or
results about a subject that are potentially in-
complete, inconsistent and distributed amongst
different Web-DSS. To integrate the results of
different Web-DSS published over the web or en-
terprise intranet in AIF compliant format, we pro-
pose and demonstrate extensions to Web@IDSS to
address the issue of knowledge integration at enter-
prise level with the help of argumentation schemes
known as Web-based Intelligent Knowledge Inte-
gration DSS (Web@KIDSS). The contributions of
this paper to the existing literature body in terms of
SKI are as follows:

(a) We propose and demonstrate the integration
of different AIF-compatible reasoning chains
using a user-defined argumentation scheme.

(b) We provide formal syntax and semantics for
argumentative reasoning for semantic knowl-
edge integration.

(c) We also discuss the system architecture in de-
tail followed by algorithms used for semantic
knowledge integration.

(d) We illustrate the use of Web@KIDSS with
a case study, discuss prototype development,
and indicate future directions.

The rest of the paper is structured as follows:
Section 2 presents a review of the literature, elaborat-
ing and focusing on Semantic Web-DSS and Defea-
sible logic-based implementations of Web-DSS along
with their limitations. Section 3 describes a case study
related to information and knowledge integration in
an enterprise. Section 4 discusses argumentation and
argumentation schemes. Section 5 introduces seman-
tic information integration using Web@IDSS. It de-
scribes the working of We@IDSS and AIF reification.
This is followed by Section 6 which elaborates upon
the knowledge integration process using Web@KIDSS.
In this section, we define the formal syntax and se-
mantics for knowledge integration. This section also
elaborates on the proposed conceptual framework
for semantic knowledge integration and discusses
the algorithms in detail. This section is followed by
implementation and prototype development in Sec-
tion 7. Section 8 presents the conclusion and future
directions.
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2 Review of literature

In an open computing environment, such as the World
Wide Web or an enterprise intranet, various decision
support systems are expected to work together to sup-
port information exchange, processing, and integration.
However, DSS are usually built by different people,
at different times, to fulfil different requirements and
goals leading to (Xue et al. 2009):

1. different supporting infrastructures
2. different syntactic representations of information
3. different schematic designs of information models
4. different semantics of information models.
5. conflicts among information, and the presence of

incomplete information hinders its integration into
information systems and afterwards knowledge in-
tegration at enterprise level.

Mostly, integration efforts have focused largely on the
first four issues (Zhou et al. 2010; Seng and Kong
2009; Nguyen et al. 2011). In this paper, we discuss the
fifth issue which has received little attention in existing
literature: semantic information and knowledge inte-
gration in the presence of incomplete and conflicting
information.

Recently, knowledge engineers have realized that
they need to agree on a shared conceptualization
of an application domain, known as an ‘ontology’
when developing two or more information systems
which are syntactically and semantically interoperable
(Muthaiyah and Kerschberg 2007). A number of re-
searchers are working on different aspects of ontologies
such ontology construction (Kim et al. 2011), ontol-
ogy mapping (Chua and Goh 2010), ontology tailoring
(Flahive et al. 2005, 2009) and materialization of on-
tological views (Bhatt et al. 2006) etc. Using ontolo-
gies, the integration of information distributed among
different applications gives the information integration
a new level of automation and flexibility ultimately
leading to better description, explanation, conjunc-
tion, integration and reasoning on some related data,
thereby leading to better decision making.

Currently, the use of ontologies for semantic infor-
mation integration can be viewed from two perspec-
tives. Firstly, ontologies were introduced as a shared,
explicit specification of a conceptualization of a do-
main. Therefore, ontologies lead to integration tasks
to describe the semantics of information sources and
to make the content explicit. This also focuses on the
design and development of common ontologies that

can be extended for more specific application domain
specification. However, this will exacerbate the integra-
tion problem (Noy 2004; Benkö et al. 2003; Buccella
et al. 2009; Xue et al. 2009). Secondly, ontologies with
extended rules are used for reasoning purposes. This
involves an extension of ontologies with rules, where in-
ference and reasoning are central to the process. Here,
rules are defined on top of ontologies to infer new
knowledge. The proposals for integration of rules lan-
guages and ontology languages can be classified by the
degree of integration (Antoniou et al. 2005). Firstly, the
hybrid approach is one where there is strict separation
between the rule predicates and ontology predicates
and reasoning is done by interfacing the existing rule
reasoner with the ontology reasoned; whereas, with the
homogeneous approach, both rules and ontologies are
embedded in the same logical language L without mak-
ing a prior distinction between the rule predicates and
ontology predicates, and the reasoning single reasoner
can be used for reasoning purposes.

Many DSS applications are built using the second ap-
proach, i.e. ontology with extended rules, to ensure the
availability of integrated, high quality information for
decision support. Broadly speaking, such approaches
fall into two categories:

1. Semantic Web-DSS
2. Defeasible logic-based Web-DSS

In the following sections, we discuss these categories in
detail.

2.1 Semantic Web-DSS

The importance of Semantic-based Web DSS in busi-
ness applications has been identified by a number of
researchers over a period of time (Vahidov and Kersten
2004; Silverman et al. 2001; Toni 2007). Kartha and
Novstrup (2009) have proposed a combination of on-
tologies and decision rules for building a decision sup-
port application for time sensitive targeting. They have
represented knowledge with the help of rules known
as decision rules which: (a) include primitives from
multiple ontologies and primitives that are defined by
algorithms that are outside of the rule framework;
(b) are time-dependent; and (c) incorporate default
assumptions. They have developed what is known as
the Sentinel system, which is general enough to support
a wide variety of DSS tasks.

Ceccaroni et al. (2004), present an environmental de-
cision support system (called OntoWEDSS) for waste
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water treatment to improve the diagnosis of faults in
a treatment plant, which provides support for complex
problem-solving and facilitates knowledge modelling
and reuse. The system is based on the integra-
tion of case-based and rule-based reasoning with an
ontology, i.e. Waste-Water Ontology (WaWO), for
the representation of the domain and for reasoning.
Nicolicin-Georgescu et al. (2010) present an approach
to managing data warehouse cache allocations via de-
cision support systems, by using autonomic comput-
ing and semantic web technologies. He has presented
heuristics for autonomic computing adoption, using on-
tologies for DSS system modelling and ontology-based
rules for heuristics implementation.

Similarly, Salam (2007) presents a supplier perfor-
mance contract monitoring and execution DSS, using
OWL-DL1 for knowledge representation SWRL2 to
express rules on top of OWL-DL ontologies. Cheung
and Cheong (2007) address the challenges of market
operations using a rule-based approach in mission-
critical decisions and Garcia-Crespo et al. (2011) pro-
pose a semantic model for knowledge representation
in e-business. Yang et al. (2009) have proposed a Se-
mantic Web-DSS and provide semantics for defining
static and dynamic semantics representation based on
ontology and quantitative decision making compris-
ing three steps: publishing decision requirement, bid-
ding and then role-based collaboration among decision
peers (each Semantic Web-DSS is a peer) to negotiate
for decision models.

In all these attempts, the systems integrate infor-
mation through reasoning with the help of ontologies
under certain assumptions including:

1. The given problem can be fully addressed with
available information (solution to the problem lies
within the available information). In order to elu-
cidate it, let us consider an example. A department
in an enterprise wants to improve its product and
would like to make use of all the information it
holds internally in order to adequately identify
issues regarding product quality and improve the
product’s quality. The department ignores any in-
formation outside its own boundaries.

2. The information or specification of business rules
for decision-making is consistent. In other words, it

1http://www.w3.org/TR/owl-guide/
2http://www.w3.org/Submission/SWRL/

is assumed that no contradictory rules will emerge
during the decision-making process

3. New information will be consistent with the already
available information or specifications.

4. New information does not lead to retraction of
previous conclusions.

In the existing literature, there is no research on
enterprise-wide Web-DSS that addresses the afore-
mentioned issues of information integration for intel-
ligent decision-making.

2.2 Defeasible logic-based Semantic Web-DSS

This is the second category of Web-DSS having the
capability of integrating information which could be
incomplete and inconsistent. In this type of Web-DSS,
the special types of rules known as defeasible rules are
deployed to incorporate defeasible or non-monotonic
behaviour in the system.

Dr Prolog (Antoniou and Bikakis 2007) is a Prolog-
based implementation for carrying out defeasible rea-
soning on the semantic web. It provides declarative
system support rules, facts, ontologies, RuleML, and
both monotonic and non-monotonic rules. The system
provides a number of variants such as ambiguity block-
ing, ambiguity propagation and conflicting literals.

Dr-Device (Kontopoulos et al. 2011; Bassiliades
et al. 2004) is CLISP-based defeasible reasoning imple-
mentation for information integration provided with a
VDR-Device reasoning system. Compared to Prolog,
Dr-Device supports only one variant for information
integration, i.e. ambiguity blocking.

Sweetjess (Grosof et al. 2002) is another defeasible
reasoning system based on Jess and closely resembles
courteous logic programs. It allows for procedural at-
tachment and it implements only one reasoning variant.
Moreover, it imposes a number of restrictions on the
programs so that it can map on Jess.

Table 1 compares different defeasible logic-based
semantic web implementations. In the context of se-
mantic Web-DSS, these implementations have various
limitations. Firstly, they provide either data-driven or
goal-driven reasoning. Data-driven moves from current
facts to a certain conclusion, whereas goal-driven rea-
soning is used to validate the conclusion with support-
ing facts and answer the user queries. However, in the
case of semantic Web-DSS, both types of reasoning are
needed for information integration. The existing pro-
posed approaches cannot handle both types of reason-
ing for information integration. Secondly, they define

http://www.w3.org/TR/owl-guide/
http://www.w3.org/Submission/SWRL/
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Table 1 Comparison of
defeasible logic based
semantic Web-DSS

Dr-Prolog Dr-Device Situated courteous logic

Language Prolog JESS JESS
Logic Defeasible logic Defeasible logic Situated courteous logic
Semantic data RDFS/OWL RDF DAML+OIL
RuleML Yes Yes Yes
Incomplete knowledge Yes Yes Yes

representation
Conflict representation Yes Yes Yes
Data-driven reasoning No Yes Yes
Goal-driven reasoning Yes No No
Conflict resolution User defined User defined User defined

individual individual individual
preferences preferences preferences

Explanation Textual Textual Textual
AIF reification No No No
Information integration Limited Limited Limited
Knowledge integration No No No

explicit (user- defined) individual preferences among
conflicting rules at compile time to resolve conflicts
between them. The use of these priorities is usually
embedded in the derivation mechanism and conflicting
rules are compared individually during the derivation
process. In such formalisms, the derivation notion is
bound to one single comparison criterion. However, the
semantic Web-DSS is a source of defeasible knowledge
as it is open by nature and subject to inconsistencies
deriving from multiple sources; therefore, it is not pos-
sible to define priorities in advance among conflicting
rules and even if priorities exist, it is not appropriate
to compare rules individually during the derivation
process. As a result, these systems provide limited in-
formation integration and no knowledge integration at
all. Additionally, all of them provide to the end user
only a textual explanation about the integrated infor-
mation, and the integrated information results are not
exportable in Argument Interchange Format (AIF).

3 Case study

Let us assume that ABC is an enterprise comprised
of different departments such as IT, Marketing, and
Human Resources. Due to certain unavoidable cir-
cumstances, the enterprise has decided to relocate its
departments to a new site. Higher authorities have in-
structed the managers of each department to give their
recommendations along with justifications about the
suitability of using the XYZ relocation service provider
for relocation purposes. The XYZ relocation service
provider has its business-related information published
on the web, giving all the necessary information re-
quired potential customer such as ABC enterprise.

Figure 2 depicts the interaction between the internal
environment of enterprise ABC and the external en-
vironment.

In order to generate recommendations for XYZ, the
managers need an automated information integration
system which could automatically access, reason and
integrate XYZ business information along with their
departmental information (requirements). It is impor-
tant to note here that the information from service
provider XYZ could be potentially incomplete and con-
tradict departmental information of enterprise ABC.
Additionally, the managers also want to incorporate
user feedback provided by existing XYZ clients via a
feedback forum, in the decision-making process. On
successful information integration, managers need to
forward their recommendations to higher authorities in
a standard format.

Once each department within the ABC enterprise
forwards its recommendation to higher authorities, the

Fig. 2 Interaction of enterprise ABC with external environment
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latter will need to integrate the knowledge or recom-
mendations about XYZ obtained from each depart-
ment into a coherent information model which could
help them to reach a final decision, i.e. whether or not
to engage the services of the XYZ relocation service
provider.

Here we formalize the requirements for enterprise
ABC to successfully achieve the aforementioned tasks.

– A declarative language for specifying the business
requirements of an organization

– Language with the capability of representing in-
complete and conflicting information (i.e. business
rules and data)

– Information integration via an inference mecha-
nism that can perform reasoning pertaining to in-
complete and conflicting information coming from
different sources.

– Justifiable explanation of the information integra-
tion results

– Ability to export results to other software systems
– Knowledge integration through a user-defined

scheme that allows the user to define constraints
pertaining to knowledge to be integrated.

Assumption

– Organizations ABC, XYZ and Feedback forum
share a common vocabulary defined in OWL/RDF
format and the predicates defined in the vocabulary
are used for the specification of business rules.

4 Argumentation and argumentation schemes

In everyday life communication, argumentation often
has negative connotations, suggesting quarrelsomeness
and unpleasantness; this is a misconception. In fact,
argumentation in the classical sense is the study of
effective reasoning which is a key to the way that
humans deal with conflicting information by taking into
account arguments and counter-arguments relevant to
a certain issue (Zarefsky 2009). Argumentation is in-
herently a process rather than an instant picture, and
the building blocks of argumentation are the argu-
ments and the relationship between those arguments
(Loui 1998). According to Walton (2009) and Palau
and Moens (2009), an argument is a set of statements
(propositions) consisting of a conclusion, a set of pre-
mises, and inference from premises to conclusion. Dur-
ing the process of argumentation, relationships among
the arguments are linked with each other in a certain
pattern to support the ultimate conclusion. Such linking

patterns are called ‘argumentation schemes’ and allow
reasoning to be performed using a set of premises
and a conclusion. These argumentation schemes have
emerged from informal logic (Godden and Walton
2007). The schemes help to categorize the way that
arguments are built. They bridge the gap between logic-
based application and human reasoning by capturing
stereotypical patterns of human reasoning. An example
is an argument from an expert opinion scheme. For-
mally, an argumentation scheme is composed of a set
of premises Ai, a conclusion denoted as S, and a set of
critical questions CQi aimed at defeating the derivation
of the consequent (Letia and Groza 2008; Rahwan et al.
2007a).

Argumentation formalism has been used in the past
by different researchers in DSS for practical reasoning.
Morge (2008) proposed a DSS based on abductive
reasoning which helps the decision maker to select a
business location after evaluating different alternatives;
it suggests several solutions and provides an interac-
tive and intelligible explanation of those choices. To
develop the DSS, Morge (2008) used a logic language to
represent knowledge, goals and actions with quantita-
tive priorities attached to them to represent likelihood
of knowledge, preferences between goals and expected
utilities of actions respectively. Similarly, Chesnevar
et al. (2006b) identified that the current critic rec-
ommender systems are incapable of dealing with the
defeasible nature of information. They present a novel
approach to the integration of DSS, such as critics and
recommender systems with a defeasible argumentation
framework, to enhance the practical reasoning capabil-
ities of such systems.

5 Argumentation enabled semantic information
integration

The use of ontologies have helped to improve the in-
tegration of information derived from different sources
to a new level of automation and flexibility. This has
ultimately led to better description, explanation, con-
junction, integration and reasoning on some related
data, resulting in better decision-making. However, the
current generation of Web-DSS is not able to represent,
reason and integrate incomplete and inconsistent infor-
mation for information integration purposes, irrespec-
tive of whether this information emerges from within
the organization or outside it (Carlsson and Turban
2002).

We have addressed this challenge (representation
and reasoning over incomplete and inconsistent se-
mantic information) by using Web@IDSS (Janjua and
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Hussain 2011). The Web@IDSS uses Defeasible logic-
based argumentation formalism (DeLP)(Garcia and

Simari 2004) as knowledge representation and reason-
ing language with certain extensions.

WM =
{

relocationService(xyz), client(it), useService(xyz), ef f icient(xyz), saf eDelivery(xyz)

language(english), languageProblem(xyz, english)

}
illustration(1)

R =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

[x.d1]relocationService(X), client(Y), useService(X) ���∼ giveDiscount(X)

[x.d2]client(Y), relocationService(X), reuseService(Y, X) ��� giveDiscount(Y)

[x.d3]ef f icient(X), saf eDelivery(X) ��� reliableService(X)

[x.s1]giveDicount(Y), advancmentPayment(Y) → normalDiscount(Y)

[x.s2]normalDiscount(Y), bulkOrder(Y) → platinumDiscount(Y)

[a.it.d1]client(Y), happy(Y, X), relocationService(X) ��� resuseService(Y, X)

[a.it.d3]ontimeDelivery(X) ��� ef f icient(X).

[rc1.a.it.d4]not dmanageProduct(X) ��� saf eDelivery(X)

[a.it.d5]largeTruck(X), reuseService(Y, X), reliableService(X), normalDiscount(Y)

��� goodRelocationService(X)

[a.it.d6]language(ENG), languageProblem(X, ENG) ���∼ clearCriteria(X)

[a.it.d7]demandCash(X), demandTip(X) ���∼ convienent(xyz)

[a.it.d8]goodRelocationService(X), not convienent(X), not clearCriteria(X)

��� recommendService(X)

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

illustration(2)

Args = { }
...................................................................................................... illustration(3)

The system is capable of translating business rules
defined in RuleML3 syntax into DeLP rules. The sys-
tem also translates the RDF/XML data into DeLP facts
and RDF(S) and part of OWL Ontologies into DeLP
facts and DeLP rules. Once the information such as
business rules and data translation is complete, the
system starts an argumentation construction cycle.

Lets us assume that illustrations 1, 2 and 3 depicts the
initial state of the argumentative production system of

3http://ruleml.org

the IT department of enterprise ABC. Illustration 1
represents current information saved in the working
memory (WM) and illustration 2 represents business
policies i.e. business rules (R) of the IT department
and XYZ service provider, each identified by their re-
spective label, and illustration 3 depicts an empty active
argument set (Args) before the arguments construction
cycle.

WM/ =

⎧⎪⎪⎨
⎪⎪⎩

relocationService(xyz), client(it), useService(xyz), ef f icient(xyz), safeDelivery(xyz)

language(english), languageProblem(xyz, english), resuseService(it, xyz), giveDiscount(it),
normalDiscount(it), reliableService(xyz), goodRelocationService(xyz),∼ clearCriteria(xyz),

∼ convienent(xyz), recommendService(xyz)

⎫⎪⎪⎬
⎪⎪⎭

illustration(4)

Args =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

[rc1.a.it.d1]client(it), happy(it, xyz), relocationService(xyz) ��� reuseService(it, xyz)

[rc1.x.d2]client(it), relocationService(xyz), reuseService(it, xyz) ��� giveDiscount(it);
[rc1.x.s1]giveDicount(it), advancmentPayment(it) → normalDiscount(it)
[rc1.a.it.d3]ontimeDelivery(xyz) ��� ef f icient(xyz).

[rc1.a.it.d4]not dmanageProduct(xyz) ��� saf eDelivery(xyz).

[rc1.x.d3]ef f icient(xyz), saf eDelivery(xyz) ��� reliableService(xyz)

[rc1.a.it.d5]largeTruck(xyz), reuseService(it, xyz), reliableService(xyz)

, normalDiscount(xyz) ��� goodRelocationService(xyz)

[rc1.a.it.d6]language(english), languageProblem(xyz, English) ���
∼ clearCriteria(xyz)

[rc1.a.it.d7]demandCash(xyz), demandTip(xyz) ���∼ convienent(xyz)

[rc1.a.it.d8]goodRelocationService(xyz), not convienent(xyz),

not clearCriteria(xyz) ��� recommendService(xyz)

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

illustration(5)

http://ruleml.org
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The argument construction is a recursive process
which involves interpretation of business rules. The sys-
tem searches for business rules from a knowledge base
whose pattern matches the facts present in working
memory (WM) and, on a successful match, executes
the business rule which then adds the rules conclusion,
i.e. ground predicate, to the working memory. The
argument construction process continues until all the
matched business rules in the knowledge base have
been processed. This interpretation of a business rule
is also known as ‘firing of a rule’. Illustrations 4 and 5
depicts the updated argumentative production system
of the IT department with a populated active argument
set and updated working memory(WM′).

The argument construction followed by the argu-
mentation phase consists of conflict detection, resolu-
tion and justified explanation. The conflict between an
argument and its counter-argument is resolved either
by static static priority establishment or dynamic prior-
ity establishment. For dynamic priority establishment,
the process of argumentation starts where an argument
may be defeated by other arguments. Since counter-
arguments are also arguments which in turn may be
defeated, this process results in the construction of di-
alectical trees. This is an interesting property of the ar-
gumentation approach which involves dialectical proof
procedures that are quite close to the process used
by humans when discussing an issue. This similarity to
human-style discussions gives argumentation an advan-
tage that can be useful in many contexts. As a result of
argumentation, the development of dialectical analysis
for conflict resolution amongst arguments leads to the
establishment of dynamic priorities between conflicting
arguments.

The last step in the argumentation process is the con-
struction of reasoning chains. During this process, all
the sub-arguments of an argument including arguments
in conflict with undefeated dialectical trees are linked
together as a reasoning chain. This process continues
until all possible arguments are linked up into reason-
ing chains. The top argument i.e. conclusion, of the
reasoning chain is known as ‘the ‘result’ of the reason-
ing chain’, and the chain of sub-arguments supporting
the top argument is called the ‘support’ of the result.
Figure 3 is a graphical representation of a reasoning
chain of the argumentative production system depicted
in illustrations 4 and 5. The arguments in Fig. 3 are rep-
resented in short form e.g. [rc1.a.it.d8]recommendService
(xyz) where [rc1.a.it.d8] is the label of the argument and
recommendService(xyz) is the claim of the argument.

5.1 Argument interchange format (AIF) reification

The AIF is an international effort to develop a rep-
resentational mechanism for exchanging argument re-
sources between research groups, tools, and domains
using a semantically rich language (Chesnevar et al.
2006a; Iyad Rahwan 2009; Rahwan et al. 2007b). The
AIF was developed as a commonly agreed upon core
ontology i.e. AIF ontology that specifies the basic con-
cepts used to express arguments and the relationship
between arguments. Figure 4 depicts the AIF core
ontology. The upper ontology describes the arguments
in the form of a connected network of nodes. The
nodes are of two types, namely, information nodes
(I-Node) and scheme nodes (S-nodes). The I-Node
captures the information in the form of premise, con-
clusion, exception or presumption. The scheme nodes

Fig. 3 Graphical
representation of a reasoning
chain
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Fig. 4 The upper and forms
ontologies of the AIF (Bex
et al. 2010)

provide the relationship between two I-Nodes and are
further classified as rule application nodes (RA-Node)
that correspond to inference from premises to claim,
conflict nodes (CA-Node) that correspond to conflict
between two nodes and preference application nodes
(PA-node) that correspond to preference ordering be-
tween conflicting nodes. These different kinds of nodes
are used to build the AIF argument graph defined by
Rahwan et al. (2007b) as follows:

Definition 1 (Argument Network) An argument net-
work � is a graph G consisting of

– a set N of vertices (or nodes) comprises of I-Nodes
and S-Nodes; and

– a binary relation
edge−→: N x N representing edges

among nodes

such that � (i, j) ∈ edge−→ where both i ∈ N1 and j ∈ N1.

The I-Node can be connected to other I-Nodes only
through S-Nodes to represent a rationale behind the
relationship between I-Nodes. However, the S-Node
can be directly connected to other S-Nodes to represent
some kind of meta-reasoning. For instance, RA-to-RA
and RA-to-PA edges might indicate some kind of meta-
justification for the application of an inference rule or
a particular criterion for defining preference. Addition-
ally, the ontology does not use typed edges in a graph;
instead, the semantics for edges can be inferred node
types that they connect. The argumentation schemes
are represented as forms of arguments known as ‘forms
ontology’ in AIF core ontology as depicted in Fig. 4.
Those argumentation schemes are preference scheme,
conflict scheme and inference scheme. The inference
scheme is again divided into a deductive scheme which
represents deductive inference from premises to a
claim, and a defeasible scheme which represents defea-
sible inference from premises to a claim.

The AIF reification in the Web@IDSS will help to
express arguments in more concrete language, and with
better representation and handling of conflicts in an

argument network and better evaluation of complex
arguments and reasoning chains. The export of results
provided by Web@IDSS in AIF-compliant format will
enable the system to merge it with the justified conclu-
sions of other machines in the absence of complete or
accurate information.

In the rest of this section, we provide formalisms that
make use of an ‘Argument Network’ to represent inte-
grated information as argumentative reasoning chains.

Definition 2 (Web@IDSS argument network) Given
an argument graph G and set of forms F in a argument
network �, a Web@IDSS argument network AG is
defined as follows: (WM, R, Args) Where

– WM: a set of information nodes i.e. N I
i,...,n, where I

represents information node and i represents index
of the node.

– R: a set of user-defined rules or specifications to
establish links between N I

i nodes through S node

such that � (i, j) ∈ edge−→ where both i ∈ N1 and j ∈
N1

– Args a set of arguments derived from R, where
each argument establishes a linked set of premise
(N I

i ) to a claim(N I
j ) through S node. Based upon

the forms of ontology, the strict argument and de-
feasible argument are defined as follows:

(Strict argument) :
N I

i , ......,N I
j

Uses(RA,deductiveScheme)−→ N I
k

(Defeasible argument) :
N I

m, ......,N I
n

Uses(RA,defeasibleScheme)��� No

The binary relation
edge−→: N x N representing edge

among nodes in Web@IDSS can be categorized as
follows:

– Counter-argument: N I
i

Uses(CA−Node)��� ∼ N I
j such that

N I
i is counter-argue N I

j
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Fig. 5 Pictorial
representation of a AIF
compliant reasoning chain

– Static defeat: N I
i

Uses(PA−Node)��� N I
j such that N I

i is
has priority over N I

j

– Dynamic defeat: N I
i

Uses(PA−Node)��� N I
j such that N I

i

has priority over N I
j

– Sub-argument: For representation of sub-argument
relationship in AIF format, we added a blank-node
into argument network i.e.

N I
i

Uses(Blank−Node)��� N I
j such that N I

i (claim of an
argument) is sub-argument of N I

j (premise of an
argument).

Definition 3 (Predecessor and Successor Nodes)
Given a graph AG consisting of a set of nodes N and a
relation S ⊆ N × N defining the set of edges between
the nodes. For each node n ∈ N , we define the set of
its predecessor and successor nodes as follows:

– A Predecessor node: {x ∈ N | (x, n) ∈ S},
– A Successor node: {x ∈ N | (n, x) ∈ S}.
Using the above definitions, we represent the reasoning
chains produced by Web@IDSS in AIF format. The
node N I

i with no successor and have predecessor nodes

Fig. 6 Serialization of AIF
compliant reasoning chain in
turtle format
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is called the ‘result’ of reasoning chain. The remaining
nodes are known as ‘support’ for the result. Figure 5 de-
picts the graphical representation of a reasoning chain
in AIF format.4

5.2 Publication of reasoning chains

The purpose of AIF reification is to publish and share
the results of a Web-DSS over the web, enterprise
intranet or with other applications in order to provide
better decision-making support. For annotation of a
reasoning chain, we developed a ‘reasoning chain ontol-
ogy’ on top of the ArgDF ontology5 and serialized the
AIF-compliant reasoning chain in RDF/XML format.
Figure 6 depicts the serialization of a reasoning chain
in turtle format.

6 Argumentation-scheme-enabled,
argumentation-driven semantic
knowledge integration

Today, the decision-making environment has be-
come very complex and decentralized, exacerbated by
WWW. Results produced by one Web-DSS might need
to be integrated with other Web-DSS to obtain a com-
prehensive picture of the problem at enterprise level

4The directed arrow are just to emulate the edge from S-node to
N-node claim of the argument.
5http://www.argdf.org/source/ArgDFProtegeOntology.zip

to enable higher authorities to gain business insights
and make better decisions. We call such information
integration that is related to one subject and distrib-
uted among different information sources ‘knowledge
integration’. Let us consider the case study discussed in
Section 3 where each department needs to formulate
and forward its recommendations about the relocation
service provider XYZ to higher authorities. During this
process, each department, with the help of Web@IDSS
or AIF-compliant DSS system, produces recommenda-
tions in the form of a reasoning chain. Let us assume
that according to the IT department, although the relo-
cation service provider is not convenient and not good
at formalising the clients’ criteria, still we assume it is a
good relocation service provider and we recommend it.
Whereas, other departments have a different opinion.
According to illustrations 6, 7 and 8 which depict the
recommendations produced by the IT, Marketing and
Human Resources departments respectively, it is quite
evident that each department has some valuable infor-
mation about relocation service supplier XYZ, which
could help the higher authorities to make the final
decision about this supplier. But the biggest challenge
is how to automate the integration of this knowledge
which is derived from different sources and could be
incomplete and inconsistent, to facilitate the decision
making process at enterprise level.

IT =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

[rc1.a.it.d1]client(it), happy(it, xyz), relocationService(xyz) ��� reuseService(it, xyz)

[rc1.x.d2]client(it), relocationService(xyz), reuseService(it, xyz) ��� giveDiscount(it);
[rc1.x.s1]giveDicount(it), advancmentPayment(it) → normalDiscount(it)
[rc1.a.it.d3]ontimeDelivery(xyz) ��� ef f icient(xyz).

[rc1.a.it.d4]not dmanageProduct(xyz) ��� saf eDelivery(xyz).

[rc1.x.d3]ef f icient(xyz), saf eDelivery(xyz) ��� reliableService(xyz)

[rc1.a.it.d5]largeTruck(xyz), reuseService(it, xyz), reliableService(xyz),

normalDiscount(xyz) ��� goodRelocationService(xyz)

[rc1.a.it.d6]language(english), languageProblem(xyz, english) ���∼ clearCriteria(xyz)

[rc1.a.it.d7]demandCash(xyz), demandTip(xyz) ���∼ convienent(xyz)

[rc1.a.it.d8]goodRelocationService(xyz), not convienent(xyz), not clearCriteria(xyz)

��� recommendService(xyz)

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

illustration(6)

http://www.argdf.org/source/ArgDFProtegeOntology.zip
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Mar=

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

[rc2.a.mk.d1]not happy(marketing, xyz), relocationService(xyz) ���∼ reuseService(marketing, xyz)

[rc2.x.d1]relocationService(xyz), client(marketing), useService(xyz) ���
∼ giveDiscount(marketing)

[rc2.a.mk.d3]ontimeDelivery(xyz), largeTruck(xyz), ��� ef f icient(xyz)

[rc2.a.mk.d5]dmanageProduct(xyz) ���∼ saf eDeliver(xyz)

[rc2.a.mk.d4]not ef f icent(xyz), not reuseService(xyz), not giveDiscount(marketing),

not saf eDeliver(xyz) ���∼ goodRelocationService(xyz)

[rc2.a.mk.d6]not goodRelocationService(xyz) ���∼ recommendService(xyz)

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

illustration(7)

HR=

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

[rc3.a.hr.d1]language(english), languageProblem(xyz, english) ���∼ clearCriteria(xyz)

[rc3.x.d2]client(hr), relocationService(xyz), reuseService(hr, xyz) ��� giveDiscount(hr)
[rc3.a.hr.d2]not ontimeDelivery(xyz) ���∼ ef f icient(xyz)

[rc3.a.hr.d3]not ef f icient(xyz), not giveDiscount(xyz) ���∼ goodRelocationService(xyz).

[rc3.a.hr.d4]not goodRelocationService(xyz), not clearCriteria(xyz), ���
∼ recommendService(xyz)

⎫⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎭

illustration(8)

In the following section, we define the formal syn-
tax and semantics for Argumentation scheme en-
abled Argumentative Knowledge Integration Web-
DSS (Web@KIDSS). The proposed system is capable
of integrating knowledge regarding one subject derived
from different Web-based DSS into a coherent, consol-
idated form so that higher authorities can have better
business insights and make the optimal decisions or
decisions that take a broader perspective.

6.1 Formal syntax and semantics

Definition 4 (Recommendation space) A collection of
recommendations, each in the form of a reasoning
chain λ(identifer,result) contributed by a source ‘i’ is known
as a ‘recommendation space’. Mathematically, recom-
mendation space is defined as follows:

� =
n∑

i=0

{[i]λ(identifer,result)
}

(1)

The recommendation space’ for enterprise ABC is
depicted in Fig. 7 can be mathematically represented as
follows:

� = {[rc1]λ(A,recommend), [rc2]λ(B,∼recommend),

[rc3]λ(C,recommend)

}
(2)

Where

– [rc1]λ(A,a) represents the recommendation in the
form of a reasoning chain by department IT depart-
ment identified as rc1.

– Similarly, [rc2]λ(B,∼a) is a recommendation from
the HR department identified as rc2 and [rc3]λ(C,a)

is a recommendation from the marketing depart-
ment identified as rc3.

Definition 5 (Integration scheme) An Integration
scheme, a user-defined argumentation scheme (Katie
Atkinson 2008), is a tuple having the following form:

IS = {{name, (premisei, .......premisen), conclusion,

criticalquestions, variant} (3)

Where

– name is the label of the scheme which identifies the
scheme

– premise is a set of facts to be matched
– sConclusion is a result of the scheme
– sCriticalquestion is a set of queries
– svaraint is a boolean flag for conflicts blocking. If

svariant is true, the conflicts are blocked and the
reasoning chain will not considered for any further
processing; whereas, if the flag is false, then the
reasoning chains with conflicts are still considered
for further processing.

The critical questions can be categorized as excep-
tions and assumptions. The premises provide reasons
for accepting the conclusion only if the assumptions are
true and there are no exceptions. If either an assump-
tion is false or an exception is true, unless premises
provide reasons for accepting the conclusion, the con-
clusion would not be valid (Katie Atkinson 2008). Thus,
both assumption and exceptions attack the conclusion
of the scheme.
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In the context of the case study discussed above, the
integration scheme represents the criteria that are used
by higher authorities to evaluate each department’s
recommendation before their integration. If the recom-
mendation meets the integration criteria, then the rea-
soning chain is included in the knowledge integration
process.

Definition 6 (Valuation operator) The application of
the integration scheme to a reasoning chain is termed
‘valuation of a reasoning chain’. Mathematically, we
define the valuation operator � as a binary operator
such as

[rc1]λval
(A,a) = {[rc1]λ(A,a) � IS

}
(4)

During valuation of a reasoning chain, all the
premises and critical questions originating from the
integration scheme are executed on the corresponding
reasoning chain. If the premises match the reasoning
chain and queries return true on execution over the
reasoning chain, then the reasoning chain is considered
to be a valued reasoning chain. The reasoning chain is
still considered valued if the reasoning chain premise
does not match or queries return false, but the conflict
blocking flag, i.e. svariant is false.

Definition 7 (Focus operator) ⊗ is a binary operator,
such that

[rc1]λval
(A,a) ⊗ [rc2]λval

(B,a) (5)

is called a ‘focus operator’. This corresponds to AND
operator. If two arguments, belonging to different rea-
soning chains, have the same claim, the application
of the focus operator produces those arguments in
a resultant set. Let us consider the recommendation

space depicted in Fig. 7, the application of the focus
operator to reasoning chains rc2 and rc3 results in the
following set of common claims {[mk.d4, hr.d4] ∼
recommendService(xyz), [mk.d6, hr.d6] ∼
goodRelationService(xyz)}.

Definition 8 (Merge operator (Fan et al. 2010)) � is a
binary operator, such that

[ar1]a, b , c ��� d � [ar2] e, b , c ��� d (6)

is called a ‘merge operator’. This corresponds to the OR
operator. Let us consider the recommendation space
depicted in Fig. 7, containing two argument ‘hr.d6’
argument and ‘mk.d6’ argument belonging to reason-
ing chain rc2 and rc3 respectively. The application of
the merge operator to these arguments results in the
construction of a new argument which would look like:

[hr.d6][mk.d6]∼ goodRelocationService(xyz), ∼
clearCriteriac(xyz) ���∼ recommendService(xyz).

The merge operator applies to the arguments with
the same inference type.

Definition 9 (Unique operator) � is a binary operator,
such that

[rc1]λval
(A,a) � [rc2]λval

(B,a) (7)

is called a ‘unique operator’. The application of unique
operator on reasoning chains results in all those ar-
guments whose claim is unique between the reason-
ing chains. Let us consider the recommendation space
depicted in Fig. 7, the application of unique operator
on reasoning chains rc2 and rc3 results in following set
of arguments {∼ clearCriteria(xyz), giveDiscount(mk),

Fig. 7 Recommendation
space
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Fig. 8 Graphical
representation of integration
of rc2 and rc3

∼ giveDiscount(hr), ∼ saf eDelivery(xyz), ∼ ef f icent
(xyz), ∼ reuseService(xyz)}.6

Definition 10 (Conflict operator) is a binary operator,
such that

[rc1]λval
(A,a) 	 [rc2]λval

(B,a) (8)

is called a ‘conflict operator’. The application of this
operator to reasoning chains will return the set of ar-
guments along with their counter-argument and unde-
feated or blocking dialectical trees.

Let us consider the recommendation space illus-
trated in Fig. 7, the application of conflict operator on
reasoning chains rc2 and rc3 results in the following set
of claims {ef f icient(xyz), ∼ ef f icient(xyz)}

Definition 11 (Preference operator) is a binary opera-
tor such that

[a]giveDiscount(XYZ) > [b] ∼ giveDiscount(XYZ) (9)

is known as a ‘preference operator’. The end user can
define a preference relation explicitly for an argument
and its counter-arguments.

Definition 12 (Knowledge integration) The result of
a reasoning chain λ(A,a) supported by a chain of sub-
arguments belonging to valued recommendation set
produces an Integrated reasoning chain �a= (λi, ......,

λn) where 0 <i < n. Mathematically, we define an inte-
grated reasoning chain as follows:

∀r,s ∈ valuated argument set{i f (sξr)then�j = �j ∪ s (10)

where ξ is used to represent the sub-argument relation-
ship and � jis used to represent an integrated reasoning
chain for result j. Taking into consideration the rec-
ommendation space depicted in Fig. 7, the integration
of rc2 and rc3 results are shown in Fig. 8 considering
conflict blocking flag is false.

6For simplicity we have not mentioned the identifers of the
arguments.

7 Proposed conceptual framework

In this section, we elaborate in detail the proposed
conceptual framework of Web@KIDSS for knowledge
integration spanning across different Web-DSS. The
proposed framework takes into consideration the rea-
soning chains (recommendations) published on the web
or enterprise intranet for enabling decision-making
based on enterprise-wise information integration. The
task of Web@KIDSS is to integrate them into a con-
solidated reasoning chain depicting an enterprise-wise
picture to the decision maker and facilitate the
decision-making process. To achieve this task, the sys-
tem user defines an integration scheme to perform a
primary evaluation of a reasoning chain to determine
whether it is suitable for integration with the rest of the
reasoning chains. The proposed framework uses DeLP
as knowledge representation and reasoning language
with certain extensions (Janjua and Hussain 2011).
Figure 9 depicts the proposed conceptual framework.
The key components of our proposed framework are
as follows:

7.1 Translation of the reasoning chains

The reasoning chains published on intranet by different
Web-DSS in AIF compliant format are imported by
the system user and system translates the imported
reasoning chains in DeLP compliant reasoning chains.
During this process, the translation of nodes and the
relationship between nodes in an AIF formatted rea-
soning chain are translated to DeLP construct. The
information nodes are translated as either premise of an
argument or claim, whereas scheme nodes are used to
build the types of arguments and relationship between
arguments. For example, if there is an RA-node (de-
feasible or strict inference) the predecessor of scheme
nodes will be the premise and successor of the RA-node
and will be claim of the argument. Similarly, CA-nodes
and PA-nodes are translated into counter-argument
and defeat the relationship between arguments respec-
tively. The blank-nodes are translated as sub-argument
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Fig. 9 Conceptual
framework of Web@KIDSS

relationship between arguments. Some examples of the
translation are depicted in Table 2 below.

7.2 Definition of integration scheme

Once the task of translating the reasoning chains has
been accomplished, the next step is to define the inte-
gration scheme. The integration scheme, derived from
the concept of argumentation scheme, corresponds to
our daily life pattern of reasoning. To further explain
it, let us consider the case study discussed in Section 3
where higher authorities has a set of recommendations
and wants to select only those recommendations that
satisfy certain specific criteria. For example, higher
authorities specify criteria that the recommendation
must be provided for relocation service provider XYZ.

Therefore, only recommendations for XYZ are consid-
ered for the final decision-making process. The scope of
application of an integration scheme ranges from valua-
tion of reasoning chains and their integration during the
decision-making process. In the proposed framework,
DeLP language is used to create an integration scheme
using the following steps:

1. Enter name of integration scheme.
2. Define set of premises.
3. Define set of critical questions. The critical ques-

tions are queries to be executed on a reasoning
chain. The critical questions are further categorised
as follows:

(a) Set of assumptions
(b) Set of exceptions

Table 2 Translation of AIF compliant reasoning chain in Web@KIDSS

Scheme Node AIF representation Translation

Strict inference If the RA-Nodes use strict modus ponens, then all the incoming edges to
RA-Node are considered as premises and the successor node is
considered as claim of strict argument.

Defeasible inference If the RA-Nodes use defeasible modus ponens, then all the incoming edges
to RA-Node are considered as premises and the successor node is
considered as claim of defeasible argument

CA-node No translation, as proposed system has a built-in mechanism to identify
conflicting arguments

PA-node No translation, as proposed system has a built-in mechanism to identify
priority among conflicting arguments.
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4. Set conflict handling variant i.e. conflict blocking
either true or false. The scope of conflict handling
can be defined at valuation of reasoning chains or
their integration or at both levels.

(a) During valuation of a reasoning chain, if there
exists any conflict between the a critical ques-
tion and the premise, then in the case of
conflict blocking variant true, the reasoning
chain is not considered suitable for knowledge
integration and vice versa.

(b) During knowledge integration, if there ex-
ists a conflict between two arguments coming
from different reasoning chains, then in the
case of conflict blocking variant true, those
arguments are not considered in the final
decision-making process and vice versa.

Table 3 below depicts the definition of an integration
scheme for knowledge integration.

7.3 Valued recommendation set

After defining the integration scheme, now the system
applies the user-defined integration scheme to each
reasoning chain. This process requires the following
two steps:

1. Modelling of reasoning chains
2. Application of integration scheme to reasoning

chains

7.3.1 Modelling of reasoning chains

The system first models the reasoning chain by identify-
ing its basic elements as determined by Toulmin (2003).
A reasoning chain is modelled as follows:

1. Back-up evidence: The initial working memory de-
scribing the current situation, from which the argu-
mentative reasoner starts its derivation activity. In
a reasoning chain, these nodes have no incoming
edge (no predecessor nodes) and only an outer
edge, or successor nodes, are considered as back-
up evidence.

2. Claim: The result of the reasoning chain corre-
sponds to claim.

3. Warrant: The support for the result of a reasoning
chain is called a warrant. It is a set of arguments
linked up to form a reasoning chain link as back-up
evidence for a claim.

Such modelling of a reasoning chain has a significant
relevance for correctly modelling a practical argumen-
tation activity and helps to categorize the various ways
by which arguments can be analysed and defeated and
therefore the following strategies could have significant
value as identified by Baroni et al. (1998). If conflict
exists between a critical question and data, then the
entire conclusion drawn from them is undermined. Sim-
ilarly, it could help to point out flaws in the reasoning
chain that relate data to the conclusion. Additionally, if
conflict exists between claim and critical question, then
the decision maker has to see the warrant and data in
order to defeat the claim.

7.3.2 Application of integration scheme on reasoning
chains

After the modelling of reasoning chains, the system
applies the integration scheme defined by the system
user to each and every reasoning chain. This involves
executing all commands against the selected reasoning
chain as depicted in Table 3. During this process, if
any conflict exists either between data and premise, or
conflict between critical question and warrant, then the
system stores those results and depending upon conflict
blocking variable value, the reasoning chain will be
considered for the knowledge integration phase. The
system also displays the results to the system user so
that conflicts can be resolved if possible.

7.4 Knowledge integration

Once the valuation of reasoning chains has been com-
pleted, the next step is knowledge integration. This step
involves integration of the diverse valued reasoning
chains into a single consolidated reasoning chain to
provide a complete picture to the decision maker to

Table 3 Integration scheme mapping to DeLP

Integration scheme DeLP construct

Scheme name SupplierIntegrationScheme
Premise – The recommendations are against Relocation Service provider XYZ – Execute(relocationService(xyz))
Critical questions – The XYZ is good at formalising the clients’ criteria – Execute(clearCriteria(xyz))
Variant – Conflict blocking is true for valuation of reasoning chains – Conflict-blocking=true
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support the decision-making process. This step com-
prises the following tasks:

1. Identification of conflicts among arguments be-
longing to different valued reasoning chains in a
valued recommendation set.

2. Automated resolution of conflicts between argu-
ments with the help of static and dynamic defeat.
In case of blocking arguments, the system needs
human intervention to resolve the conflict between
them.

3. Construction of new arguments. If two arguments
from a valued recommendation set have the same
claim, then combine the premises of those argu-
ments to produce a new argument.

4. Building up of reasoning chains and providing an
interface to system user to making a final judge-
ment as depicted in Fig. 10

7.5 Query the valuated set

The system also provides an interface to query the
valuated reasoning chains.

Definition 13 (Query) A query ‘q’ , consists of a pred-
icate, and can be executed on the argument set Args
with the help of function executeQuery(q) ∈ F to check
the support for the predicate in the recommendation
space.

There are four possible answers to a query, as
follows:

– If the answer is ‘yes’, then the result will be an
undefeated dialectical tree. Mathematically, it is
presented as follows:

�U (A, h) = executeQuery(q ) . . . . . . . . . . . Equation (24)

– If the answer is ‘no’, then the result will be a
defeated dialectical tree. Mathematically, it is pre-
sented as follows:

�D(A, h) = executeQuery(q). . . . . . . . . . . Equation (25)

– If the answer is ‘undecided’, then the result will
be a blocked dialectical tree. Mathematically, it is
presented as follows:

�B(A, h) = executeQuery(q ). . . . . . . . . . . Equation (26)

– Unknown, if the predicate in the query is not in
the language of the program. Mathematically, it is
presented as follows:

unknown = executeQuery(q ). . . . . . . . . . Equation (27)

7.6 User interface

The user interface is the graphical representation of a
reasoning engine output for the end user. The user in-
terface component will be responsible for representing
the argumentation process and justifies conclusions to
the user in the form of an inverted tree-like structure,
and the user will be able to interact with and query the
results.

Fig. 10 Graphical
representation of integrated
knowledge for decision
support
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7.7 Algorithms for knowledge integration

In this section, we describe the working of our knowl-
edge integration algorithms. Algorithm 1 (knowledge
integration) invokes Algorithm 2 (valuation of a rea-
soning chain) and Algorithm 3 (combine reasoning
chains). Algorithm 1 takes into account a set of AIF-
compliant reasoning chains and sets their valuation
flag to false. Then, the system applies the user-defined
integration scheme to each of the reasoning chains one
by one; this is known as the valuation of a reasoning
chain. This step is carried out by invoking Algorithm
2. Algorithm 2 takes into account a single reasoning
chain and a user-defined integration scheme such as
supplierIntegrationScheme shown in Table 3. During
valuation, all the queries generated through the integra-
tion scheme are executed on a reasoning chain. If the
result of a query execution is false, this will establish a
conflict between the reasoning chain content and the in-
tegration scheme content. The algorithm returns true if
there is no conflict between the integration scheme and
reasoning chain or the conflict blocking flag has a value
of false. Otherwise, this algorithm will return false. The
process of valuation applies to all the reasoning chains.
After valuation, reasoning chains are ready for the next
step: knowledge integration. All those reasoning chains
with valuation flags true are considered in the knowl-
edge integration phase. For knowledge integration, the
system first integrates all those reasoning chains whose
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results are the same or support the same point of view.
This task is performed by invoking Algorithm 3 with
a set of valuated reasoning chains. Algorithm 3 first
loops through a set of reasoning chains and compares
the result of a reasoning chain with the result of the
remaining reasoning chains; if the results match, then
those reasoning chains are integrated. Three kinds of
operators are used during this integration process. With
the help of a focus operator (⊗), the new arguments
are constructed and then loaded into a valued recom-
mendation set. With the help of a unique operator
(�), unique arguments from both reasoning chains are
loaded into an valued recommendation set. With the
help of the conflict operator (	) the conflicting argu-
ments are taken into account for conflict resolution. If
the conflict blocking flag for knowledge integration is
false, then the system tries to resolve conflicts with the
help of static or dynamic defeat. Otherwise, the system
asks the end user to choose between the conflicting
arguments. Finally, Algorithm 3 invokes Algorithm 4
(Buildup a reasoning chain) in order to establish a
reasoning chain from the argument loaded in the valued
recommendation set. The important thing to note here
is that conflicts may exist in a valued recommendation
set if the conflict blocking flag is true. The display func-
tion in Algorithm 1 displays the integrated reasoning
chains to the user as depicted in Fig. 10. The integrated
reasoning chains depict the different points of view
supported by the set of arguments. The end user can
make a decision based on the integrated information.
The system saves the decision and makes it available
for future reference.

8 Implementation and prototype development

This section provides the implementation details and
working of Web@KIDSS to represent and reason over
incomplete and conflicting recommendations coming
from different departments. The development of the
prototype system is carried out on a machine having an

Apache Web server version 2.2.11, PHP version 5.3.0,
PHP Tree Graph Ext library7 with certain extensions
to differentiate between fact and claim of a rule, strict
and defeasible inference etc, MySql database version
5.1.36 and SWI-Prolog installed on it. After prototype
development, the Web application is deployed on the
DEBII server.

Figure 11 shows the interface provided to the sys-
tem user to import the recommendations published in
the form of reasoning chains in AIF format over the
enterprise intranet. The user can download the file by
entering the URL and name in the provided text fields
and click the ‘Download button’. The interface also
shows the list of downloaded AIF compliant reason-
ing chain files and the user is able to either view or
remove them from the Web@KIDSS. Once the user
has finished downloading the recommendation files,
s/he can then translate the downloaded files into DeLP
format. Figure 11 depicts the interface where the user
can select the files by clicking the check-boxes and
submitting the selected files for translation by clicking
the ‘Translate AIF format files to DeLP’ format button.

Once the user has finished importing the AIF files,
s/he can then define an integration scheme for the
valuation of reasoning chains. Figure 12 depicts an
interface where a user can define premises that need
to be matched, queries to be executed, and conflict
blocking variant at valuation of a reasoning chain and
knowledge integration levels. The end user also gives
the integration scheme a name. Once the user has
finished the integration scheme, s/he proceeds to the
next step which is the valuation of reasoning chains
by clicking the ‘Next’ link (shown in Fig. 12 above).
Figure 13 depicts the interface where the user can
select reasoning chains and click the ‘Apply Integration
Scheme’ button to trigger the valuation process.

Once the user clicks the Apply Integration Scheme
button, the Web@KIDSS applies all the premises that
need to be matched and queries to be executed on
reasoning chains. The user can view the outcome of the
valuation process by clicking on the ‘View’ link against
the valuated reasoning chain as depicted in Fig. 14. The
text in red shows the conflict between the integration
scheme and the contents of a reasoning chain.

After the valuation of reasoning chains, the next
step is knowledge integration whereby all the reasoning
chains are integrated to depict the overall problem.
Figure 15 depicts the knowledge integration under two
arguments: recommend the supplier XYZ as preferred

7http://download.getabest.com/new/php-tree-graph-ext-222943.
html

http://download.getabest.com/new/php-tree-graph-ext-222943.html
http://download.getabest.com/new/php-tree-graph-ext-222943.html
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Fig. 11 Interface to import
reasoning chains

Fig. 12 Interface to define
integration scheme

Fig. 13 Interface to select
reasoning chains and apply
integration scheme
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Fig. 14 Interface depicting
the result of a reasoning chain
valuation

client or not recommend it as preferred client. The final
decision needs to be made by the end user who selects
the result from the drop-down menu and clicks the
‘Final Decision’ button. This will save the system user’s
preference in the knowledge base.

9 Conclusion and future directions

In this article, we have presented a solution for
enterprise-wide information and knowledge integra-
tion for intelligent decision making. We pointed out

Fig. 15 Interface presenting
integrated knowledge to
facilitate final decision
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that the semantic web, while it addresses the issues of
syntactical and semantical heterogeneity of informa-
tion to integrate and benefit the decision support sys-
tem, nevertheless does not address the issue of incom-
plete and conflicting information integration. Several
researchers have attempted to address this issue, but
their efforts have provided a formalism to represent
and handle only individual preferences in the form of
priorities among the conflicting rules. However, DSS
systems are subject to inconsistencies deriving from
multiple sources and multiple users; therefore, it is
not possible to define priorities in advance in order
to resolve conflict among rules derived from multiple
sources/users. This limitation of the current Web-DSS
also prevents enterprises from being able to integrate
knowledge.

In this article, we extend our previous work on
Web@IDSS to make its results shareable in AIF for-
mat. We also provide formal syntax and semantics for
Web@KIDSS. The Web@KIDSS is equipped with ar-
gumentative reasoning and an argumentation scheme
for knowledge integration. Therefore, Web@KIDSS
is capable of handling incomplete and contradictory
knowledge in the form of reasoning chains published
over the web or enterprise intranet by diverse Web-
DSS or Web@IDSS. The major contributions of this
article are as follows:

1. Extension to Web@IDSS with AIF reification re-
sulting in sharing of results in the form of AIF-
compliant reasoning chains.

2. Formalization of syntax and semantics for knowl-
edge integration in Web@KIDSS.

3. A proposed conceptual framework for represent-
ing, reasoning and integrating incomplete and
conflicting reasoning chains for knowledge integra-
tion in Web@KIDSS.

4. Design and development of algorithms for knowl-
edge integration and their validation through pro-
totype development.

Our future work will be primarily along the following
lines:

1. Enterprise environments are becoming increas-
ingly complex, competitive and dynamic. The busi-
ness policies change dynamically and frequently
to keep pace with the competitive nature of busi-
ness environments. However the actual processes
carried out in day-to-day business environments
are not always in consonance with the new busi-
ness policies (Wang et al. 2009). This situa-
tion is more profound in the case of manag-
ing dynamic processes where environment changes

rapidly (Pesic and van der Aalst 2006). This de-
mands for an enterprise business process modeling
methodology that automatically builds models and
executes task specific models in response to user
queries (Ba et al. 1997). Such an approach should
be flexible enough for e-Collaboration for business
process modeling amongst different participants to
address new challenges such as business process
mergers. To address above mentioned challenge,
we aim to design and develop policy-centric in-
formation system by extending the argumentation
based intelligent decision making techniques pro-
posed in this paper. We also aim at to introduce
a graphical language to represent different process
constructs and their linkages in a process model.

2. In the past decade or so, numerous machine learn-
ing methods have been used to automatically learn
and recognize complex patterns and make intel-
ligent decisions based on enterprise data. One of
the common attributes of these machine leaning
methods is that their working and functionality is
constrained by the amount of input data. How-
ever, the scale of the enterprise data has increased
mani-fold (leading to the concept of Big Data),
thereby in many cases rendering the underlying
machine learning algorithms either incapable of
managing such large and ever increasing data, or
too slow for decision making. In our further work
we intend to enhance the current generation of
machine learning techniques with argumentation
formalisms described in this paper. In such cases,
the arguments from experts are considered during
mining of enterprise data.8 Such work will lay down
foundations for performing large-scale analytics on
big data in an enterprise. Such an approach would
make use of cloud platforms.
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