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Abstract Recently, personalised search engines and rec-
ommendation systems have been widely adopted by users
who require assistance in searching, classifying, and
filtering information. This paper presents an overview of
the field of personalisation systems and describes current
state-of-the-art methods and techniques. It reviews
approaches for (1) user profiling, including behaviour,
preference, and intention modelling; (2) content modelling,
comprising content representation, analysis, and classifica-
tion; and (3) filtering methods for recommendation,
classified into four main categories: rule-based, content-
based, collaborative, and hybrid filtering. The paper also
discusses personalisation systems in different domains, and
various techniques and their limitations. Finally, it identifies
several issues and possible directions for further research
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that can improve recommendation capabilities and enhance
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Keywords Personalisation - Recommendation - User
profile - Information filtering

1 Introduction

The volume of information over the Internet is increasing at
a tremendous rate. Users are usually confronted with
situations in which they have been exposed with too many
options to choose from. They need help to explore and to
filter out irrelevant information based on their preferences
(Montaner et al. 2003). The corresponding requirement is to
describe and capture relevant information for directing
users based on specific interests and needs (Chedrawy and
Abidi 2006). This support is identified as personalisation.

Personalisation is defined as automatic adjustment,
re-structuring, and the presentation of tailored informa-
tion content for individuals (Perugini and Ramakrishnan
2003). It builds customer loyalty by creating meaningful
one-to-one relationships and understanding user needs in
different contexts (Riecken 2000, Frias-Martinez et al.
20006). It is a process of gathering and analysing user
information for delivering the right information at the
right time (Chiu 2001).

In summary, personalisation is the ability to provide
tailored content and services to individuals based on
knowledge about their preferences and behaviour (Kuo
and Chen 2001, Liang et al. 2007, Adomavicius and
Tuzhilin 2005). Lots of research has been done in the
personalisation domain, and there are several surveys and
reviews of this research. In this paper, we have reviewed
them in a different way.
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This paper firstly analyses the trends and topology of
personalisation, and then presents surveys on the applica-
tions, methodologies, and techniques of personalisation in
web computing and informatics. The contribution of the
paper includes three aspects. Firstly, a novel classification
schema is summarised for the survey of the previous
personalisation literature. The schema includes three essen-
tial parts of personalisation: user profiling, content model-
ling, and information filtering. Secondly, it presents a
comprehensive discussion on the methodologies and the
techniques to achieve the three parts in detail. Thirdly, it
identifies several issues and possible directions for further
research on personalisation and recommendation systems.
In brief, they are the analyses of contextual information,
user groups, and domain knowledge for personalisation
systems (also called customisation, personalised recom-
mendation system). The paper provides a strong foundation
for researchers to construct personalised systems.

In the following sections, we analyse the trends and
topology of personalisation (Section 2), review personalisa-
tion domains and applications (Section 3), analyse the state
of the art in personalisation methods (Section 4) and
techniques (Section 5), identify several directions and issues
for further research (Section 6), and draw a conclusion by
identifying research directions and issues in Section 7.

2 Trends of personalisation and review methodology

The target of this section is to explain (1) the trends of
personalisation through an analysis of the publications in a
variety of authoritative databases on personalisation up to
2008 and (2) The review methodology of the paper.

2.1 Trends of personalisation
To explain the trends of the development of personalisation

in recent years, we analysed the popularity of the field of
research on personalisation up to 2008 if they addressed the

issue of personalisation on theories, techniques, and
applications. As can be seen from Fig. 1, the four curves
show changes in the amount of publications with respect to
personalisation from 2000 to 2007. The numbers in the x
axis are publication years. The numbers in the y axis are the
number of publications. The curves represent the publica-
tion information on personalisation in the most authoritative
databases of science and technology, including (1) IEEE
(Institute of Electrical and Electronics Engineers) (2) ACM
(Association for Computing Machinery), (3) Springer, and
(4) Science Direct. We used “personalisation”, “customise”,
or “personalised” as the keywords (index items in IEEE),
and used “computer science” and “engineering” as the
selected subjects for the searches in these databases.

The numbers of articles during the past eight years are
depicted in Fig. 1. The curves are mostly similar in showing
a gradually increasing trend in the number of papers on
personalisation. The increase is more noticeable during the
last three year period. It appears that personalisation has
become more important, and increasingly more researchers
have worked on the field in recent years. Except reviews
and cure algorithmic researches, several domains, which
include digital library, e-commerce, e-learning, news
recommendation system, and search engine, are involved
in these publications. Because the demand for person-
alisation and recommendation systems is keeping increas-
ing recent year, more and more researchers have been
focusing on this topic, and the personalisation has been
identified as the biggest thing in the next ten years in these
domains (Weller 2007, Zhang 2007).

2.2 Review methodology

There are already many surveys of personalisation. For
instance, Eirinaki and Vazirgiannis (2003) reviewed user
profiling and Web usage mining processes and methods in
e-commerce. Murthi and Sarkar (2003) reviewed person-
alisation from two aspects: the role of personalisation
in firm value systems and user preference learning
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approaches. Montgomery and Smith (2008) reviewed
personalisation in four areas: definitions in marketing,
conceptual framework for its models, methodologies for
user preference, and effectiveness analysis. They then
identified some examples representing the state of the art
for the practice of personalisation. Adomavicius and
Tuzhilin (2005) gave a review on three recommendation
filtering approaches: content-based, collaborative, and
hybrid. Jeevan and Padhi (2006) gave a survey of tools
and techniques of personalisation in digital libraries.

In this paper, we review the previous research from three
aspects: user profiling, content modelling, and information
filtering. Since personalisation is about selecting or filtering
information or product items for individuals, personalisa-
tion systems act as mediators between items and users (See
Fig. 2). Consequently, most personalisation systems have
three main procedures (Kim et al. 2002, Pazzani and Billsus
2006): (1) To make user profiles for users (2) To model the
content (the description of information or products) for
items (3) Data processing, using several filtering approaches
to find out which items match with which users. We regard
user profiling, content modelling, and information filtering
as the essential parts of personalised systems. Therefore, we
focus on these three categories for our review on the
previous studies of personalisation.

After analysing previous research on the above three
categories, we developed a detailed classification schema to
review the previous researches on personalisation. Figure 3
represents the topology. The modelling of users and
contents is the basis for constructing a personalised system.
Behaviour, interest, and intention modelling are three
important aspects of user profile modelling (Nasraoui
2005, Horvitz et al. 1998, Kramer et al. 2000, Jung et al.
2005). Content modelling includes content classification
and analysis approaches besides the similar profiling
methods used in user profiling (Joachims et al. 1998, Wei
et al. 2008). It is also called content profiling, document
modelling, or item profiling. Once the user profiles and
content models have been obtained, systems can filter
information and customise interfaces and services for users.
Four main filtering approaches for personalised systems
are: rule-based filtering, content-based filtering, collabora-
tive filtering, and hybrid filtering (Liang et al. 2007,

Mediator

Fig. 2 A basic supply and demand model

Adomavicius and Tuzhilin 2005). Details on the method-
ologies of user profiling, content modelling and information
filtering are discussed in Section 4. The leaf nodes in Fig. 3
are the techniques that they require for application.

Since personalisation is closely paired with the techni-
ques and applications for which it is employed (Montgom-
ery and Smith 2008), we will introduce applications with
different techniques in the next section.

3 Personalised systems in different domains

There are several domains in personalisation research,
including digital libraries, e-commerce, e-learning, news
recommendation system, and search engines. A person-
alisation system is a computer-based application that build
user profiles from past usage behaviour to provide relevant
recommendations. The objective of personalisation systems
is to retrieve information which is of interest to users from a
large repository (Liang et al. 2007). Since most literature
focuses on the first four domains, we analyse the role of
personalisation and typical applications in these domains
with a brief introduction to approaches and techniques.

3.1 Digital library

Digital Libraries (DL) became popular about 15 years ago.
In general, DL is defined as collections of information that
have associated services delivered to user communities
using a variety of technologies (Callan and Smeaton 2003).
Due to the great variety of information stored by DLs, users
expect more intelligent services when they access and
search for information (Frias-Martinez et al. 2006). One of
the key elements on which these services are based is
personalisation.

Personalisation allows a library appear as a set of
separate smaller libraries to individual users (Jeevan and
Padhi 2006). Three basic services provided by DLs are (1)
personalisation of services, (2) interface personalisation,
and (3) personalisation of content (Frias-Martinez et al.
2006).

Three steps (Morgan 2002) are adopted to achieve the
above three services. Firstly, subject specialists create short
lists of services for (1), interface parts and links for (2), and
information resources (3) relevant to users. Some items in
lists for (3) are recommended based on their importance to
subject areas. Secondly, users who visit library websites are
presented with a set of information resources organized by
title, subject area, popularity, recommendation, and ease-of-
use. Thirdly, every visitor has the option to create an
account by submitting a username and selecting services for
(1), interface parts, links, and styles for (2), and subjects for
(3) from their respective lists.
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Fig. 3 Topology of personalisation approaches

These three steps are used broadly in DLs. However,
they are based on manual selection of settings. How to
automatically achieve them is complex, especially for (3)
personalisation of content. Content means course-related
materials, personalised information, and interactive guides
for help, training, and support. Keyword-based user profile
and content modelling is usually applied to content-based
personalisation.

3.2 E-commerce

In the e-commerce domain, personalisation has emerged as
a tool implementing strategies to lock in existing customers
and to win new customers (Kuo and Chen 2001).

Customer profiling is proposed as the most important
step in achieving one-to-one marketing in e-commerce.
Narayanan et al. (2002) proposed a task-based personalised
search form and a cognitive model to collect user profile.
Three kinds of profiles have been proposed to represent
online customers (Niu et al. 2002), which include basic
profile, preference profile, and rule profile. Schubert and
Koch (2002) discussed four steps of the customer profile
life cycle: modelling, data input, data processing, and
information output. Youm and Cho (2001) regarded the
purchasing pattern and preference are of equal importance
in the customer profile to recommend products by item
dependency map.

To give more support to the design and implementation
of user modelling, from a novel perspective, Fink and
Kobsa (2000) discussed the core features of selected
commercial systems from three aspects: company profile,
product profile, and similar products. The product profile is
analysed in detail including functionality, data acquisition,
representation, extensibility, integration of external users
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To recommend appropriate products, some approaches
are proposed for product filtering. Schubert and Koch
(2002) proposed a collaborative filtering method to achieve
personalised interface and store. Wu et al. (2001) proposed
a prototype system with a content-based collaborative
filtering approach. It helps to form user communities for
targeted advertising and recommendations. A hybrid ap-
proach bases on collaborative filtering and Web usage
mining was proposed to achieve more appropriate product
recommendations (Ha 2002).

3.3 E-learning

Personalisation is often portrayed as the “next big thing” in
e-learning (Weller 2007). E-learning has potential to offer
personalisation on a large scale. The ultimate aim of e-
learning personalisation is to offer learning objects to meet
the needs of learners in a timely fashion. Data mining aids
the process by identifying patterns of behaviour.

For offering personalised textbooks for learners, a
“Slicing Book™ approach was proposed to slice textbooks
and to compose the slices according to the logical relation-
ships and user requirements (Dahn and Schwabe 2002). To
construct personalised course content, a personalised Web
tutor tree was used to adapt teaching in accordance with
individual student ability in a distance learning environment
(Tang et al. 2000). Personalised learning paths were
proposed to achieve a course generation engine (Carchiolo
et al. 2003). The engine can create a tree that includes all
possible paths starting from the learner’s possessed knowl-
edge towards desired knowledge. For organising and
composing course notes, Cheong et al. (2002) designed a
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web-based collaborative multimedia content authoring and
management system. Quarati (2003) combined reusable
techniques with recommendation techniques to realise
content best fitting for the needs of different students.
From an instructor perspective, Hsu et al. (2003) proposed
a result feedback model that analysed relationships between
student learning time and corresponding test results to give
instructors crucial information relating to course content
refinement.

From an applied perspective, some researchers have
proposed several architectures and systems to construct
personalised learning content. A probabilistic framework
for finding principled solutions were developed by Yu et al.
Probabilistic active learning methods were used to actively
query users, thereby solve the “new user problem” and
reduce computational cost by working on a selected subset
of user profiles while keeping high accuracy (Yu et al.
2004). An architecture for defining reusable adaptive
educational content was presented, which allowed content
to be easily interchanged and reused across applications
(Karagiannidis et al. 2001). An instructional framework
was proposed by Papanikolaou and Grigoriadou (2003) to
unify the lesson generation process.

3.4 News recommendation and search engine

Online personalisation information systems allow for
personalised access to online information such as personal-
ised portals to world-wide news, filtering systems, recom-
mendation services, and web search.

Much research has been focused on news filtering since
the end of the last century. Researchers at MIT have
developed an experimental online newspaper system called
“Fishwrap”. “Fishwrap” can help freshmen balance indi-
vidual requirements for personalisation with the need to
gain knowledge about the world (Chesnais et al. 1995).
“PointCast” is a personalised news delivering service,
which was developed as a screen saver that displays
headlines in customised categories (Ubois 1996). “Smart-
Push”, news content is classified using semiautomatic tools,
pre-defined vocabularies, and metadata to match against
user profiles (Jokela et al. 2001). Liang and Lai (2002)
presented an approach that analysed browsing content and
time to estimate user interests. Their experiment results
show that the proposed system outperforms traditional
headline news compiled by a news editor in terms of both
objective performance indices and customer satisfaction. A
semantic client-side personalised pre-fetching system called
“NewsAgent”, was designed for Internet news services by
Xu and Ibrahim (2004).

Information retrieval is used to indentify relevant items
for recommendation, which begins with a user querying
and searching relevant documents from a large database

(Liang et al. 2007). The main function of information
retrieval is to match user queries with features of docu-
ments. Information retrieval techniques have mostly been
applied to Internet search engines in recent years. Consid-
ering user interests, Scime (1997) presented a method for
query construction and results analysis. They provided a
user with a list of choices based on his/her determination of
importance. From a technical perspective, Schmitt and
Oberlander (2002) combined personalisation and query
processing techniques to satisfy user demand for quick
search and comprehensive results. Wang et al. (2002)
proposed a knowledge-driven search system for multidi-
mensional data analysis. The system adopted association
rules and sequential pattern-based data mining. Wallace
et al. (2003) pointed out that semantic content analysis,
user profiling, and adaptation will provide users with
effective content-searching capabilities. Liu et al. (2004)
proposed a context-based personalisation searching ap-
proach which takes contextual information to disambigu-
ate user queries.

3.5 Personalisation applications

Typical personalised applications in several domains which
were mentioned in Sections 3.1-3.4 and their main features
are represented in Table 1.

The “MyLibrary” system allows users to set up
personalised and shared libraries through reorganising
resources contained in the Research Library Web site (Di
Giacomo et al. 2001). It provides basic personalisation
mechanisms regarding user-driven services to create a
portable Web page and list of available information
resources (Jayawardana et al. 2001, Jeevan and Padhi
2006). The Personalised collaborative digital library in
“CYCLADES project” formalises an environment in which
users search for information, organise information space,
collaborate with other users sharing similar interests, and
get recommendations (Renda and Straccia 2005).

To produce accurate recommendations, Mooney and
Roy (2000) utilised information extraction for text
categorisation in a content-based book recommending
system. Unlike traditional collaborative filtering, item-
to-item (item-based) collaborative filtering is applied in
Amazon.com. The online computation scale of this
algorithm is independent of the number of customers and
number of items in the product catalogue (Linden et al.
2003).

In the Adaptive Hypermedia Services System, a multiple
models approach for dynamic composition and delivery of
reusable learning objects was proposed by (Conlan et al.
2002). It describes an adaptive metadata-driven engine that
composes sliced educational materials dynamically. An
intelligent tutoring system based on fuzzy item response
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Table 1 Domains and Features of Personalisation Systems

Domains Systems Features Ref.
Digital library MyLibrary Customised and shared digital library, (Di Giacomo et al. 2001)
rule-based recommendation
CYCLADES Collaborative digital library environment (Renda and Straccia 2005)
E-commerce Content-based Book Recommending Content-based recommendation (Mooney and Roy 2000)
System
Amazon Item-based collaborative filtering (Linden et al. 2003, Das et al. 2007)
Multiple-interests and Multiple-content Collaborative filtering based on both (Li et al. 2005)
Recommendation System items and users
E-learning Adaptive Hypermedia Services Multi-model approach to the dynamic (Conlan et al. 2002)
composition and delivery of reusable
learning objects
Intelligent Tutoring System Based on fuzzy Item Response theory (Chen and Duh 2008)
News Intelligent News Filtering Based on readers’ revealed preferences (Mock and Vemuri 1997)
recommendation  Organisation System
and search ANATAGONOMY Learns preferences from user browsing  (Sakagami and Kamba 1997)
engine behaviour

Google News

Internet Search Advisor

Combines recommendations from
different
algorithms using a linear model
Knowledge-driven search system;
Multidimensional data analysis;
Data mining based on association rules

(Das et al. 2007)

(Lai et al., 2003)

and sequential patterns.

theory was implemented by Chen and Duh (2008). It
recommends appropriate course content to learners whilst
taking into account whether a learner’s ability matches the
difficulty levels of recommended course content well. The
SMCM (Semantics Modelling Method for Content Man-
agement) prototype was proposed to design and organise
learning content to assist learners constructing knowledge
in a specific social context.

INFOS (Intelligent News Filtering Organisation System)
reorganises the order of news based on reader interests
(Mock and Vemuri 1997), ANATAGONOMY system
learns preferences from browsing behaviour of a user, and
uses a learning engine and a scoring engine to produce
personalised news (Sakagami and Kamba 1997). To
achieve scalable online collaborative filtering, Google news
system combines different algorithms in a linear model for
recommendations (Das et al. 2007). Li et al. (2005)
implemented a system using collaborative filtering based
on both item and user for multiple-interest and multiple-
content recommendation.

The discussion in this section concentrates on the
roles and functions of personalisation in several
domains. It briefly introduces a variety of methodolo-
gies for maximum user convenience and personalised
resource usage. In the next two sections, methodologies
and techniques are introduced and analysed from a
technical perspective.

@ Springer

4 Methodologies for personalisation

In a personalisation system, a “user profile” is important
because it records relevant information such as preferences
and behaviour patterns of individual users. Details of user
profiling methodologies are represented in Section 4.1.
Similar to user profile modelling, content modelling,
analysed in Section 4.2, is also a key element of person-
alisation systems. Finally, Section 4.3 reviews the most
used recommendation approaches.

4.1 User profiling

When analysing how a personalised system makes
recommendations for a user, one key issue is the user
profile. The user profile stores appropriate approxima-
tions of an individual’s information, such as basic
information (e.g. age, gender), information usage behav-
iour, interests, and intention, which is represented by
terms of keywords, concepts, and features (Pretschner
and Gauch 1999, Park and Chang 2008). There are four
design decisions involved in user profile generation and
maintenance. These include representing profiles, generat-
ing initial profiles, capturing feedback and profile learning
(Montaner et al. 2003).

1). Profile representation is the first step and all other
techniques depend on it. Once this step is decided, the other
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techniques can be defined. It should be in the form of a
general universal representation method, for example, XML
documents. A system needs to know as much as possible
from a user to provide satisfactory results from the very
beginning. 2). It needs to use a suitable technique in order
to generate an accurate initial profile (Montaner et al.
2003), e.g., by questionnaires or setting default values. 3).
To capture user profile information that varies and requires
active engagement of the user at different degrees, we will
distinguish it by asking users (fill-in-profile, explicit
feedback, or ratings), watching users (interaction with the
web sites, e.g., click stream or transaction), and analysing
the data (Schubert and Koch 2002). 4). Finally, the system
gathers relevant feedback to learn the user’s tastes, interests,
or preferences (pattern discovery). The data collected from
watching the user is usually not suitable to be directly used
in information filtering algorithms. Therefore, learning
techniques are needed to extract relevant information. In
these processes, users are usually classified into different
types or groups. The derived information is stored in the
user’s profile for further processing. Machine learning
techniques are ideal for this process because they are
designed to capture patterns and to represent what has been
learnt from input data with a structural representation.

To take an example, profiles for user u and items i are
based on a set of terms, named ContentBasedProfile (1) and
Content (i) respectively. More formally, let Content (i) be
content profile of an item, i.e., a set of attributes. It is
usually computed by extracting a set of features from
content, such as TF-IDF (term frequency-inverse document
frequency) method. Let ContentBasedProfile (u) be the
profile of user u containing tastes and preferences of the
user. The profile is obtained by analysing the content of
items previously bought and rated by the user. It can also be
computed from individually rated content vectors using TF-
IDF. The advanced profiling methods based on data mining
have been used mainly in the context of system usage

Table 2 Main Dimensions of User Profile

analysis, i.e., to discover user behaviour, preference, and
intention analysis (Adomavicius and Tuzhilin 2005).

Personalisation has already been applied to some
applications, which includes content personalisation, inter-
face personalisation, interaction personalisation, and other
related services. Personalisation of content aims at devel-
oping systems that are able to automatically provide
personalised systems according to user preferences, behav-
iour, and intention. This process is closely related to
information filtering. Interface personalisation systems
tailor the user interface according to a user’s characteristics.
These characteristics are: 1). physical devices used for
accessing systems and 2). the stereotype which the user fits.
The interaction personalisation systems aim to create
personalised navigation and service flow.

Within the context of personalisation description, there
are many potential dimensions (Frias-Martinez et al. 2006)
that a user profile will be described by (See Table 2).

In Table 2, the “personal data” includes gender, age,
language, culture, and sex. In general, some of these factors
affect the perception of interface layout. “Cognitive style”
indicates the way in which a given user processes inform-
ation. It is used to adapt services to the way the user processes
information, especially in web-based services (Ford and
Chen 2000) and e-learning environment (Magoulas
et al. 2003). “Device information” captures the user’s
hardware and network environment. The information affects
personalisation in two ways: the size of the visual display
unit and download speed. “Context” captures the physical
environment from where a user is accessing a system
(e.g., location, time). “History” records a user’s past
actions in the system, which will be applied to person-
alisation based on the assumption that users’ future actions
can be inferred by examining their past pattern of
behaviour. “Interests” represents topic categories, usually
in the form of terms. “Interaction experience” indicates the
user’s knowledge about interacting with the system.

Name Description Effect
Personal data Basic information includes age, language, culture and sex. Interface
Cognitive style The way in which a user processes information Interaction

Device information

Context Physical environment when a user is accessing the system
History The user’s past interaction with the system

Behaviour The user’s behaviour pattern

Interests Topics the user is interested in

Intention/Goal The intentions, goals or purposes of users

Interaction experience

Domain knowledge

Hardware and network environment

The user’s knowledge on interacting with the system

The user’s level of knowledge in a particular topic

Interface and content

Infer the user’s intention

Infer the user’s behaviour and interests
Content and interaction

Content

Content and interaction

Interface

Infer the user’s intention
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“Domain knowledge” indicates the knowledge levels of a
user in particular topics. In all of these, modelling user
behaviour, interest and intention are three complicated
profiling methods (Liang et al. 2007).

4.1.1 Behaviour modelling

Historical data record user behaviour of browsing or
transactions on a web site. User behaviour modelling
involves the discovery of patterns from one or more web
servers (Frias-Martinez et al. 2006). Analysing this data is
helpful to determine navigation paths, cross marketing
strategies, and the effectiveness of promotional campaigns.

There are already some methods for behaviour modelling.
Nanopoulos, et al. (2001) used (1) association rules to model
web user history and predict next requests. (2) Markov
models provide another possible approach to capturing user
historic behaviour in a website and allow for the implemen-
tation of a link prediction service (Sarukkai 2000). Markov
chains can be used to model URL access patterns dynam-
ically. The patterns are observed in the nearest navigation
logs. (3) Decision tree induction techniques are the most
widely used prediction methods, and may be used to predict
the next interaction (Kim et al. 2002, Cho et al. 2002).
However, in many cases prediction results are only locally
optimal because of most systems only predicting one step
forward. Sun et al. (2002) propose an approach which
predicts multiple steps forward. Detailed techniques of these
methods are described in Section 5.

4.1.2 Interest modelling

Preference is defined by a function pref{i) which represents
how much a user likes or dislikes a given item i by
analysing his/her behaviour history (Jung et al. 2005).
Many studies have been performed on users’ interests or
preferences. There exist three popular methods (Schubert
and Koch 2002) for extracting user preferences: direct,
semi-direct, and indirect extraction. (1) The direct approach
asks users to tell explicitly what they like. For example,
listing all categories and asking users to check those of
interest to them. (2) The semi-direct approach asks users to
rate all documents they had read and gains their preference
through these ratings. (3) The indirect approach captures
user preferences from past browsing data, such as hyperlink
clicks or time spent on reading a document.

The indirect approach for interest modelling is classified
into three types depending on how they represent preferences,
which are vector similarity, probability, and association rules.

(1) Vector similarity is used in both collaborative filtering
and content-based filtering. In collaborative filtering, a
user’s preference is represented by high ratings to

@ Springer

given items rated by himself/herself and similar users
(Breese et al. 1998, Resnick et al. 1994). Content
based approaches, such as TF-IDF (Joachims 1997,
Billsus and Pazzani 1999, Blei et al. 2003) and SVM
(Support Vector Machines) (Billsus and Pazzani 1999,
Ruvini 2003) use vector similarity to measure how
similar a specific piece of content is to content selected
by a given user.

(2) Preference is represented by the probability of a user
selecting a given item (Breese et al. 1998). The
probability is adopted to predict user future selection,
for example, in a Bayesian network (Friedman et al.
1997, Joachims 1997).

(3) Preference is represented by the strength of association
between an item and the user’s history in association
rule mining methods (Nanopoulos et al. 2001, Brin et
al. 1997).

Joachims (1997) and Jung et al. (2005) concluded that
the results from the Bayesian classifiers are relatively not
good as that of TF-IDF and SVM, whereas they show
smaller differences in common documents. Reasons for the
differences are sparse description, omitted synopsis, and
limited training set. Bayesian classifiers use products of
probability terms and it is dominated by terms with low
probability values. This makes it vulnerable to sparse data.
In addition, experimental results show that TF-IDF is more
robust than SVM in sparse data sets (Jung et al. 2005).

4.1.3 Intention modelling

The intention (expressed as the purpose, aim, and goal),
means what one intends to accomplish or attain, or the
reason for which that user is searching information
(Frias-Martinez et al. 2006). Intention modelling is con-
structed of a model to identify the goal of a user when
interacting with a system. For example, the consumers can
be divided roughly into two groups: one with the intention
of buying and the other without the intention of buying.
Chen et al. (2002) classifies intention into action intention
and semantic intention. The former is a low level intention,
e.g. by the analysis of mouse click and keyboard typing,
whether the user has the intention of buying can be
deduced. “T want to buy a mug from eBay for my friend”
is a semantic intention. The reason for user searching mug
is to buy a friend a mug. Then his/her goal is to find an
artistic or elegant mug.

Intention modelling is largely based on a classification
system that has a set of predefined categories (Frias-
Martinez et al. 2006). To model user intention, Ruvini
(2003) presented an approach that infers the goal of a
search using SVMs. Another solution which provides good
results is Bayesian networks (Horvitz et al. 1998, Chen et
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al. 2002). “Office Assistant” (Horvitz et al. 1998) combines
SVM and Bayesian Networks for predicting user goals.
Other valid approaches are decision trees, neural networks,
and semantic expansion (Frias-Martinez et al. 2006,
Blanco-Fernandez et al. 2008). To achieve better personal-
ised recommendations, Chen, et al. (2002) proposed a
hybrid approach, which uses Naive Bayes and association
rule to model user action intention (behaviour pattern) and
find the proper concepts of corresponding keywords
respectively. The model is trained incrementally and is
used to predict future actions. Besides keyword features,
Chen et al. (2002) proposed an algorithm utilising
“WordNet” to generalise learned rules for similar words.
In some publications, user intention modelling is treated
similarly as behaviour and interest modelling. However,
intention modelling is at a higher level than behaviour and
interest modelling. The intention analysis is further analysis
based on the behaviours and interests and other three
elements: (1) users’ query content, (2) organisational
structure of the system, and (3) context (the information is
used to characterise the situation of a participant in an
interaction). In another word, behaviour and interest
modelling provide a basis for intention modelling.

4.1.4 Analysis for user profiling

The user profile is usually defined as a vector of n features.
For example, a user profile is described simply by the
user’s ratings on items. Some context-aware personalisation
systems treat contextual information as extended features of
rating-based profiles (Adomavicius et al. 2005). Recom-
mendation systems based on this kind of profile have
grown in popularity in recent years. However, this kind of
profile causes the system to suffer from the “Cold start”
problem. Sometimes the system cannot draw any conclu-
sion for users because it has not yet gathered sufficient
information (Schein et al. 2002). The advanced profiling
methods we mentioned in prior sections can solve the
problem if they are adopted in the rating-based recommen-
dation systems.

4.2 Content modelling

In personalisation systems, document modelling is a key
element. In this context, some kinds of indications are
needed on the topic of a particular document, which are
usually expressed in the form of keywords. There are two
possibilities to obtain these keywords, (a) metadata already
has a field that contains them for content-free items and (b)
keywords are obtained using document modelling techni-
ques like TF-IDF.

The main up to date document analysis techniques are
Latent Semantic Analysis/Indexing (LSA/LSI) and Proba-

bilistic Latent Semantic Analysis/Indexing (PLSA/PLSI).
LSA is used to obtain term-concept and concept-document
relationships from a term-document matrix (Hofmann
2004). PLSA is a statistical view on LSA to estimate
probability from a collection of documents (Hofmann 1999,
Jin et al. 2004).

Several methods for content classification have been
proposed, each with a different approach for comparing
new documents to the reference set. These include (1)
comparisons between a variety of frequently-used vector
representations of documents, e.g., SVM, KNN (k nearest
neighbours), linear least-squares fit, TF-IDF; and (2) joint
probabilities of the words being in the same document, for
example, naive Bayesian, decision trees, and neural net-
works (Gauch 2003).

The detailed discuss of the techniques in this section are
discusses in Section 5.1.

4.3 Information filtering recommendation methods

A problem that a user is often confronted with is that there
are enormous quantities of information on the internet.
Recommendation methods are essential in this context. For
example, a busy customer who knows what he wants, too
many choices may cause a barrier to purchase. Imagine that
a customer has already configured and bought a car, which
also pleases another customer with similar taste. It is easier
for the second customer to just order the same configuration
than to run through the whole selection process again
(Schubert and Koch 2002, Montaner et al. 2003).

Adomavicius and Tuzhilin (2005) pointed out the
recommendation problem can be formally formulated as
follows: let U be the set of all users and let / be the set of all
possible items that will be recommended. Let f be a utility
function that measures the rating (or usefulness) r,,; of user
u on item i. Let R be possible ratings for /, the function f
can be seen as a mapping from U and [ to R, f* Ux [—R.

There are four filtering approaches for making recom-
mendations: (a) rule-based filtering, based on “if this, then
that” rules processing (Choi and Han 2008), (b) content-
based filtering, based on a comparison between items and
users profiles (Park and Chang 2008), (c) collaborative
filtering, which serves relevant material to customers by
comparing their own personal preferences with others
(Instone 2000), and (d) hybrid method, which combines
content-based and collaborative filtering. Details of these
methods are in the following sections.

4.3.1 Rule-based approaches
Rule-based approaches allow information systems to

specify rules f{u,i) based on demographics or static profiles
of users, which are collected through a registering process
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by asking users a series of questions. Then, pre-specified if-
then rules (See Fig. 4) are applied to select relevant
information for recommendation (Liang et al., 2007). It
relies on predefined groups or classes of users to determine
what content should be displayed or what services should
be provided. For example, online brokerages often classify
their accounts by sex and age, and then provide different
user services, products, or preferential treatment.

In rule-based approaches, filtering rules from domain
experts (e.g., marketing and e-learning) is a core component
in providing personalised recommendations. The effective-
ness of rule-based approaches mainly depends on the
quality of knowledge in a rule base. It is, however, difficult
to obtain valuable marketing rules f{u,i) from marketing
experts and to validate the effectiveness of extracted rules.
In addition, the rule-based approach poses significant
maintenance issues. Machine-learning techniques can be
used to reduce the problems of knowledge-acquisition and
knowledge-maintenance problems in rule-based approaches
to personalised recommendations (Kim 2001). In addition
to the knowledge engineering bottleneck problem, the
methods used for generating user profiles are another
weakness. The input is usually a subjective description of
users or their interests by the users themselves, and is thus
prone to bias (Mobasher 2007).

4.3.2 Content-based approaches

Content-based approaches facilitate the discovery and
filtering of information by comparing user profile with the
description of items (Chedrawy and Abidi 2006). Content-
based filtering systems will compare items’ profiles with a
user’s profile (See Fig. 5) in order to estimate which items
the user may be interested in (Min and Han 2005). For
instance, a content-based news recommendation system will

Rules Profile

2 UserA

Filter

i User A

Fig. 4 Rule based filtering
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extract essential items of news using some text classifica-
tion methods, and then match them against the user profile
to select a set of promising news recommendations.

Formally, in content-based recommendation methods,
the utility function f{u,i) of user u# on item i is estimated
based on the utilities f{u,i;) that were rated in the past and i,
are similar to item i (Adomavicius and Tuzhilin 2005). For
example, in the case of a book recommendation application,
the system learns which books user u has rated highly in
past. Then only the books with a high similarity rating to
the user’s preferences will be recommended. The similarity
can be determined in several ways. One of the best known
measures is Cosine similarity (See Section 5.1.1).

Content-based filtering techniques are most effective at
text-intensive domains. Such systems include “News
Weeder”, “Infofinder”, and “News Dude” (Park and Chang
2008). However, they are not suitable for multimedia
content, such as images, pictures, and sounds. Moreover,
it is difficult to identify other related and potential interests.
(Mobasher 2007).

Fig. 5 Content-base filtering

4.3.3 Collaborative approaches

Collaborative filtering is a complementary technology to
content-based filtering (Das et al. 2007), which uses
preferences of similar users in the same preference group
as a basis of recommendation (See Fig. 6). It is an approach
to making recommendations by finding correlations among
shared likes and dislikes of system users. It has the
capability of finding items of potential interest from
previous ratings of other users (Liang et al. 2007). In this
way, the mechanism for filtering information is changed
and improved on demand.

Formally, utility function f{u,i) is estimated based on the
ratings of item i by those users who are similar to user u.
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For example, in a book recommendation system, the system
tries to find similar users to user u; only books that are most
liked by similar users will be recommended.

User-based collaborative filtering was the most success-
fully used technique for building recommendation systems
in the past (Konstan et al. 1997, Li et al. 2005). However,
its computation cost grows linearly with the number of
users and items i.e. the approach suffers serious scalability
problems. Another significant limitation is the sparsity of
the dataset (Mobasher 2007, Das et al. 2007). To remedy
these weaknesses, varieties of optimisation strategies have
been proposed (Das et al. 2007), which include similarity
indexing, dimensionality reduction, and offline clustering
of users.

In addition, the item-based collaborative filtering is an
extension of user-based collaborative filtering (Kitts et al.
2000). It builds an item-item similarity matrix rather than a
user-user similarity matrix for recommendations (See
Fig. 7). It can quickly recommend items because of the
pre-computed model. They have been shown to produce
recommendation results that in some cases are comparable
to traditional, user-based collaborative filtering recommen-
dation systems (Li et al. 2005). Mobasher (2007) points out
that the similarity between two items can be calculated by
comparing their ratings rated by the same users.

Several papers categorise collaborative personalisation
systems into memory-based and model-based systems,
based on the types of recommendation techniques used
for rating estimation (Das et al. 2007, Hofmann 2004),
(Adomavicius and Tuzhilin 2005). The main difference
between them is that the model-based techniques calculates
utility predictions not on some heuristic rules, but on a
model learned from underlying data using statistical and
machine learning techniques (Adomavicius and Tuzhilin
2005). Memory-based methods are sufficient for many real-

Filter

i User A

Fig. 6 Collaborative filtering (User-based)
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Fig. 7 Collaborative filtering (Item-based)

world problems; however, they still have several short-
comings. Hofmann (2004) pointed out: (a) Accuracy of
recommendation obtained by memory-based methods will
be suboptimal; (b) Nothing is actually learned from
available user profiles and no general insight is gained
because no explicit statistical model is constructed; (c) such
solutions not scale well because they require a lot of
memory and processing time; (d) it is difficult to system-
atically tailor memory-based algorithms to a specific task.
Model-based methods will address these shortcomings. A
model-based method will (a) achieve higher prediction
accuracies, (b) compress data into a compact statistical
model that automatically identifies user communities, (c) be
able to compute preference predictions in real time, and (d)
give a system designer more flexibility in specifying the
objectives of the application.

4.3.4 Hybrid approaches

Generally speaking, rule-based systems will capture com-
mon reasons for making recommendations, but they do not
offer the same detailed personalised recommendations that
are available with other recommendation approaches
(Pazzani and Billsus 2006). Content-based filtering has
proven to be better than collaborative filtering when
recommending textual documents; whereas collaborative
filtering does not require a content description of an
information item, which is popular with e-tailors that sell
physical products such as ‘Amazon.com’ (Linden et al.
2003). This method usually performs best when explicit
non-binary user ratings for similar objects are available
(Mobasher 2007). Furthermore, collaborative filtering will
find similarities among different users. The integration of
these two types of filtering is reported to exhibit good
performance in some domains (Liang et al. 2007, Chedrawy
and Abidi 2006, Liu and Shih 2005) such as e-commerce
and digital libraries.
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To avoid certain limitations of content-based and
collaborative approaches, several systems use hybrid
approaches by combing collaborative and content-based
filtering (Balabanovic and Shoham 1997, Claypool et al.
1999, Melville et al. 2002). On the one hand, collaborative
approaches will solve shortcoming of content-based sys-
tems such as the lack of subjective data, user ratings, and
novelty. On the other hand, content-based approaches will
solve the limitations of collaborative approaches including
the “new items” problem, data sparsity problem, and
complex computation problem (Montaner et al. 2003).
Different ways to combine collaborative and content-based
methods are classified as follows (Adomavicius and
Tuzhilin 2005): (1) implementing collaborative and
content-based methods separately and combining their
predictions, (2) incorporating some content-based charac-
teristics into a collaborative approach, (3) incorporating
some collaborative characteristics into a content-based
approach, and (4) constructing a general unifying model
that incorporates both content-based and collaborative
characteristics. Table 3 is a summary of these approaches.

The essential issue of personalised recommendation
methodologies is pattern discovery and requirement predic-
tion (Frias-Martinez et al. 2006). Machine learning techni-
ques are ideal because they are designed to capture patterns
and represent what has been learned from the input data.
They are usually used when a system needs knowledge from
its previous experience (Witten and Frank 2002). Regular
patterns and rules are important for user modelling, content
modelling, and information filtering. Those techniques make
it possible to recognise patterns and rules automatically. The
techniques will be discussed in the next section.

Table 3 Summary of Filtering Approaches for Recommendation

5 Techniques for personalised recommendation

There is already a lot of research on how machine
learning techniques help to solve problems in person-
alisation. Based on different phases of the person-
alisation process, the techniques are categorised into
user profiling, content modelling, and filtering techni-
ques. Based on the kind of recommendation system, the
techniques are classified into content-based, collabora-
tive, and hybrid filtering. Collaborative personalisation
systems are categorised as memory-based and model-
based, based on the types of recommendation techniques
used for rating estimation (Adomavicius and Tuzhilin
2005). These categories overlap each other; one technique
can be applied in different personalisation processes, can
also be used in both content-based and collaborative
filtering. It is difficult to strictly classify them.

In this section, we will analyse the features and
limitations of (1) techniques for content-based recommen-
dation systems in Section 5.1, including techniques for user
profiling and content modelling, and (2) techniques applied
to memory-based and model-based collaborative recom-
mendation systems in Section 5.2, including KNN, K-
means, Naive Bayes, Bayesian networks, Markov chains,
association rules, decision trees, and neural networks.

5.1 Techniques for content-based recommendation

Content-based recommendation is based on the past items
which were preferred by a user. Consequently, it applies
the techniques mentioned in the user profiling and
content modelling sections, which include terms weight-

Approaches Applicable Scope Advantages Weakness Systems
Rule-based The system aims to It is easy for systems to use if-then It is not easy for administrators MyLibrary (Di Giacomo
approach achieve rules to select personalised to pre-specify rules; it is not et al. 2001)
basic services for information. It captures common  flexible; it is for groups
personalisation. reasons for making (women,

recommendations.

Content-based Text-intensive domains

approach domains.
Collaborative non text-intensive Popular in the e-commerce
approach domains with lots domain; can find potential

of historical data

The systems want to
achieve advanced
services for
personalisation.

Hybrid approach

methods.

It is most effective at text-intensive Not suitable for multimedia

interests for users; not limited
to textual information.

Combines the advantages of
content-based and collaborative

children, etc), not real

personalisation.

News Weeder, Infofinder,
and News Dude (Park
and Chang 2008)

information; cannot find
potential
interests of users.
“Cold start” problem, new user Amazon (Linden et al.
problem, new item problem. 2003,
Das et al., 2007)
CYCLADES
(Renda and Straccia,2005)

ExplaNet (Masters et al.
2008)

It may be too complicated
to achieve.
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ing, content analysis, classification, and user behaviour
analysis.

5.1.1 Computing weights of terms and similarity

In content-based personalised recommendation systems,
users and items are usually represented as term vectors.
There are several methods of computing the weights of the
terms. TF-IDF is recognised as the best known method
according to prior studies of (Joachims 1997, Billsus and
Pazzani 1999, Blei et al. 2003).

* TF(t;d;) means the number of occurrences of term ¢ in
document d; (so called term frequency).

TF(t,-;dj) = fireq(t;)

* DF(t;) (Document frequency) counts how many docu-
ments include term i.

* [IDF(t) means the importance of the term ¢ in all
documents. The fewer documents include ¢, the more
important the term #; becomes. |D| is the number of
documents.

D
DF(t;)

IDF(#) = log

The process of computing TF-IDF is listed as follows.

1) A basic vocabulary of terms is chosen;

2) Calculate TF(t;d;) for every term and every document
in the corpus (document collection);

3) Count DF(t;) for every term;

4) Compute all /DF(t;) for every term;

5) All the columns contain #f*idf values for each of the
documents which constitute a matrix X.

Moreover, utility function f{u,d) is usually represented in
content-based recommendation by a scoring heuristic meth-
od, such as cosine similarity measure Eq. 1 (Adomavicius
and Tuzhilin 2005). Where K is the total number of
keywords; term vectors w, and W, represent user profile
and document; i is a term in both w, and Wy .

— — — — Wy - W,
sim(W, , Wg) = cos(wy,, Wy ) = =5+
[ Wy (L[ Wa [l

K
> WiuWia (1)
i=1
2 2
Wi Z Wid

i=1 i=1

ﬁMa _

The difficulty in TF-IDF is identifying the keywords or
items in a document since there are plenty of words. While
the TF-IDF reduction is helpful to address this shortcoming,

it only provides a small amount of reduction in description
length and reveals little in the way of statistical document
structure. Several other dimensionality reduction techniques
are proposed. For example, latent semantic Analysis (LSA)
uses a singular value decomposition of X matrix to identify
a linear subspace in the space of TF-IDF features, that will
not only capture most of the variance in the collection, but
also achieve significant compression in large collections
(Blei et al. 2003). In addition, from semantic respective,
linear combination of the TF-IDF features and derived
features of LSI will capture some aspects of basic linguistic
notions such as synonymy and polysemy.

5.1.2 Content analysis

Latent Semantic Analysis is a well-known technique for
content analysis, which partially addresses polysemy and
synonymy problems. It represents contents and queries not
by terms but by underlying (latent hidden) concepts. This
hidden structure is not a fixed many-to-many mapping
between terms and concepts, but depends on the corpus and
term correlations it embodies (Hofmann 2004). The key
idea of LSA is to map high-dimensional vectors to low-
dimensional ones in a latent semantic space. The goal of
LSA is to find a data mapping which provides information
well beyond a syntactic level and reveals semantic
relations. LSA is a valuable analysis tool with a wide range
of applications (Hofmann 1999).

For content analysis, suppose there is a given collection
of documents D= {d;,...,d,} with terms from a vocabulary
T={t;,....t,,}. It will be summarised in a n*m co=occur-
rence table of counts A= (freq(d;t));, where freq(d,t)eIN
denotes how often term ¢ occurred in document d. 4 is
called term document matrix. The rows and columns of 4
represent document and term vectors respectively. Vector-
based document representation is mapped in a low-
dimensional space obtained by Singular Value Decomposi-
tion (SVD) of the term-document matrix 4 (Papadimitriou
et al. 2000). The simplified vector space representation will
preserve most relevant information.

To discover latent variables in a document, PLSA
provides a more flexible approach than LSA (Hofmann
2003, Hofmann 1999, Jin et al. 2004). PLSA has a solid
statistical foundation. The starting point for PLSA is a
statistical model called aspect model. For instance, docu-
ment d is a mixture of underlying (latent) K aspects, and
each aspect is represented by a distribution of words p(w/|t)
(Hofmann 1999). ¢ is a topic. In brief, if probability(t|d) and
probability(w|t) is estimated, and then probability(t|query)
can be estimated, then we can compute the similarity of
document to the query. PLSA can obtain these probabilities
from a document collection. It is supposed that there are
hidden factors underlying co-occurrences among two sets
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of objects (Hofmann 2003). In PLSA, an expectation-
maximisation (EM) algorithm is used to calculate the
relationships between hidden factors and two sets of
objects. It is experimentally proved that PLSA consistently
outperforms LSA (Hofmann 1999).

5.1.3 Content classification

Content classification techniques are applied to divide items
(e.g., news, papers, and books) into a number of classes or
groups; the items in the same class or group are similar in
some way. There are a number of techniques for content
classification, such as SVM, association rules, and decision
trees.

SVM SVM is a kind of generalised linear classifier. A
special property of SVM is that it will separate a n-
dimensional space into two data sets by a hyperplane,
which minimises classification errors and maximises the
margin between the two sets (Joachims 1997).

In a personalisation system, assume a user has provided
ratings for n products. Suppose that the rating will either be
1 (user likes the product) or —1 (user does not like the
product). Then it is a binary classification problem. The
task is to separate products that a user likes from those that
he or she dislikes. The task can be fulfilled by SVM. For
making recommendations, a training set including tuples of
the form { (7, r;) };:lis given to learn the SVM. Here, / (as
input) are items, j is the feature vector, and r; (as output) is
the corresponding rating. If the SVM model is obtained for
a user, it will determine whether to recommend another
item to this customer by some equation (Cheung et al.
2003).

In contrast to neural networks, SVM can always find a
global solution. And it always constructs classifications
with a high quality. However, SVM is currently considered
slower at run time than other techniques with similar
methods’ performance (Cheung et al. 2003). Also, the
binary classification is not enough for a personalised
recommendation.

Association rule Association rule learning is a popular
method for discovering relations. Based on strong rules
(Piatetsky-Shapiro 1991), Agrawal et al. (1993) introduced
association rules for recognising relationships between
items from a large scale of transaction data. For example,
a rule found in sales data indicates that if a customer buys
both tomatoes and beef, he is likely to also buy onions.
Such information will be used as the basis for decisions
about marketing activities.

Given a set of transactions where each transaction is
a set of items (item set), an association rule implies the
form X=Y, where X and Yare item sets; X and Y are called
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body and head respectively. Support(X,Y) Eq. 2 for rule
X=7Y is the percentage of transactions that contain both
item sets X and Y among all transactions. Confidence(X,Y)
Eq. 3 for the rule is the percentage of transactions that
contain item set X (Han and Kamber 2006, Kim et al.
2002).

Support(X,Y) = Count(X,Y)/|T| = P(XY) (2)

Confidence(X,Y) = Count(X)/|T| = P(X) (3)

The Support(X,Y) represents the usefulness of the rule.
The Confidence(X)Y) denotes the certainty of the rule.
Association rule mining is the discovery of all rules that are
above a user-specified minimum support and confidence.
For example, {beef, tomato}= {onion} is an association rule
because both support and confidence of the rule are above
the minimum support and confidence.

In user behaviour and intention modelling, through an
analysis of historical interactions between users and a
system, association rule sets will be created to record
personalised relationships between links and content. Then
the rule set can be applied to analyse user intention (which
links are well associated with the previous link) and to
recommend products (which items are associated with the
items in shopping-basket). In addition, through analysing
user interest and similar users’ association rule sets,
potential new relevant items will be discovered and
displayed to the user.

Decision tree Decision tree is a prediction model that
includes both items and target values. In a decision tree,
each non-leaf node represents a test on an attribute of cases,
each branch is linked to an outcome of a test, and each leaf
node denotes a class prediction.

In a personalisation system, a decision tree can be
applied to find rules for a predetermined target through
analysing historical interactions between users and items in
the website. Once the decision tree has been obtained, the
system will recommend items for users with a high
accuracy.

Compared with association rule learning, decision tree
mining has only one predetermined target, which aims to
discover a small set of rules that can be used to obtain an
accurate classifier for users (Liu et al. 1998). In contrast to
neural networks, the decision tree is well suited to multi-
dimensional applications and has strong explanatory ability
(Kim 2001, Kim et al. 2002).

Decision tree learning is very helpful to content
classification in terms of performance, simplicity, and
understand-ability when there is a small number of
structured attributes (Pazzani and Billsus 2006). However,
it is usually not ideal for unstructured text classification
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tasks because such tasks frequently involve a large number
of relevant features. Therefore, a decision tree’s tendency to
base classifications on as few tests as possible will lead to
poor performance on text classification.

5.1.4 User behaviour analysis

A number of techniques can be applied for user behaviour
prediction, such as association rules (Section 5.1.3.2),
decision tree (Section 5.1.3.3), neural networks (Sec-
tion 5.2.4), and Markov chains.

A Markov chain is a stochastic process with the Markov
property. Having the Markov property means, given the
present state, future states are independent of the last
previous states. That means the present state captures all
information that influences the future evolution of the
process. At each second, a system will change state to
another state, or remain at the same state. This change is
called a transition.

A discrete Markov chain model can be represented by
tuple<S; A; A>. S'is a state space. 4 represents a transition
matrix that includes possible transition from one state to
another. Similarly an element of 4*4 (47) represents the
probability of transitioning from one state to another in two
steps. And A represents the initial probability distribution of
the states in S. The fundamental property of a Markov
model is dependent on the last previous state. If vector s(z)
denotes probability vector for all states at time ¢, then s(?)=
s(t-1)*A4 (Sarukkai 2000).

In the context of user profile modelling, Markov chains
can be used to capture user behaviour in a website and
implement a link prediction service. Based on the last
previous state, URL access patterns can be modelled by
Markov chains.

Although Markov chains have been traditionally used to
characterise asymptotic properties of random variables, the
transition matrix can also be used to estimate short-term
predictions (Sarukkai 2000).

In user behaviour prediction, a probability distribution
can be created to predict which link is likely to be clicked
next. Variants of the Markov process can be calculated to
accommodate weighting of more than one history state, e.
g., A%, 4°. Bach of the previous links are used to predict a
user’s future behaviour (link choices) and combined in a
variety of ways.

The Markov chain approach has two main limitations
(Sarukkai 2000). (1) Dimensionality: The matrix 4 is very
large (N*N for N URIs). It is not scalable for very large
sites. (2) The need for a large amount of training data.
Since the approach is statistical, the applicability of the
model is dependent on the amount of data available.
Therefore it is not suitable for new personalisation
systems.

5.2 Techniques for collaborative systems

For memory-based collaborative systems, after obtaining
weights and utilities of words in user profiles, a number of
techniques can be used to classify users, such as the nearest
neighbours and clustering. The personalised systems can
then recommend products most liked by the peers of the
user. Differing from memory-based methods, model-based
methods use collections of ratings to learn a model that is
then used to make rating predictions. The techinques will
be discussed in detail in this section.

5.2.1 KNN

KNN is a kind of instance-based learning for classifying
objects based on closest training examples in a feature
space (Billsus and Pazzani 1999). It is amongst the simplest
of machine learning algorithms. It finds & nearest neigh-
bours of an object, and then assigns the object to the most
common class among its neighbours (Frias-Martinez et al.
20006).

The similarity function used by KNN algorithms
depends on the type of data. For example, the Euclidean
distance metric is often applied for structured data; Cosine
similarity measure is often used when vector space model is
used (Pazzani and Billsus 2006).

For information filtering, KNN classification approach
compares a target user’s profile with other users’ in order to
find the top k users who have similar tastes or interests
(Mobasher 2007).

In the context of document classification, KNN can be
applied to rank the k& nearest neighbours for a given
document. Then the category which the &k neighbours are
included in is the class of the input document (Yang 1999).

KNN algorithm is robust to noisy training data and
effective if training data is large. However, Mobasher
(2007) pointed out that (1) kNN takes neighbourhood
calculations an online process. Following the increased
numbers of users and items, it will lead to latency for
providing personalised information. (2) The sparse nature
of the datasets makes it difficult to get effective clusters.
The increase of the number of items in a database decreases
the likelihood of significant overlap of rated items among
users, which will result in less reliable correlations.

5.2.2 K-means

K-means is a well known geometric clustering algorithm.
Given a set of points, it uses a local search approach to
partitioning the points into k£ clusters by minimising the
sum of square diviations between data and the
corresponding cluster centroids (Hartigan and Wong
1979). A set of k initial cluster centres is chosen arbitrarily.
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Each point is then assigned to the centre closest to it, and
the centres are recomputed to be the centres of the new
point groups. This is repeated until the process has
stabilised.

K-means can be applied to construct user groups with
similar preferences or cluster different content or services.
Consequently, the systems can make personalised recom-
mendation according to the similar users’ suggestions or
selections.

K-means is effective in producing good clustering results
for many practical applications (Alsabti et al. 1998, Arthur
and Vassilvitskii 2006). However, k-means costs computa-
tion time proportional to the products of the number of
patterns and clusters. It is a problem especially for large
historical data.

5.2.3 Bayesian probability

Bayesian probabilistic models can be used to make rating
predictions, which include naive Bayes model and Bayes-
ian network model.

Naive Bayes uses joint probabilities of words and
categories to estimate probabilities of categories for a
document (Breese et al. 1998). It assumes these words are
independent. This makes it far more efficient than expo-
nential complexity of other Bayes approaches (Yang 1999).
Two frequently used formulations of Naive Bayes are: the
multivariate Bernoulli and the multinomial model (Pazzani
and Billsus 2006).

For text classification, multivariate Bernoulli assumes
every document is represented as a binary vector over the
space of all words from a vocabulary V. The multinomial
model records word frequency information rather than the
binary representation. Maximum likelihood estimates will
take word frequencies into account.

A Bayesian network represents a set of variables and
their probabilistic dependencies (Adomavicius and Tuzhilin
2005).

According to Horvitz et al. (Horvitz et al. 1998),
Bayesian networks can be used to capture relationships
between the goals and needs of a user and the observations
about a sequence of actions and words in a user query.
Through computation and use of probability distributions
over a user’s goals, a Bayesian network can provide
appropriate assistance for dynamically tailoring information
or services.

In contrast to the Naive Bayes, Bayesian Networks
describe a joint probability distribution for a set of features.
Generally, a Bayesian Network provides better performance
in classification than Naive Bayes classifier. However, the
computational complexity for building Bayesian Network
becomes impractical when training data becomes large
(Chen et al. 2002).

@ Springer

5.2.4 Neural networks

Neural networks are popular due to their ability to classify
patterns (Shepherd et al. 2002). The learning or self-
adapting ability allows them to store and recognise input
states and sequentially generate appropriate outputs. A well-
trained neural network can recognise incomplete input
pattern in a much simpler way (Im and Park 2007).

User profiling can be seen as a pattern recognition
process. It needs the techniques for of pattern classification,
fault tolerance, graceful degradation, and so on. Neural
networks are good at all these features (Chen and Norcio
1997). In the process of user profiling, each user has a
unique profile characterised by a set of attribute values. In
the training process, characterised by link weights, the
network state represents the characteristics or attributes of a
user or a user class (Shepherd et al. 2002, Im and Park
2007).

For user classification, each neural unit represents the
centroid of a cluster in a feature space. So a network with k
units can be applied to partition the feature space into k
clusters (Albanese et al. 2004). After completing the
training phase, neural networks can be used for classifying
users.

However, neural networks are not so commonly used in
personalisation systems as other learning strategies, e.g.
decision tree (Shin et al. 2000), because of its shortcoming
of being a “black box”, which means systems do not know
how it arrives at a given result.

5.3 Techniques and their features in a glance

Table 4 summarises the characteristics of recommendation
systems techniques, presented along four dimensions. The
first dimension captures some features of these techniques.
The next dimensions describe the limitations of the
techniques. The last column displays potential solutions.

6 Directions and Issues for Further Research

Personalised recommendation systems can be extended in
several ways. From a methodological perspective, this
includes (a) context analysis for personalisation, (b)
facilitating user grouping with user profiling data in social
networks, and (c) enhancing collaborative filtering with
domain knowledge. From a technical perspective, this may
include (a) providing an advanced recommendation techni-
ques, (b) maintaining a balance between implicit and
explicit feedback, (c) supporting multi-criteria ratings and
(d) providing more flexible and effective recommendations.
We will not review and discuss research opportunities from
the technical perspective because they have been discussed
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in some literature e.g. (Balabanovic and Shoham 1997,
Adomavicius and Tuzhilin 2005, Adomavicius and Kwon
2007). In the remainder of this section, we will describe
directions and issues from methodological perspective.

6.1 Context analysis for personalisation

Current personalisation systems make recommendations based
only on user and item information and do not take contextual
information into consideration. However, in some situation,
contextual information is important (Gao et al. 2008). For
instance, a customer may have different preferences for types
of movies he wants to watch depending on whether he is
with his partner or not (Adomavicius and Tuzhilin 2001).
In order to take contextual information into consider-
ation, Chedrawy and Abidi (2006) proposed a method
which uses multiple perspectives to represent context.
Adomavicius and Tuzhilin (2001) proposed a general
method to express multidimensional space (including
contextual information) and calculate the utility function.
However there are still many issues in context-aware
personalisation. Firstly, the context attributes in their
approaches are the same for every user. Secondly, the
contextual parameters are static, and therefore do not vary
with user actions. Personalised and dynamic contexts are
important for recommendation (Gao and Zhongfu 2009).
For example, in the case of personalised content delivery on
a web site, time and place are usually important contextual
parameters to determine what content needs to be recom-
mended to users, but they are not that important for some
special users working at SOHO (small office/home office).
Pragmatics is a study considered with how context
influences the meanings of signs (Liu 2000). From a
pragmatic perspective, the meanings of signs will be
different in different contexts; and the contexts are dynamic
and depend on user purposes.
Consequently, the method of obtaining personalised and
dynamic contexts is significant in constructing more
efficient personalised recommendation systems.

6.2 Facilitating User Grouping with User Profiling Data
in Social Networks

As we mentioned before, collaborative filtering approaches
benefit from similar users preferring similar items. Thus
finding similar users to a user is most important for
collaborative filtering. It can be seen as finding a virtual
community where users have similar interests.
Correspondingly, existing communities are useful for
personalised recommendation. Recently, more and more
people take part in social networks, playing games, sharing
photos, obtaining knowledge, chatting, studying, and
shopping. There are already a number of groups in social
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networks, e.g., Fackbook (http://www.facebook.com), QQ
Group (http://group.qq.com), and Yahoo Group (http://
groups.yahoo.com).

One of the most famous search engines, “Google”
(http://www.google.com) has acquired a stake in Chinese
popular social portal Tianya.cn (http://www.tanya.cn).
Tianya offers twenty million registered users a variety of
services including user blogs, classifieds, photos hosting,
news, sports, and university information. Depending on the
social network, Google has taken an important step to
support personalised services, the next generation of
Internet search (Zhang 2007).

In this context, two important lessons should be learned
which are not stressed sufficiently in current personalisation
literature. Firstly, personalisation and social communities
are closely related. On the one hand, social networks are a
source for collecting comments and user profile information
that is needed for personalisation. On the other hand,
personalisation is needed to make the information collected
in communities useable. Secondly, personalisation is not
only about grabbing information from a customer and using
it to provide a personalised offer, but also concerns the
building of long-term relationships between users, commu-
nities, and personalised services.

Common characteristics can be extracted from groups
and communities in order to extract useful personal
information. For example, if a person is a member of the
“Disney Club Penguin” site frequently, when he/she goes to
a book shop, books for children will have a high likelihood
of being recommended (Zhang 2007). Park and Chang
(2008) proposed a method to obtain customer profile
models based on group behaviours such as clicks, basket
insertions, purchases, and interest fields.

Analysing personal information across different groups in
communities is a good idea. However, there are several issues:
(1) the personal privacy problem: while privacy is already a
problem in personalised recommendation systems, it is even
more serious across communities. Current privacy manage-
ment interfaces are woefully inadequate and their importance
is only now being recognized (Ramakrishnan et al., 2001).
How can systems or virtual communities open and use users’
personal information and historical usage data in an
appropriate way? (2) the relationship problem. What are
the relationships between communities? Is semantic web
(Bemers-Lee et al. 2001) or pragmatic web (De Moor 2005,
De Moor et al. 2002, Singh 2002) a potential method? (3)
Computational complexity problem (Das et al. 2007). The
data that comes from data of communities will be huge, how
can these distributed data sets be processed in a scaleable
method? How can we simplify the computational complexity
problem? We believe that research into these interesting
problems will help in developing the next generation
personalisation systems.
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6.3 Enhancing collaborative filtering with domain
knowledge

Although collaborative filtering methods have achieved
good results in personalised recommendation systems, they
can be augmented by knowledge-based techniques, such as
case-based reasoning and semantic analysis to improve
recommendation accuracy and to address some of the
limitations (e.g. new user, “new item” problems, “cold
start”). The problem-solving principles of case-based
reasoning make them a candidate for integration with
similarity based information filtering methods. Chedrawy
and Abidi (2006) proposed a case-based method for
information personalisation using a hybrid method of
item-based collaborative filtering and case-based reasoning.
Liang et al. (2007) proposed a spreading mechanism for
semantic expansion. The authors adopted an ontology-
based semantic-expansion approach to building user pro-
files. By extracting domain knowledge from Web pages,
this algorithm produces intermediate results that will be
finally integrated in a machine-understandable format such
as ontology.

Domain knowledge is significant for applying person-
alisation in different domains. For example, in the e-
learning domain, when a user wants to learn something,
personalised systems must know what he wants, the
distance between what he wants and his prior knowledge,
and what pedagogical relationships exist between different
knowledge components e.g., the “Computing Curricula
2001” (CC2001) project report includes recommendations
for both required core and elective components to be
included at all levels of the curriculum. After obtaining
results, systems recommend learners appropriate learning
objects. In service discovery and composition, if a system
wants to achieve personalised web service recommenda-
tions, not only does the system require information
regarding the user and the item profile, but also IOPE
(input, output, precondition, and effect) elements and
OWL-WS (web ontology language for web services) .

Although a need for knowledge acquisition is a well-
known bottleneck, knowledge in several domains is
available in some structured machine-readable forms, e.g.,
ontology. However, domain knowledge is not designed for
personalisation and information filtering. Therefore, the
problem of applying domain knowledge to support person-
alised recommendation remains a problem.

7 Conclusions
Research in personalisation has made significant prog-

ress and has contributed to many successful person-
alisation systems. Large numbers of user profiling,

content modelling, and recommendation filtering ap-
proaches are discussed. The current personalised recom-
mendation systems still require further improvements to
make personalisation approaches and techniques more
effective and applicable to a broader range of real-life
applications.

This paper presented topology and trend of person-
alisation through an analysis of a number of publications
on the subject of personalisation in several important
academic databases. It analysed a host of typical applica-
tion domains and personalised service systems, including
digital libraries, e-commerce, e-learning, news filtering,
and search engine domains and applications. Various ap-
proaches were reviewed for user profiling, content
modelling, and personalised recommendation. Several
advanced modelling methods were summarised, including
user behaviour, interest, and intention modelling. Content
analysis and classification methods were also introduced.
Four recommendation filtering approaches were discussed
including rule-based, content-based, collaborative, and
hybrid filtering. Then several machine learning techniques
such as clustering and association rule mining which
performed functions for user profiling, content modelling,
and information filtering were discussed. Finally, we
introduced possible extended methods that can provide
better recommendation capabilities from methodological
perspective.

We hope that the analysis and discussion in this paper
will provide a starting point for researchers to construct
more effective and useful personalisation and recommen-
dation systems.
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