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configurations determined by the optimal NSAs and 
ERs.
Results The statistical optimal parameters are con-
sistent for normal and abnormal eyes. They are dif-
ferent from the optimal parameters obtained with a 
set of statistical aberrations from the same 624 sets 
of aberrations, and the performance using the former 
is better than that using the latter. The performance 
using a fixed set of statistical optimal parameters is 
even close to that using the respective optimal param-
eters corresponding to each set of aberrations.
Conclusion The vSHWS configured with a fixed set 
of statistical optimal parameters can be used for high-
precision aberration measurement of both normal and 
abnormal eyes. The statistical optimal parameters 
are more suitable for vSHWS than the parameters 
obtained with a set of statistical aberrations. These 
conclusions are significant for the designs of vSHWS 
and also SHWS.

Keywords Aberration measurement · Ocular 
aberrations · Optimal parameter · Statistical analysis · 
Virtual Shack-Hartmann wavefront sensor

Introduction

The human eye is an optical system that consists 
of different components with different refractive 
indexes. Refractive index inhomogeneity leads 
to ocular aberrations, which make it difficult to 

Abstract 
Purpose Compared to Shack-Hartmann wavefront 
sensor (SHWS), the parameters of virtual SHWS 
(vSHWS) can be easily adjusted to obtain the optimal 
performance of aberration measurement. Its current 
optimal parameters are obtained with only a set of 
statistical aberrations and not statistically significant. 
Whether the above parameters are consistent with 
the statistical results of the optimal parameters corre-
sponding to each set of aberrations, and which perfor-
mance is better if not? The purpose of this study was 
to answer these questions.
Methods The optimal parameters to reconstruct 624 
sets of clinical ocular aberrations in the highest accu-
racy, including the numbers of sub-apertures (NSAs) 
and the expansion ratios (ERs) of electric field zero-
padding, were determined sequentially in this work. 
By using wavefront-reconstruction accuracy as 
an evaluation index, the statistical optimal param-
eter configuration was selected from some possible 
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observe external scenery clearly and obtain high-
resolution retinal image. Liang et al. first introduced 
adaptive optics (AO) technology, which was origi-
nally developed to correct wavefront aberrations 
induced by atmospheric turbulence, to retinal imag-
ing in 1997 [1]. A fundus camera combined with 
AO based on Shack-Hartmann wavefront sensor 
(SHWS) was first developed and in vivo human reti-
nal images with cellular resolution were obtained. 
Since then, AO has also been combined with opti-
cal coherence tomography and scanning laser oph-
thalmoscopy to significantly improve the quality of 
retinal image [2–8].

Wavefront sensing is the basis and premise of 
wavefront correction in retinal AO imaging, and 
vision correction with spectacle or laser surgery 
in ophthalmology. Wavefront sensors used in oph-
thalmology include SHWS, pyramid aberrometers, 
Scheimpflug sensors, etc. [9–12]. Among which 
SHWS is the most widely [13, 14] used wavefront 
sensor due to its simple principle, which is mainly 
consisted of a lenslet array (LA) and a two-dimen-
sional detector [14–17], but is insensitive to light 
reflected and/or scattered from a volume within sam-
ple and the surfaces of optical components. Coher-
ence-gated wavefront sensing (CGWS) [18] based on 
the principle of low-coherent interferometry [19] can 
extract the light backscattered only from a short depth 
limited by coherence gate within sample [18, 20], and 
thus it is possible to achieve depth-resolved aberration 
sensing and correction by using an AO system based 
on it. CGWS is an interference technique and phase 
unwrapping is usually required to obtain real phase. 
However, tissue inhomogeneity often results in phase 
singularities, which reduce the accuracy of phase 
unwrapping. By combining CGWS with SHWS, the 
phase unwrapping is not required and phase singular-
ity is not a problem [13, 21, 22]. CGWS can be com-
bined with both SHWS and virtual SHWS (vSHWS): 
for the former scheme, the system complexity and the 
cost, as well as the noncommon path error between 
beacon and imaging paths are increased [13, 22, 
23]; while for the latter scheme, the system is rela-
tively simple because the LA is not used, and the cen-
troid errors due to nonuniform illumination [24] and 
inaccurate focusing [25] of the LA can be avoided. 
Therefore, the combination of CGWS and vSHWS is 
promising for wavefront sensing in biomedical optical 
imaging [26–29] and ophthalmology.

vSHWS is a numerical processing method instead 
of physical components to obtain the wavefront at the 
pupil. The complex electric field obtained from inter-
ferograms is numerically divided into sub-apertures, 
which are then propagated through a virtual LA to 
form diffraction spots on its focal plane. The centroids 
of these spots are estimated, and then the same algo-
rithms as used for SHWS can be used to reconstruct 
the wavefront [22, 30]. vSHWS’ parameters, includ-
ing the shape and number of sub-aperture (NSA), the 
expansion ratio (ER) of electric field zero-padding, 
the resampling interval and algorithm of data inter-
polation for the electric field, can be flexibly adjusted 
to obtain the optimal measurement performance. The 
optimization method of these parameters was pro-
posed, and a set of optimal parameters was obtained 
with a set of statistical ocular aberrations in our pre-
vious work [30]. Although the aberrations used was 
the statistical aberrations of 200 normal eyes from a 
literature [31], it was essentially just one set of aber-
rations and the obtained optimal parameters were not 
statistically significant.

The optimal parameters for high-precision aber-
ration measurement of each subject can be obtained 
with our method proposed previously [30]. Then the 
statistical results of all the optimal parameters for 
all aberrations can be calculated, and may be differ-
ent from the optimal parameters obtained with a set 
of statistical aberrations, which are currently used for 
wavefront sensor design. In addition, the statistical 
aberrations of normal and abnormal eyes are different 
[32, 33], especially for higher-order aberrations. It is 
unclear whether the optimal parameters are also dif-
ferent for high-precision aberration measurements of 
the two types of eyes.

Current instruments used for ocular aberration 
measurement are almost based on SHWS [33–37], 
whose LAs are designed according to a set of statis-
tical aberrations and cannot be changed after assem-
bling. It has never been investigated whether the opti-
mal measurement for most or all eyes can be achieved 
by using such an instrument. vSHWS can be consid-
ered as a digitization of SHWS, and its parameters are 
easy to adjust to achieve high-precision measurement 
for every subject, thus its statistical optimal param-
eters can provide a reference for SHWS design.

In this work, a total of 624 sets of optimal param-
eters including the optimal NSAs and ERs were 
first obtained for 624 sets of clinical human ocular 
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aberrations. Their statistical results were obtained 
sequentially, and then compared for normal and 
abnormal eyes. The optimal combination of the statis-
tical optimal NSAs and ERs, i.e., the statistical opti-
mal parameters, was determined by comparing the 
performance of some possible combinations. In order 
to investigate whose performance is better for using 
the statistical optimal parameters and the optimal 
parameters obtained with the set of statistical aberra-
tions, the two configurations were used to reconstruct 
the same wavefronts and then their reconstruction 
accuracy were compared. The effect of changes in 
the sampling points of interferograms on the optimal 
NSA and ER was also investigated.

Method

The used human ocular aberrations were clinically 
collected at the West China Hospital of Sichuan Uni-
versity and the Eye Hospital of Wenzhou Medical 
University with commercial aberrometers (Topcon 
KR-1W, Tokyo, Japan) at a pupil diameter of 6 mm, 
and a total of 624 sets of aberrations were registered 
for this study. According to the sequential indices rec-
ommended by the Optical Society of America [38], 
the first eight orders of Zernike coefficients for each 
set of aberrations were calculated by using Eq. (1).

where Φ(�, �) is the aberration at polar coordinates 
(�, �) ; a

i
 and Z

i
(�, �) are the i-th terms of Zernike 

coefficient and Zernike polynomial, respectively; i = 1 
denotes piston aberration.

The first three terms—piston (the zero order), 
tip and tilt (the 1st order), were excluded because 
they do not affect seeing and imaging resolu-
tion [21]. These aberrations were divided into two 
groups according to the eye conditions: the normal 
group consisted of 320 sets of aberrations collected 
from subjects without pathological features and/or 
only with refractive error, and the abnormal group 
consisted of 304 sets of aberrations collected from 
subjects with various ocular diseases, including 
amblyopia (n = 29), maculopathy (n = 22), retinopa-
thy (n = 27), glaucoma (n = 45), diabetes retinopa-
thy (n = 82) and diseases those were not accurately 

(1)Φ(�, �) =

45
∑

i=1

a
i
Z
i
(�, �)

diagnosed (n = 99). This study was conducted in 
accordance with the Declaration of Helsinki. This 
is a register-based study and the approval of ethi-
cal committee is not needed according to Chinese 
legislation.

The following conclusions have been demon-
strated in our previous work [30] and can be directly 
adopted in this work: square shape sub-aperture is 
suitable for vSHWS because it is easy to process 
data and uses as much information of electric field 
as possible; spline is the most suitable interpolation 
algorithm, and 0.5 pixels is the suitable interpola-
tion interval by considering the trade-off between 
reconstruction accuracy and computation burden 
[30]. The main purposes of this study are to deter-
mine the statistical optimal NSAs and ERs, which 
are the two key parameters for aberration measure-
ment, and then to verify the validity of the obtained 
statistical results for most or all eyes.

The first step was to determine the statistical opti-
mal NSA. Each set of aberrations was used to gen-
erate a preset wavefront that would be reconstructed 
with vSHWS, and then the preset wavefront was used 
to generate four interferograms corresponding to the 
results of four-step phase-shifting interferometry. The 
interferograms and also the preset wavefronts were 
sampled by 1020 × 1020 points (close to the pixel 
number of most common cameras). The electric field 
at the pupil was calculated by using the four inter-
ferograms, and then vSHWS was used to reconstruct 
the preset wavefront. The source has a center wave-
length of 780 nm and a full width at half maximum 
of 15  nm (broadband source is usually required to 
reduce speckle in practice). The focal length of vir-
tual LA was set to 10 mm (the reconstruction accu-
racy is independent of this parameter). The root-
mean-square error (RMSE) between the preset and 
reconstructed wavefronts was used for performance 
evaluation. RMSE is a parameter used to characterize 
the deviation between the measured and true values, 
and is given by

where X
i
 and x

i
 are the true and measured values of 

the i-th data point, respectively; N is the total number 
of data points.

(2)RMSE =

√

√

√

√
1

N

N
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Different NSAs were used to reconstruct a preset 
wavefront, and the NSA corresponding to the mini-
mum RMSE was selected as the optimal NSA for this 
wavefront. All the optimal NSAs corresponding to 
all the sets of aberrations were obtained in this way. 
Then the frequency histogram of the optimal NSAs 
was obtained, and the NSA corresponding to the 
highest frequency was determined as the statistical 
optimal NSA.

The second step was to determine the statistical 
optimal ER. The RMSE plot varying with ER was 
obtained for each set of aberrations. The ER cor-
responding to the minimum RMSE indicating the 
highest measurement accuracy cannot be simply 
determined as the optimal ER, because computation 
burden should also be considered. Therefore, the first 
derivative of the RMSE plot was calculated to con-
sider the trade-off between the measurement accuracy 
and computation burden. When the first derivative is 
equal to or just below a threshold, the corresponding 
ER was determined as the optimal ER. Sometimes, 
the RMSE plot does not monotonically drop with 
increasing ER, and the ER obtained with the above 
method is greater than the ER corresponding to the 
minimum RMSE, in which case the latter should be 
selected as the optimal ER. All the optimal ERs cor-
responding to all the sets of aberrations were obtained 
in this way, and then their mean was calculated. The 
electric field zero-padding for a sub-aperture was not 
performed during the process of obtaining the opti-
mal NSAs, but NSA was required during the process 
of obtaining the optimal ERs. There were two options 
for NSA to obtain the optimal ERs: using the obtained 
statistical optimal NSA as a fixed parameter for all the 
sets of aberrations, or using the optimal NSA corre-
sponding to each set of aberrations, i.e., respective 
optimal NSA. Both of them were performed to find 
the better one.

All the optimal ERs corresponding to all the 
624 sets of aberrations were obtained by using the 
above method. Then their frequency histogram was 
obtained, from which the statistical properties (mode, 
mean and root mean square) could be calculated and 
used to determine the statistical optimal ER.

The last step was to determine the optimal com-
bination of the optimal NSAs and ERs. Param-
eter configurations obtained by combining differ-
ent optimal NSAs and ERs were used to reconstruct 
all the sets of preset wavefronts. The RMSEs of all 

the configurations were obtained, and their statis-
tical properties, including maximum, minimum, 
mean, standard deviation (SD), and root mean square 
(RMS), were calculated and compared to determine 
the optimal parameter configuration, i.e., the statisti-
cal optimal parameters. The optimal combination is 
the one that has the smallest statistical properties of 
the RMSEs. SD and RMS are given by Eqs. (3) and 
(4), respectively.

where x is the average of all data points.
In order to investigate whether the performance 

of vSHWS using the statistical optimal parameters 
is different from that using the optimal parameters 
obtained with a set of statistical aberrations, 20 sets 
of aberrations randomly selected from the 624 sets 
of aberrations were reconstructed with the above two 
configurations, respectively. The obtained RMSEs 
corresponding to the same wavefront were compared 
to evaluate their performance.

Results

Optimal parameters obtained with statistical 
aberrations

The current approach to design a SHWS or vSHWS 
is usually based on a set of statistical aberrations. 
A set of statistical aberrations including 42 Zernike 
coefficients (excluded the first three terms) was 
obtained by calculating the averages of the corre-
sponding coefficients of the 624 sets of aberrations. 
Different NSAs from 9 × 9 to 20 × 20 were used to 
reconstruct the preset wavefront generated by using 
the set of statistical aberrations. The RMSE plot as a 
function of NSA was obtained and shown in Fig. 1a. 
The NSA of 10 × 10 corresponding to the minimum 
RMSE was determined as the optimal NSA. By 
using the obtained optimal NSA and different ERs 
from 1.0 to 5.0 times in an interval of 0.2 times to 
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√
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reconstruct the wavefront, a RMSE plot varying with 
ER was obtained. The threshold of the first derivative 
of the RMSE plot was set to 3.5 ×  10–4 according to 
our experience to determine the optimal ER. There-
fore, the optimal ER was determined to 3.0 times, as 
shown in Fig. 1b. The performance using this set of 
parameters would be compared with that using the 
statistical optimal parameters.

Statistical optimal number of sub-apertures

Different NSAs were used to reconstruct the preset 
wavefronts, and the zero-padding was not performed. 
The NSA corresponding to the minimum RMSE was 
selected as the optimal NSA for each preset wave-
front, and then 624 optimal NSAs were obtained. 
The frequency histograms of the above optimal NSAs 
for normal and abnormal groups were obtained and 
shown in Fig. 2. For the normal group, the NSAs at 
the highest (126 times) and second highest (98 times) 
frequencies are 12 × 12 and 15 × 15, accounting for 
about 39.4% and 30.6% of the total, respectively. For 

the abnormal group, the NSAs at the top two fre-
quencies are the same as those of the normal group, 
12 × 12 (114 times) and 15 × 15 (110 times), account-
ing for about 37.5% and 36.2% of the total, respec-
tively. The optimal NSA distributions of the normal 
and abnormal groups are relatively close, which 
means that the aberrations of the two groups can be 
accurately measured by using a same NSA. For the 
total aberrations including the two groups, the relative 
frequencies at NSAs of 12 × 12 and 15 × 15 account 
for about 38.5% and 33.3% of the total, respectively, 
and are much higher than the frequencies of all other 
NSAs, indicating that the two NSAs may be the opti-
mal. However, only one NSA can be used in practice, 
especially for SHWS. Therefore, both the two NSAs 
were used in the next step to further determine the 
more suitable one.

Statistical optimal expansion ratio

The optimal ERs at both the NSAs of 12 × 12 and 
15 × 15 were obtained, and the frequency histograms 
and the statistical properties of these optimal ERs are 
shown in Fig. 3 and listed in Table 1, respectively. It 
can be seen from Fig. 3 that the optimal ERs for both 
the normal and abnormal groups are always close at 
both the NSAs. As shown in Table 1, both the mean 
and RMS of the optimal ERs are very close for the 
two groups. These results suggest that the same ER 
can be used for high-precision aberration meas-
urements for both the normal and abnormal eyes. 
In addition, the mean optimal ER (2.60) at NSA of 
12 × 12 is smaller than that (2.83) at NSA of 15 × 15, 
and the former NAS has less computation burden. 

Fig. 1  Determinations of 
the optimal a NSA and b 
ER for a set of statistical 
aberrations

Fig. 2  Frequency histograms of the optimal NSA
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The following criteria are used to determine the sta-
tistical optimal ER: The ER on the abscissa of Fig. 3 
(e.g., 2.6 and 2.8 rather than 2.5 and 2.7) adjacent to 
the mean shown in Table  1 was selected as the sta-
tistical optimal ER to facilitate data processing; It is 
preferable that the selected ER is not smaller than the 
mode of ERs; When the selected ERs were different 
for the normal, abnormal, and total groups, the largest 
one of them should be selected. Therefore, the ERs of 
2.6 and 3.0 times were finally determined as the sta-
tistical optimal for the NSAs of 12 × 12 and 15 × 15, 
respectively.

Another set of optimal ERs was also obtained by 
using the respective optimal NSAs for each set of 
aberrations. Frequency histograms and statistical 
properties were obtained, and shown in Fig.  4 and 
listed in Table  2, respectively. The distributions of 
the optimal ERs for the normal and abnormal groups 

are still similar, and the mean ERs for both the groups 
are very close. These results are consistent with those 
in Fig.  3 and Table  1, further confirming that it is 
unnecessary to adjust ER for aberration measurement 
whether the subject eye is abnormal or normal. The 
statistical optimal ER was determined to 2.8 times, 
which differs from those obtained by using the fixed 
NSAs.

Statistical optimal parameter configuration

So far, two statistical optimal NSAs and three statis-
tical optimal ERs have been obtained below: NSA 
of 12 × 12 and its corresponding ER of 2.6, NSA of 
15 × 15 and its corresponding ER of 3.0, and ER of 
2.8 obtained by using the respective optimal NSA. 
In addition to the first two fixed combinations, ER 
of 2.8 can also be combined with NSAs of 12 × 12 
and 15 × 15. The above four parameter configura-
tions, and a special configuration using the respec-
tive optimal NSA and ER, were used to reconstruct 
the 624 sets of preset wavefronts, respectively. 
Therefore, five sets of RMSEs were obtained and 
their statistical results are listed in Table  3. It can 

Fig. 3  Frequency histograms of the optimal ERs at NSAs of a 
12 × 12 and b 15 × 15

Table 1  Statistical properties of the optimal ERs at two fixed NSAs (units: times)

Mode: the value that appears most often; Mean and RMS: the average and root mean square of all the optimal ERs, respectively; 
Selected: the ER on the abscissa in Fig. 3 (e.g., 2.6 rather than 2.5 or 2.7) adjacent to the mean shown in Table 1 was selected as the 
statistical optimal ER to facilitate data processing. The same for the following tables

Group NSA of 12 × 12 NSA of 15 × 15

Mode Mean RMS Selected Mode Mean RMS Selected

Normal 2.20 2.58 2.66 2.60 2.80 2.93 2.98 3.00
Abnormal 2.20 2.62 2.71 2.60 2.80 2.73 2.77 2.80
Total 2.20 2.60 2.69 2.60 2.80 2.83 2.88 2.80

Fig. 4  Frequency histograms of the optimal ERs when using 
respective optimal NSAs
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be seen that: configuration #3 has two dominant 
properties (mean and RMS) and not worst property; 
configuration #2 has two dominant properties (max-
imum and standard deviation) and one worst prop-
erty (minimum). Considering that NSA of 12 × 12 
is the most frequency in   "Statistical optimal num-
ber of sub-apertures" Section, configuration #3 is 
thus determined as the statistical optimal parameter 
configuration.

Performance comparison

20 sets of aberrations, half from the normal and half 
from the abnormal groups, were randomly taken out 
to evaluate the performance of the two configurations: 
the statistical optimal parameters, and the optimal 
parameters obtained with the set of statistical aber-
rations. The 20 sets of preset wavefronts were recon-
structed by using the two configurations, respectively. 
As a reference, the respective optimal parameters 
of the corresponding aberrations were also used to 
reconstruct these wavefronts, although it is not avail-
able in practice due to its complexity and time-con-
suming. The RMSEs between the preset and recon-
structed wavefronts by using the three configurations 
were calculated and listed in Table 4. The configura-
tion using the statistical optimal parameters domi-
nates 10 of the total 20 sets, which is close to that (11 
dominant) of the configuration using the respective 

Table 2  Statistical properties of the optimal ERs when using 
respective optimal NSAs (units: times)

Group Mode Mean RMS Selected

Normal 2.80 2.77 2.85 2.80
Abnormal 2.60 2.72 2.80 2.80
Total 2.60 2.75 2.82 2.80

Table 3  Statistical properties of RMSEs obtained with different parameter configurations

Smaller value for each property indicates better. The same for the following tables
RO: using the respective optimal NSA and ER of each set of aberrations
Max maximum, Min minimum, SD standard deviation, RMS root mean square

Configuration Statistical properties (nm)

No NSA ER Max Min Mean SD RMS

#1 12 × 12 2.60 14.86 0.67 1.66 0.87 1.88
#2 15 × 15 3.00 7.34 0.68 1.77 0.71 1.90
#3 12 × 12 2.80 14.70 0.64 1.61 0.86 1.83
#4 15 × 15 2.80 7.36 0.66 1.82 0.73 1.96
#5 RO RO 14.07 0.58 1.65 0.82 1.85

Table 4  Comparison of reconstruction accuracy obtained with different parameter configurations for 10 normal and 10 abnormal 
subjects

Smaller value for each subject indicates better. The same for the following tables
Conf: configuration; SA: using the optimal parameters obtained with a set of statistical aberrations; SP: using the statistical optimal 
parameters; RO: using the respective optimal NSA and ER of each set of aberrations

Group Conf RMSE (nm)

#1 #2 #3 #4 #5 #6 #7 #8 #9 #10

Normal SA 2.10 4.25 3.49 1.78 1.80 3.76 0.98 3.73 2.27 1.58
SP 1.42 1.75 2.61 0.93 1.37 2.04 1.33 2.01 0.86 1.54
RO 1.75 1.53 2.36 0.93 1.71 2.11 1.15 1.94 1.72 1.30

Abnormal SA 5.51 3.45 2.60 2.26 2.33 22.35 3.65 2.39 5.65 3.43
SP 2.08 1.01 1.34 1.76 1.00 4.31 1.80 0.94 1.30 1.53
RO 2.08 0.71 1.47 1.22 1.63 2.84 1.47 1.02 1.34 1.34
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optimal parameters, while the configuration using 
the statistical aberrations dominates only 1 of the 
total. As examples, Fig.  5 shows the Zernike coef-
ficient errors of two subjects obtained with the three 
configurations. It can be seen that: the coefficient 
errors obtained with the configuration using the sta-
tistical aberrations are significantly larger than those 
obtained with the other two configurations; the coef-
ficient errors obtained with the configurations using 
the statistical optimal parameters and the respective 
optimal parameters are close. These results are con-
sistent with those in Table  4, and illustrate that the 
statistical optimal parameters are more suitable for 
vSHWS than the optimal parameters obtained with 
the statistical aberrations, and the performance using 
the former is even close to that using the respective 
optimal parameters.

Applicability under different sampling points

The most frequent NSA and the ER obtained from the 
mean of the respective optimal ERs, were determined 
as the optimal parameter combination. However, they 
were obtained only at sampling points of 1020 × 1020, 
and need to be verified whether they are still appli-
cable for other sampling points. Similarly, the 624 
sets of aberrations were used to generate preset 

wavefronts, but the sampling points of the wavefronts 
were set to 300 × 300, 600 × 600, 900 × 900, and 
1200 × 1200 sequentially. The frequency histograms 
of the optimal parameters corresponding to the above 
sampling points are shown in Fig. 6, and then the sta-
tistical optimal NSAs and ERs were obtained with 
the same methods as in  "Statistical optimal number 
of sub-apertures" and "Statistical optimal expansion 
ratio" Sections. Since the frequency distributions of 
the optimal parameters for the normal and abnormal 
groups were relatively close, the two were not sepa-
rately calculated in this investigation.

For each set of sampling points, five parameter 
configurations were used to reconstruct all the pre-
set wavefronts, and the statistical properties of their 
RMSEs were calculated and then compared to deter-
mine the optimal parameter combination. The sta-
tistical aberrations were also used to obtain a set of 
optimal parameters as a reference. Table 5 shows the 
statistical properties of the RMSEs obtained with the 
three parameter configurations, i.e., the statistical 
aberrations, the statistical optimal parameters, and the 
respective optimal parameters, at the four sampling 
points, respectively.

It can be seen from Fig.  6 that 12 × 12 and 
15 × 15 are always the two dominant NSAs, and 
12 × 12 is always the most frequent NSA for the 

Fig. 5  Comparison of coef-
ficient errors obtained with 
three configurations for 
subject #2 in a normal and 
b abnormal groups
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four sampling points. We can see in Table  5 that 
the optimal NSA does not change with the sam-
pling points, indicating that the statistical optimal 
NSA is suitable for different sampling points. The 
ERs in both the configurations using the statistical 
aberrations and the statistical optimal parameters 
decrease with the increasing of sampling points, the 

ER (2.8) for sampling points of 1020 × 1020 is the 
same as that (2.8) for sampling points of 900 × 900, 
and is greater than that (2.6) for sampling points of 
1200 × 1200. Therefore, there is not an optimal ER 
suitable for all the sampling points, but it can be 
selected according to the data in Table 5.

Fig. 6  Frequency histograms of the optimal parameters at sampling points of a 300 × 300, b 600 × 600, c 900 × 900, and d 
1200 × 1200 for same interferograms
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Discussion

The data interpolation of sub-aperture electric field 
can improve the spatial frequency of the diffraction 
plane, and thus improve the accuracy of centroid esti-
mation and facilitate accurate wavefront reconstruc-
tion. However, data interpolation is a time-consuming 
process and is not conducive to real-time aberration 
measurement. Because the parameters of data inter-
polation are relatively fixed and have been determined 
in our previous work [30], they were not discussed in 
this work. It should be determined by considering the 
requirements of measurement accuracy and compu-
tation burden whether data interpolation is required. 
The 20 sets of preset wavefronts used in   "Perfor-
mance comparison" Section were used to evaluate 
the impact of data interpolation on the performance 
of vSHWS. By using the parameters mentioned in 
the first paragraph in   "Method" Section, the used 
interpolation algorithm is spline and the interpola-
tion interval is 0.5 pixels. The changes in the accu-
racy and the average runtimes before and after data 
interpolation were obtained and listed in Table  6. It 

can be found that after data interpolation, all RMSEs 
are significantly reduced, but the average runtimes are 
increased about 4 times. Using two subjects as exam-
ples, the comparisons of the Zernike coefficient errors 
obtained before and after data interpolation are shown 
in Fig. 7, and we can see that the coefficient errors of 
almost every Zernike mode are obviously reduced by 
data interpolation.

It can be seen from Tables 1 and 2 and Fig. 6 that 
the larger the NSA, the larger the mean of the opti-
mal ERs, regardless of the normal or abnormal group. 
The reason for this is that the reconstruction accu-
racy is related to the size of sub-aperture, i.e., the 
sampling points of the sub-aperture. The numerical 
propagation of a sub-aperture electric field to form a 
diffraction pattern requires a two-dimensional Fourier 
transform, and the spatial frequency of the formed 
diffraction pattern is positively related to the size of 
sub-aperture. High spatial frequency of the diffraction 
pattern results in high centroid-estimation accuracy 
and thereby high wavefront-reconstruction accuracy. 
However, the sampling points for the entire electric 
field is fixed, the NSA is negatively related to the size 

Table 5  Statistical 
properties of RMSEs 
obtained under different 
sampling points

SamP: sampling points

SamP Conf NSA ER Statistical properties (nm)

Max Min Mean SD RMS

300 × 300 SA 10 × 10 4.20 372.96 2.52 13.32 21.24 25.06
SP 12 × 12 3.60 171.85 2.07 5.24 8.80 10.24
RO  −  − 125.34 1.89 5.57 5.86 8.08

600 × 600 SA 10 × 10 3.40 23.71 1.06 5.64 2.94 6.36
SP 12 × 12 3.40 14.69 0.91 2.37 0.98 2.57
RO  −  − 14.00 1.19 2.55 1.05 2.76

900 × 900 SA 10 × 10 3.20 22.60 0.72 3.95 2.36 4.60
SP 12 × 12 2.80 14.75 0.72 1.79 0.89 2.00
RO  −  − 13.97 0.66 1.83 0.87 2.02

1200 × 1200 SA 10 × 10 3.00 23.29 0.48 3.14 2.16 3.81
SP 12 × 12 2.60 14.37 0.46 1.43 0.83 1.66
RO  −  − 13.65 0.62 1.49 0.78 1.68

Table 6  Impact of 
data interpolation on 
performance of vSHWS

Interp: interpolated; AR 
average runtime

Group Interp RMSE (nm) AR (s)

#1 #2 #3 #4 #5 #6 #7 #8 #9 #10

Normal No 1.42 1.75 2.61 0.93 1.37 2.04 1.33 2.01 0.86 1.54 0.32
Yes 0.86 0.86 1.40 0.49 0.75 1.16 0.69 1.70 0.45 0.77 1.44

Abnormal No 2.08 1.01 1.34 1.76 1.00 4.31 1.80 0.94 1.30 1.53 0.29
Yes 1.19 0.53 0.69 1.02 0.61 4.06 0.92 0.52 0.67 0.78 1.40
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of sub-aperture. Therefore, a large ER is required for 
a larger NSA to improve the spatial frequency of dif-
fractive pattern.

It can be found in Table  3 that configuration #5 
using the respective optimal parameters correspond-
ing to each set of aberrations, has only one dominant 
statistical property, which is mainly caused by the 
selection strategy of ER. The ERs used in configu-
ration #5 were just meet the selection criteria, while 
the ERs used in configurations #1–4 were selected 
according to the mean of the optimal ERs. We can 
see from Figs.  3 and 4 that the selected ERs were 
greater than most of the optimal ERs obtained under 
the same conditions. In addition, it is a truth that 
increasing ER can improve the reconstruction accu-
racy for most aberrations, as shown in Fig. 1b. There-
fore, some statistical properties obtained by using the 
respective optimal parameters were worse than those 
obtained by using the statistical optimal parameters.

When the sampling points of the interferograms 
were not divisible by some NSAs, such as 13 × 13 
and 19 × 19, the matrix of the electric field must be 
cropped. This operation causes a small amount of 
data loss, which affects the reconstruction accuracy. 
It may be the reason that 12 × 12 and 15 × 15 were 

always the dominant NSAs, while the NSAs (13 × 13 
and 14 × 14) between them were less frequent, as 
shown in Figs. 2 and 6. Considering that the amount 
of data loss is small enough and the interferogram 
cropping is unavoidable in practice, the conclusions 
of this study are still valid.

Conclusion

The statistical optimal parameters were obtained by 
using 624 sets of clinical human ocular aberrations, 
and the statistical optimal NSA and ER are 12 × 12 
and 2.8 times at sampling points of 1020 × 1020, 
respectively. They are consistent for the aberration 
measurements of normal and abnormal eyes, illustrat-
ing that a fixed set of statistical optimal parameters 
can be used for high-precision aberration measure-
ment for both normal and abnormal eyes. The statisti-
cal optimal parameters are different from the optimal 
parameters obtained with the set of statistical aberra-
tions obtained from the 624 sets of aberrations, and 
the reconstruction accuracy obtained with the former 
is higher than that with the latter. The performance 
using the statistical optimal parameters is even close 

Fig. 7  Comparison of 
coefficient errors obtained 
before and after data inter-
polation
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to that using the respective optimal parameters cor-
responding to each set of aberrations, illustrating that 
high-precision aberration measurement for most or all 
eyes can be achieved by using a fixed set of statisti-
cal optimal parameters. The statistical optimal param-
eters at other four sampling points were also deter-
mined, and the results show that the optimal NSA 
does not change, while the optimal ER decreases with 
the increasing of sampling points. vSHWS utilizes 
the principle of SHWS and is a digitization of SHWS, 
and thus the findings in this work are not only sig-
nificant for vSHWS’ design and applications, but also 
provide reference for SHWS design.
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