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Abstract It is a big challenge to clearly identify the boundary between positive and

negative streams for information filtering systems. Several attempts have used negative

feedback to solve this challenge; however, there are two issues for using negative relevance

feedback to improve the effectiveness of information filtering. The first one is how to select

constructive negative samples in order to reduce the space of negative documents. The

second issue is how to decide noisy extracted features that should be updated based on the

selected negative samples. This paper proposes a pattern mining based approach to select

some offenders from the negative documents, where an offender can be used to reduce the

side effects of noisy features. It also classifies extracted features (i.e., terms) into three

categories: positive specific terms, general terms, and negative specific terms. In this way,

multiple revising strategies can be used to update extracted features. An iterative learning

algorithm is also proposed to implement this approach on the RCV1 data collection, and

substantial experiments show that the proposed approach achieves encouraging perfor-

mance and the performance is also consistent for adaptive filtering as well.

Keywords Pattern mining � Relevance feedback � Information filtering

1 Introduction

Traditional information filtering (IF) models were developed based on a term-based user

profile approach (see [15, 20, 23]). The advantage of term-based profiles is efficient

computational performance as well as mature theories for term weighting, which have

Y. Li (&) � A. Algarni � Y. Xu
Discipline of Computer Science, Queensland University of Technology, Brisbane,
QLD 4001, Australia
e-mail: y2.li@qut.edu.au

A. Algarni
e-mail: a1.algarni@qut.edu.au

Y. Xu
e-mail: yue.xu@qut.edu.au

123

Inf Retrieval (2011) 14:237–256
DOI 10.1007/s10791-010-9154-4



emerged over the last couple of decades from the information retrieval (IR) and machine

learning communities. However, term-based profiles suffer from the problems of polysemy

and synonymy. As IF systems are sensitive to data sets, it is still a challenging issue to

significantly improve the effectiveness of IF systems.

Over the years, people have often held the hypothesis that phrases would perform better

than words, as phrases are more discriminative and arguably carry more ‘‘semantics’’. This

hypothesis has not fared too well in the history of IR [11, 27, 28] in the beginning.

Recently, language modeling approaches went beyond the term based model that underlies

BM25 by considering term dependencies in phrases (N-grams) for information retrieval

[18, 35]. Although phrases are less ambiguous and more discriminative than individual

terms, the likely reasons for the discouraging performance include: (1) phrases have

inferior statistical properties to words since they have low frequency of occurrence, (2) the

theory of computing probabilities based on term dependencies is not practical, (3) some

language model-based feedback methods cannot naturally handle negative feedback, and

(4) there are large numbers of redundant and noisy phrases among them.

To overcome the limitations of term-based approaches, pattern mining based techniques

have been used for information filtering since data mining has developed some techniques

(e.g., maximal patterns, closed patterns and master patterns) for removing redundant and

noisy patterns. One special filtering task was to extract usage patterns from Web logs [4,

47]. Other promising techniques were pattern taxonomy models (PTM) [32, 37] that dis-

covered closed sequential patterns in text documents, where a pattern was a set of terms

that frequently appeared in paragraphs.

Pattern based approaches have shown encouraging improvements on effectiveness [36].

However, two challenging issues have arisen when pattern mining techniques were

introduced for IF systems. The first one is how to deal with low frequency patterns because

the measures used for data mining (e.g., ‘‘support’’ and ‘‘confidence’’) to learn the patterns

turn out be not suitable in the filtering stage [15]. The second issue is how to effectively use

negative feedback to revise extracted features (including patterns and terms) for infor-

mation filtering.

Many people believe that there are plenty negative information available and negative

documents are very useful because they can help users to search for accurate information

[35]. However, whether negative feedback can indeed largely improve filtering accuracy is

still an open question. The existing methods of using both positive and negative feedback

for IF can be grouped into two approaches. The first approach is to revise terms that appear

in both positive samples and negative samples (e.g., Rocchio based models and SVM [23]

based filtering models). This heuristics is obvious when people assume that terms are

isolated atoms. The second approach is based on how often terms appear or do not appear

in positive samples and negative samples (e.g., probabilistic models [2], and BM25 [23]).

However, usually people view terms in multiple perspectives when they attempt to find

what they want. They normally use two dimensions (‘‘specificity’’ and ‘‘exhaustivity’’) for

deciding the relevance of documents, paragraphes or terms. For example, ‘‘JDK’’ is a

specific term for ‘‘Java Language’’, and ‘‘LIB’’ is more general than ‘‘JDK’’ because it is

also frequently used for C and C?? as well.

Based on this observation, this paper proposes a pattern mining based approach for

using both positive and negative feedback. It firstly extracts an initial list of terms from

positive documents and selects some constructive negative documents (or called offend-

ers). It then extracts terms from negative patterns in selected negative documents. It also

classifies all terms into three categories: the positive specific terms, general terms, and

negative specific terms. In this way, multiple revising strategies are used for terms in
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different categories. In the implementation, it recommends to increment positive specific

terms’ weights only and declines negative specific terms’ weights based on their occur-

rences in discovered negative patterns. Substantial experiments show that the proposed

approach achieves exciting performance.

The remainder of this paper is organized as follows. Section 2 introduces a detailed

overview of the related works. Section 3 reviews the concepts of pattern taxonomy mining.

Section 4 introduces the equations for evaluating term weights based on discovered pat-

terns. Section 5 describes the proposed method of using negative feedback. The empirical

results and discussion are reported in Sect. 6, and the last section describes concluding

remarks.

2 Related work

Different from IR systems, IF systems were commonly personalized to support long-term

information needs of users [3]. The main distinct difference between IR and IF was that IR

systems used ‘‘queries’’ but IF systems used ‘‘user profiles’’. The tasks of the filtering

included adaptive filtering, and batch or routing filtering. In this paper, the focus is on the

breakthrough for batch or routing filtering. Adaptive filtering involves feedback to

dynamically adapt IF systems [9, 17, 33, 42, 44]. The popular way is to update training sets

in a batch classifier fashion. In this paper, we also evaluate the performance of the pro-

posed approach for adaptive filtering.

Normally, IF systems tended to learn a map rank : D! R such that rank(d) corre-

sponded to the relevance of a document d, where D denoted a set of documents, R was the

set of real numbers. In [20], rank was divided into two functions, such that rank ¼ f1 � f2,

where f1 (f1 : D! fC1; . . .;CmgÞ and f2 (f2 : fC1; . . .;Cmg ! RÞ were maps, respectively;

and C1;C2; . . .;Cm were clusters. This method used a set of clusters based on a kind of

classification method, e.g., the neural network [19]. The aim of the filtering track in TREC

[23] was to measure the ability of IF systems to build profiles using sets of training

documents to separate relevant and non-relevant documents. The basic term-based IF

models used in TREC 2002 were SVM, Rocchio’s algorithm, probabilistic models, and

BM25.

Feedback techniques are frequently used in IR community to improve the accuracy of

filtering. Normally, there are different strategies for considering users feedback informa-

tion for information retrieval. They are relevance feedback, pesudo-relevance feedback,

implicit feedback and negative feedback [6, 29, 34, 38]. One of the common objectives of

these strategies is to design IR models in order to obtain more accurate term weights based

on user feedback for a given query.

Term-based models are most widely used approaches. A term-based model is based on

the bag of words or N-grams, which uses terms as elements and evaluates term weights

based on terms’ appearances or frequencies in feedback. For example, Rocchio-style

classifiers [12], ranking SVM [22]; and BM25 for structured documents [25] are popular IF

systems. They can also naturally handle both positive and negative feedback information.

However, the research on term-based models has arguably hit somewhat of a wall in terms

of effectiveness improvement possibly due to the ambiguity problem mentioned earlier. In

addition, modeling the real dependencies between terms is very difficult.

Language models have been developed for considering term dependencies. In a lan-

guage model, the key elements are the probabilities of word sequences which include both

terms and phrases (or sentences) [31]. They are often approximated by N-gram models,
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such as Unigram, Bigram or Trigram, for considering term dependencies easily. Language

modeling approaches include model-based methods, and relevance models [18]. The for-

mer finds models that can best describe the features in positive documents while consid-

ering a background model [45]. The later tries to model the notation of relevance in a more

generalized level [10]. Language modeling approaches have been well developed for

information retrieval, especially for query expansion techniques [18, 39, 35]. They are also

quite effective for exploiting positive feedback information. However, they cannot natu-

rally handle negative feedback.

Pattern mining has been extensively studied in data mining communities for many

years. A variety of efficient algorithms such as Apriori-like algorithms [1], PrefixSpan

[21], and FP-tree [5] have been proposed. These research works have mainly focused on

developing efficient mining algorithms for discovering patterns in databases. Usually, the

existing data mining techniques return numerous discovered patterns (e.g., sets of terms)

from a training set, but large numbers of them are redundant patterns [40]. Nevertheless,

the challenging issue is how to effectively deal with the large amount of discovered

patterns and terms with a lot of noises.

Closed patterns have turned out to be a promising alternative to phrases [7, 32] because

patterns enjoy good statistical properties like terms. To effectively use closed patterns for

information filtering, closed sequential patterns have been used in pattern taxonomy

models (PTM) [32, 36, 37], which deployed closed sequential patterns into a vector that

included a set of terms and a term-weight distribution. The pattern deploying method has

shown encouraging improvements on effectiveness in comparing with traditional proba-

bilistic models, Rocchio based method and N-gram. The similar research also appeared in

[41] for developing a new methodology of post-processing of pattern mining, pattern

summarization, which grouped patterns into some clusters and then composed patterns in

the same cluster into a master pattern that consists of a set of terms and a term-weight

distribution.

These approaches introduced data mining techniques to information filtering; however,

too many noisy patterns adversely affect PTM systems [15]. The major research issue is

how to use both positive and negative feedback to significantly reduce the effects of noisy

patterns. Traditional data mining techniques can only achieve a little progress for the

effectiveness because they can only discuss this problem at the pattern level. This paper

starts to consider human being’s perspective about relevance and uses a two-dimension

concept to classify terms into three groups: positive specific terms, general terms and

negative specific terms. In this perspective, term weights can be evaluated accurately based

on their appearances in both positive patterns and negative patterns.

Our conference paper [13] is the first study on the problem of mining negative relevance

feedback for information filtering. In this paper, we extend previous study by adding more

examples, discussing more related research works, and extending the experiments for

discussing the proposed iterative learning algorithm and statistic analysis. We also con-

ducted some new experiments for using the proposed approach on adaptive filtering.

3 Pattern taxonomy mining

In this paper, we assume that all documents are split in paragraphs. So a given document

d yields a set of paragraphs PS(d). Let D be a training set of documents, which consists

of a set of positive documents, D?; and a set of negative documents, D-.
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Let T ¼ ft1; t2; . . .; tmg be a set of terms (or keywords) which are extracted from the set of

positive documents, D?.

3.1 Frequent and closed patterns

Given a termset X, a set of terms, in document d, pXq is used to denote the covering set of

X for d, which includes all paragraphs dp [ PS(d) such that X � dp, i.e.,

pXq ¼ fdpjdp 2 PSðdÞ;X � dpg. Its absolute support is the number of occurrences of X in

PS(d), that is supaðXÞ ¼ jpXqj. Its relative support is the fraction of the paragraphs that

contain the pattern, that is, suprðXÞ ¼ jpXqj
jPSðdÞj. A termset X is called frequent pattern if its

supa (or supr) �min sup, a minimum support.

Table 1 lists a set of paragraphs for a given document d, where PSðdÞ ¼ fdp1; . . .; dp6g,
and duplicate terms are removed. Let min_sup = 3 giving rise to ten frequent patterns

which are illustrated in Table 2. Normally not all frequent patterns are useful [32, 40]. For

example, pattern ft3; t4g always occurs with term t6 in paragraphs (see Table 1); therefore,

we want to keep the larger pattern only.

Given a termset X, its covering set pXq is a subset of paragraphs. Similarly, given a set

of paragraphs Y � PSðdÞ, we can define its termset, which satisfies

termsetðYÞ ¼ ftj8dp 2 Y ) t 2 dpg:

The closure of X is defined as follows:

ClsðXÞ ¼ termsetðpXqÞ:

A pattern X (also a termset) is called closed if and only if X = Cls(X).

Table 1 A set of paragraphs
Parapgraph Terms

dp1 t1 t2

dp2 t3 t4 t6

dp3 t3 t4 t5 t6

dp4 t3 t4 t5 t6

dp5 t1 t2 t6 t7

dp6 t1 t2 t6 t7

Table 2 Frequent patterns and
covering sets

Frequent pattern Covering set

ft3; t4; t6g fdp2; dp3; dp4g
ft3; t4g fdp2; dp3; dp4g
ft3; t6g fdp2; dp3; dp4g
ft4; t6g fdp2; dp3; dp4g
{t3} fdp2; dp3; dp4g
{t4} fdp2; dp3; dp4g
ft1; t2g fdp1; dp5; dp6g
{t1} fdp1; dp5; dp6g
{t2} fdp1; dp5; dp6g
ft6g fdp2; dp3; dp4; dp5; dp6g
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Let X be a closed pattern. We have

supaðX1Þ\supaðXÞ ð1Þ

for all pattern X1 � X.

3.2 Pattern taxonomy

Patterns can be structured into a taxonomy by using the is-a (or subset) relation and closed

patterns. For example, Table 2 contains ten frequent patterns; however, it includes only

three closed patterns: ht3; t4; t6i, ht1; t2i, and ht6i. Simply, a pattern taxonomy is described

as a set of pattern-absolute support pairs, for example PT ¼ fht3; t4; t6i3; ht1; t2i3; ht6i5g,
where non-closed patterns are pruned. After pruning, some direct ‘‘is-a’’ retaliations may

be changed, for example, pattern {t6} would become a direct sub-pattern of ft3; t4; t6g after

pruning non-closed patterns ht3; t6i and ht4; t6i.
Smaller patterns in the taxonomy, for example pattern {t6}, are usually more general

because they could be used frequently in both positive and negative documents; and larger

patterns, for example pattern ft3; t4; t6g, in the taxonomy are usually more specific since

they may only used in positive documents.

3.3 Closed sequential patterns

A sequential pattern s ¼ ht1; . . .; tri (ti [ T) is an ordered list of terms. A sequence s1 ¼
hx1; . . .; xii is a sub-sequence of another sequence s2 ¼ hy1; . . .; yji, denoted by s1Ys2, iff

9j1; . . .; ji such that 1� j1\j2. . .\ji� j and x1 ¼ yj1 ; x2 ¼ yj2 ; . . .; xi ¼ yji . Given s1Ys2,

we usually say s1 is a sub-pattern of s2, and s2 is a super-pattern of s1. In the following, we

simply say patterns for sequential patterns.

Given a pattern (an ordered termset) X in document d, pXq is still used to denote the

covering set of X, which includes all paragraphs ps [ PS(d) such that XYps, i.e.,

pXq ¼ fpsjps 2 PSðdÞ;XYpsg. Its absolute support and relative support are defined as the

same as for the normal patterns.

A sequential pattern X is called frequent pattern if its relative support �min sup, a

minimum support. The property of closed patterns (see Eq. 1) can be used to define closed

sequential patterns. A frequent sequential pattern X is called closed if not A any super-

pattern X1 of X such that supaðX1Þ ¼ supaðXÞ.

4 Deploying patterns on terms

The evaluation of term supports (weights) in this paper is different from the term-based

approaches. For a term based approach, the evaluation of a given term’s weight is based on

its appearance in documents. For pattern mining, terms are weighted according to their

appearance in discovered patterns.

To improve the efficiency of the pattern taxonomy mining, SPMining(D?, min_sup)

algorithm [32], was proposed (also used in [15, 37]) to find closed sequential patterns for

all document d [ D?, which used the well-known Apriori property in order to reduce the

searching space. For all positive document d [ D?, the SPMining algorithm discovered all

closed sequential patterns based on a given min_sup.
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Let SP1, SP2,..., SPjDþj be the sets of discovered closed sequential patterns for all

document di 2 Dþði ¼ 1; � � � ; jDþjÞ. For a given term t, its support in these discovered

patterns can be described as follows:

supportðt;DþÞ ¼
XjDþj

i¼1

jfpjp 2 SPi; t 2 pgjP
p2SPi

jpj

Table 3 illustrates a real example of pattern taxonomy for a set of positive documents

Dþ ¼ fd1; d2; � � � ; d5g. For example, term global appears in three documents (d2, d3 and

d5). Therefore, its support can be calculated based on patterns in the three documents’s

pattern taxonomies:

supportðglobal;DþÞ ¼ 2

4
þ 1

3
þ 1

3
¼ 7

6
:

After the supports of terms have been computed from the training set, the following

rank will be assigned to an incoming document d that can be used to decide its relevance:

rankðdÞ ¼
X

t2T

weightðtÞsðt; dÞ

where weight(t) = support(t, D?); and s(t,d) = 1 if t [ d; otherwise s(t,d) = 0.

5 Mining negative feedback

In general, the concept of relevance is subjective; and normally people can describe the

relevance of a topic (or document) in two dimensions: the specificity and exhaustivity,

where ‘‘specificity’’ describes the extent to which the topic focuses on what users want, and

‘‘exhaustivity’’ describes the extent to which the topic discusses what users want. It is easy

for human being to do so. However, it is very difficult to use the two dimensions for IF

systems. In this section, we first discuss how to use the two dimensions for understanding

the different roles of the selected terms. We also presents an algorithm for both negative

document selection and term weight revision.

Table 3 Example of sets of
discovered closed sequential
patterns in pattern taxonomies,
where the minimum absolute
support is 2

Doc. Pattern taxonomies Sets of discovered closed
sequential patterns (SP)

d1 PT(1,1) {hcarbon i ,hcarbon, emissi}
PT(1,2) {hair, polluti}

d2 PT(2,1) fhgreenhous; globalig
PT(2,2) fhemiss; globalig

d3 PT(3,1) {hgreenhous i}
PT(3,2) fhglobal; emissig

d4 PT(4,1) {hcarbon i}
PT(4,2) {hair i, hair; antarctig

d5 PT(5,1) fhemiss; global; pollutig
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5.1 Specific and general terms

Formally, let DP? be the union of all discovered positive patterns of pattern taxonomies of

D?, and DP- be the union of all discovered negative patterns of pattern taxonomies of D-,

where a closed sequential pattern of D- is called negative pattern. Given a term t [ T, its

exhaustivity is the number of discovered patterns in both DP? and DP- that contain t, and

its specificity is the number of discovered patterns in DP? but not in DP- that contain

t. Based on this understanding, in this paper we classify terms into three groups. We call a

term a general term if it appears in both positive patterns and negative patterns. We also

call terms positive (or negative) specific terms if they appear only in patterns discovered in

positive (or negative) documents only.

Based on the above discussion, we have the following definitions for the set of general

terms GT, the set of positive specific terms T?, and the set of negative specific terms T-:

GT ¼ ftjð9p1 2 DPþÞ ^ ð9ðp2 2 DP�Þ ) t 2 ðp1 \ p2Þg;
Tþ ¼ ftjt 62 GT; 9ðp 2 DPþÞ ) t 2 pg; and

T� ¼ ftjt 62 GT; 9ðp 2 DP�Þ ) t 2 pg:

It is easy to verify that GT \ Tþ \ T� ¼ ;. Therefore, ðGT ; Tþ; T�Þ is a partition of all

terms in patterns.

To describe user profiles for a given topic, normally we believe that specific terms are

very useful for the topic in order to distinguish to other topics. However, some experi-

mental results show that using only specific terms are not good enough to improve the

performance of information filtering because user information needs cannot simply be

covered by documents that only contain the specific terms. Therefore, the best way is to use

the specific terms mixed with some of the general terms.

5.2 Strategies of revision

After we can classify terms into three categories, we firstly show the basic process of

revising discovered features in the training set. This process can help readers to understand

the proposed strategies for revising discovered features in different categories.

The process first extracts initial features in the positive documents in the training set,

which include terms and patterns. It then selects some negative samples (or called

offenders) in the set of negative documents in the training set. It also extracts negative

features, including both terms and negative patterns, from the selected negative documents

using the same pattern mining technique as used for the feature extraction in positive

documents. In addition, it revises the initial features and obtains revised features. The

process can be repeated for several times as follows: selecting negative documents,

extracting negative features and revising revised features.

Algorithm NFMining(D) describes the details of the strategies of the revision, where we

assume that the number of negative documents is greater than the number of positive

documents. For a given training set D ¼ fDþ;D�g, we assume that the initial features,

hT ;DPþ;DP�i, have been extracted from positive documents D? before we start the

algorithm, where we let DP- = [. We also let the experimental parameter a = - 1 that

will be used for calculating weights of terms in negative patterns.

Step 1 initializes the set of general terms GT, the set of positive specific terms T? and

the set of negative specific terms T-, where loop is used to control the times of the revision.

Step 2 and 3 calculate terms’ weights for all term in T.
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Step 4 and 5 rank documents in the set of negative documents, where if t is a negative

specific term, its weight is the revised weight that calculates in step 10 and 11. The weight

function can be described as follows:

weightðtÞ ¼
its revising weight; if t 2 T�

supportðt;DþÞ; otherwise

�

Step 6 and 7 sort the negative documents based on documents’ rank values, and

select offenders, some negative documents. If a document’s rank less than or equals to 0

that means this document is clearly negative to the system. A document has hight rank

that means the document is an offender because it forces the system make mistake. The

offenders are normally defined as the top-K negative documents in sorted D- [14]. In

this paper, we let K ¼ djD
þj

3
e. In the first revision (loop = 0), we ignore the top-j neg-

ative documents for offender selection since the initial features only coming from

positive documents and we believe that positive features are more important than

negative features in the beginning, where j ¼ bjD
�j
jDþjc, the largest integer that less than or

equals to
jD�j
jDþj.

Step 8 and 9 extract negative features (DP-, T0) from selected negative documents D3
-,

where it calls algorithm SPMining ðD�3 ;min supÞ to discover negative patterns DP- and

T0 that includes all terms in patterns in DP-.

Step 10 to 12 revise negative specific terms’ weights. These steps will go through a loop

for three times and the iteration is controlled by step 13. In each loop, when a specific

negative term is extracted in the first time, the algorithm simply negatives its support

obtained from the selected negative documents; otherwise, the algorithm cumulates its

weight as follows:

weightðtÞ ¼ a	 supportðt;D�3 Þ þ weightðtÞ:

After three loops, the algorithm participates T into general terms GT and positive

specific terms T? in step 14 and 15. It also revises positive specific terms’ weights using

the following equation in step 16 and 17:

weightðtÞ ¼ weightðtÞ 
 ð1þ jfdjd 2 Dþ; t 2 dgj
jDþj Þ

At last, it updates T to include negative specific terms in step 18.

NFMining calls three times SPMining and the total negative documents used in the three

times is O(|D?|); therefore, it takes the same computation time for mining patterns in

selected negative documents as the SPMining does for mining patterns in positive docu-

ments. NFMining also takes times for sorting D-, assigning weights to terms and parti-

tioning terms into groups. The time complexity for these operations is

OðjD�jðlogðjD
�jÞ þ jTjÞ þ jT j2Þ.

This algorithm consists of three loops for mining negative specific terms and the

corresponding weights. For each loop, after finishing the loop, it is obvious that the

number of negative specific terms, |T-|, is not less than the number of negative specific

terms before the loop, because of the operation, T� ¼ T� [ ðT0 � TÞ, in Step 12. We

expect the three loops can produce enough negative specific terms in order to reduce

the side effects of general terms. We will discuss more details for this question in

Sect. 6.4.
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6 Evaluation

In this section, we first discuss the data collection used for our experiments. We also

describe the baseline models and their implementation. In addition, we present the

experimental results and the discussion.

NFMiningðDÞ

Input: A training set, fDþ;D�g, parameter a = - 1;

extracted features \T ;DPþ;DP�[ , DP- = [;

support function and minimum support min_sup.

Output: Updated term set T and function weight.

Method:

1: GT ¼ ;;Tþ ¼ ;; T� ¼ ;, loop = 0;

2: foreach t [ T do

3: weight(t) = support(t, D?);

4: foreach d [ D-do

5: rankðdÞ ¼ Rt2d\ðT[T�ÞweightðtÞ;
6: let D� ¼ fd0; d1; :::; djD�j�1g in descendent ranking order,

let j ¼ bjD
�j
jDþjc if loop = 0, otherwise j = 0;

7: D�3 ¼ fdijdi 2 D�; j� i\djD
þj

3
e þ jg;

8: DP� ¼ SPMining ðD�3 ;min supÞ; //find negative patterns

9: T0 = {t [ p | p [ DP-}; // all terms in negative patterns

10: foreach t [ (T0 - T) do

11: if (loop = 0) then weight(t) = a 9 support(t, D3
-)

else weight(t) = a 9 support(t,D3
-) ? weight(t);

12: T� ¼ T� [ ðT0 � TÞ, loop ? ? ;

13: if loop \ 3 then goto step 4;

14: foreach t [ T do //term partition

15: if (t [ T-) then GT = GT [ {t}

else Tþ ¼ Tþ [ ftg;
16: foreach t [ T? do

17: weightðtÞ ¼ weightðtÞ 
 ð1þ jfdjd2Dþ;t2dgj
jDþj Þ;

18: T = T [ T-;

6.1 Data

Reuters Corpus Volume 1 (RCV1) was used to test the effectiveness of the proposed

model. RCV1 corpus consists of all and only English language stories produced by

Reuter’s journalists between August 20, 1996, and August 19, 1997 with total 806,791

documents. The document collection is divided into training sets and testing sets.

TREC (2002) has developed and provided 100 topics for the filtering track aiming at

building a robust filtering system. The topics are of two types: (1) A first set of 50 topics

are developed by the assessors of the National Institute of Standards and Technology
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(NIST) (i.e., assessor topics); The relevance judgements have been made by assessor of

NIST. (2) A second set of 50 topics have been constructed artificially from intersections of

pairs of Reuters categories (i.e., intersection topics) [30].

Difference from the assessor topics, the relevance judgements have been made by

machine learning methods not by human being for intersection topics. The assessor topics

are more reliable and the quality of the intersection topics is not quite good [23, 30]. For

this reason, we use the all 50 assessor topics in this paper.

Documents in the RCV1 collection are marked in XML. To avoid bias in experiments,

all of the meta-data information in the collection have been ignored. The documents are

treated as plain text documents by preprocessing the documents. The tasks of removing

stop-words according to a given stop-words list and stemming term by applying the Porter

Stemming algorithm are conducted [16].

6.2 Baseline models and setting

In this paper, we select three term-based baseline models because they are frequently used

for both positive and negative documents. They are a Rocchio model, a BM25 based IF

model, and a SVM based model. The PTM model is also used to measure the performance

of using negative feedback for pattern mining. In this paper, the proposed approach is

called Negative PaTtern Mining model (N-PTM), which firstly discovers sequential closed

patterns from positive documents, deploys discovered patterns on their terms. Then, it

discovers negative patterns from negative documents to group and revise the extracted

features from positive documents as shown in Sect. 5.

The Rocchio algorithm [26] has been widely adopted in the areas of text categorization

and information filtering. It can be used to build the profile for representing the concept of

a topic which consists of a set of relevant (positive) and irrelevant (negative) documents.

The Centroid c~ of a topic can be generated as follows:

a
1

jDþj
X

d
!
2Dþ

d
!

jj d!jj
� b

1

jD�j
X

d
!
2D�

d
!

jj d!jj

There are two sets of setting for a and b: a = 16 and b = 4; and a = b = 1.0. We

tested both sets and found a = b = 1.0 was the best set. So, we use a = b = 1.0 in the

above equation.

BM25 [8, 24] is the one of state-of-the-art retrieval functions used in document

retrieval. The term weights are estimated using the following BM25 based equation:

WðtÞ ¼ tf � ðk1 þ 1Þ
k1 � ðð1� bÞ þ b DL

AVDLÞ þ tf
� log

ðrþ0:5Þ
ðn�rþ0:5Þ
ðR�rþ0:5Þ

ðN�n�Rþrþ0:5Þ

where N is the total number of documents in the training set; R is the number of positive

documents in the training set; n is the number of documents which contain term t; r is the

number of positive documents which contain term t; tf is the term frequency; DL and AVDL
are the document length and average document length, respectively; and k1 and b are the

experimental parameters (the values of k1 and b are set as 1.2 and 0.75, respectively, in this

paper).

Information filtering can also be regarded as a special instance of text classification [28].

SVM is a statistical method that can be used to find a hyperplane that best separates two
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classes. SVM achieved the best performance on the Reuters-21578 data collection for

document classification [43]. The decision function in SVM is defined as:

hðxÞ ¼ signðw � xþ bÞ ¼ þ1 if ðw � xþ bÞ[ 0

�1 otherwise

�

where x is the input object; b in < is a threshold and w ¼
Pl

i¼1 yiaixi for the given training

data: ðxi; yiÞ; . . .; ðxl; ylÞ, where xi [ <n and yi equals þ1 ð�1Þ, if document xi is labeled

positive (negative). ai [ < is the weight of the training example xi and satisfies the

following constraints:

8i : ai>0 and
Xl

i¼1

aiyi ¼ 0 ð2Þ

To compare with other baseline models, we tried to use SVM to rank documents rather

than to make binary decisions. For this purpose, threshold b can be ignored. We also

believe that the positive documents in the training set should have the same importance to

user information needs because the training set was only simply divided into positive

documents and negative documents. So we assign the same ai value (i.e., 1) to each

positive document first, and then determine the same ai (i.e., �a) value to each negative

document based on Eq. 2. Therefore, we use the following weighting function to estimate

the similarity between a testing document and a given topic:

weightðdÞ ¼ w � d

where � means inner product; d is the term vector of the testing document; and

w ¼
X

di2Dþ

di

 !
þ

X

dj2D�
dj�a

0
@

1
A:

For each topic, we also choose 150 terms in the positive documents based on tf*idf values

for all term-based baseline models.

PTM model is also selected as one of the baselines models because we want to verify

that mining negative feedback can significantly improve the performance of PTM. The

maximum size of the term set T is 4000 for PTM. We also set min_sup = 0.2 (relative

support) for both PTM and N-PTM.

The performance of PTM was based on the number of closed patterns that were decided

by a minimum support [36]. If the minimum support is very small, many noisy patterns can

be introduced to the system; however, if it is very big then many useful patterns may be

missed out. For RCV1, the total number of frequent sequential patterns is 36,202 that

includes 28,733 closed patterns if min_sup = 0.2. PTM can remove 20% of the frequent

patterns if min_sup = 0.2. In this paper, we use a fixed minimum support value,

min_sup = 0.2, suggested by [36].

6.3 Results

The effectiveness was measured by four different means: The F-beta (Fb) measure, Mean

Average Precision (MAP), the break-even point (b/p), and Interpolated Average Precision

(IAP) on 11-points.
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Fb is calculated by the following function:

Fb ¼
ðb2 þ 1ÞPR

b2Pþ R

The parameter b = 1 is used in our study, which means that recall and precision is weighed

equally. Mean Average precision is calculated by measuring precision at each relevant

document first, and averaging precision over all topics. The b/p break-even point indicates

the value at which precision equals recall. The larger a b/p, MAP, IAP or Fb-measure score

is, the better the system performs. 11-points measure is also used to compare the perfor-

mance of different systems by averaging precisions at 11 standard recall levels (i.e., recall

= 0.0, 0.1, ..., 1.0).

Statistical method is also used to analyze the experimental results. The t-test assesses

whether the means of two groups are statistically different from each other. The paired

two-tailed t-test is used in this paper. If DIF represents the difference between observa-

tions, the hypotheses are: Ho: DIF = 0 (the difference between the two observations is 0).

Ha: DIF = 0 (the difference is not 0). N is the sample size of group. The test statistic is

t with N - 1 degrees of freedom (df). If the p value associated with t is low (\0.05), there

is evidence to reject the null hypothesis. Thus, there is evidence that the difference in

means across the paired observations is significant. The N-PTM model is compared with

PTM, Rocchio, BM25, and SVM models for each variable b/p, MAP, IAP, Fb=1 over all the

50 topics, respectively.

6.3.1 N-PTM vs baseline models

Table 4 illustrates the results of all models against the five measures for all assessor topics.

Compared with PTM which uses positive documents only, the proposed N-PTM model

uses both positive and negative feedback. It is obvious that N-PTM is extremely better than

PTM for all five measures. The proposed model N-PTM is also compared with term-based

baseline models in Table 4 including Rocchio, BM25, and SVM, which also use both

positive and negative feedback as well. The results of 11-points on all assessor topics are

reported in Fig. 1.

As shown in Table 4 and Fig. 1, the proposed new model (N-PTM) has achieved the

best performance results for the assessor topics.

We also conducted the t test to compare the proposed model with all baseline models and

the results are listed in Table 5. The percentage changes are shown in Table 6. Comparing

with these baseline models, the proposed approach achieves excellent performance with

13.73% (max 17.34% and min 8.76%) average percentage change for all five measures.

These statistic results indicate that the proposed model is extremely statistically sig-

nificant. Therefore, we conclude that mining negative relevance feedback for information

filtering is an exciting achievement for pattern based approaches.

Table 4 Results for all assessor
topics on RCV1

Model top-20 b/p MAP Fb=1 IAP

N-PTM 0.5470 0.4718 0.4863 0.4631 0.5067

PTM 0.4960 0.4304 0.4436 0.4392 0.4641

BM25 0.4450 0.4074 0.4069 0.4140 0.4281

SVM 0.4530 0.4083 0.4092 0.4211 0.4353

Rocchio 0.4740 0.4201 0.4305 0.4299 0.4523
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In the training phase, it is obvious that N-PTM and PTM use more times than other

term-based models because of mining patterns in paragraphes. However, for the time

complexity in the testing phase, all models take O(|T| 9 |d|) for all incoming documents

d. In our experiments, the number of terms used by all models for each topic is less than

300 in average. Therefore, there is no significant difference between these models on time

complexity in the testing phase.

6.3.2 Adaptive filtering

In this section, we design some experiments for testing the adaptive performance of

the proposed N-PTM model. We expect these experiments can achieve the consistent

performance like the batch one in the last section.

Fig. 1 Comparison between the proposed method and other approachs

Table 5 P value for all models comparing with N-PTM

Model Top-20 b/p MAP Fb=1 IAP

PTM 0.027389945 0.002712978 0.00185474 0.002748289 0.000923675

BM25 0.000961513 0.002827644 0.000806368 0.000926226 0.000416951

SVM 0.000876284 0.001794258 0.000124716 0.00049229 0.000158923

Rocchio 0.009870197 0.012662994 0.008214849 0.010978002 0.007517726

Table 6 Percentage change over
all baseline models

Model Top-20 (%) b/p (%) MAP (%) F (%)b = 1 IAP (%)

PTM 10.28 9.62 9.64 5.45 9.18

BM25 22.92 15.81 19.53 11.86 18.36

SVM 20.75 15.57 18.85 9.99 16.40

Rocchio 15.40 12.32 12.97 7.75 12.03

AVG 17.34 13.33 15.23 8.76 13.99
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For each topic, the system starts from an initial training set, then adds a window of new

training documents. The size of the window set is 25. Each window of new training

documents is selected randomly in the testing set. To test the robustness of the proposed

model, we conduct the process of adaptive six times (six windows) for the same initial

training set. Table 7 shows the results of the N-PTM models which combine new training

documents with the initial one into a big training set and then train the system again.

We also test the adaptive performance of the term-based baseline models for the same

settings, and found that the Rocchio model achieves the best performance. Table 8 shows

the results of adaptive Rocchio models for using the six windows. The experiment results

show that the adaptive N-PTM models also achieve excellent performance with 9.10%

(max 12.00% and min 6.28%) average percentage change for all five measures on the

assessor topics. We believe that the performance of N-PTM model is consistent and very

significant for all five measures on the RCV1 data collection.

6.4 Discussion

The main process of the proposed approach consists of two steps: offender selection, and

the revision of term weights. It is obvious that not all negative documents are suitable to be

selected as offenders, where offenders are the most useful negative documents that can

help to balance the percentages of general terms and specific terms in the extracted fea-

tures. Informally, the documents that have high weight are called offenders.

Table 9 shows the statistical information for N-PTM with different values of

K including the average numbers of offenders, extracted terms and their weights, and the

performance. The results of 11-points on all assessor topics for the different values of K are

Table 7 Adaptive N-PTM
models for all assessor topics

Model Top-20 b/p MAP Fb=1 IAP

N-PTM-1 0.570 0.479 0.496 0.473 0.517

N-PTM-2 0.567 0.486 0.512 0.483 0.529

N-PTM-3 0.575 0.481 0.504 0.475 0.524

N-PTM-4 0.562 0.497 0.514 0.481 0.536

N-PTM-5 0.541 0.462 0.487 0.464 0.507

N-PTM-6 0.543 0.466 0.490 0.467 0.513

Avg 0.560 0.478 0.501 0.474 0.521

chg% to Rocchio 12 7.66 10.1 6.28 9.45

Table 8 Adaptive Rocchio
models for all assessor topics

Model Top-20 b/p MAP Fb=1 IAP

Rocchio-1 0.525 0.444474 0.458249 0.448621 0.476696

Rocchio-2 0.495 0.444119 0.454437 0.448007 0.474435

Rocchio-3 0.505 0.455495 0.463649 0.449008 0.485906

Rocchio-4 0.497 0.450539 0.460866 0.448778 0.483619

Rocchio-5 0.497 0.441519 0.449421 0.441622 0.472068

Rocchio-6 0.479 0.428432 0.443400 0.439774 0.466213

Avg 0.500 0.444096 0.455004 0.445968 0.476490
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reported in Fig. 2. It is obvious that K ¼ djD
þj

3
e is the best one. The statistical information

illustrates that the proposed method for offender selection meets the design objectives.

As mentioned in Sect. 5.2, we used three loops to get negative specific terms in order to

reduce the side effects of using general terms. Table 10 illustrates the performance of the

loops used in Algorithm NFMining (up to 6 loops). The table shows that the system

achieves the best result in average after the third loop.

Table 11 shows the average numbers of positive documents, negative documents,

offenders and extracted terms in the training sets for the loops in the algorithm SPMining.

Based on the proposed model, we set K ¼ djD
þj

3
e, that is, the number of offender documents

Table 9 Statistical information for N-PTM with different values of K

K Number
of offenders

Number of extracted terms Average weight of extracted term Top-20 MAP Fb=1

#T? #T- #G w(T?) w(T-) w(G)

|D?|/3 6.5 107 126 50 36.33 -26.54 56.04 0.547 0.486 0.463

|D-| 26.5 86 343 71 39.21 -319.3 73.41 0.442 0.372 0.375

|D?|/2 9.7 100 145 57 33.31 -46.11 58.56 0.538 0.479 0.458

|D?| 16.5 93 208 64 33.68 -96.09 61.79 0.538 0.452 0.441

Fig. 2 Comparison between used all negative documents and used the offender one

Table 10 Performance of each
loop for all assessor topics

Loop Top-20 b/p MAP Fb=1 IAP

Loop 1 0.5240 0.4560773 0.4667359 0.4522290 0.4884621

Loop 2 0.5500 0.4619442 0.4815856 0.4601250 0.5012464

Loop 3 0.5470 0.4718463 0.4863368 0.4631121 0.5066751

Loop 4 0.5470 0.4561296 0.4817219 0.4595607 0.5015123

Loop 5 0.5440 0.4521346 0.4771687 0.4573536 0.497056

Loop 6 0.5510 0.4502285 0.4714463 0.4537675 0.4927944
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should be equal or less than the number of positive documents. We also use loops to

calculate the closeness of the offender document to the positive, such as, if a document is

very closed to the positive documents it will be ranked at the top for the next loop. As

shown in Table 11 the average number of positive documents is about 13 and the average

number of negative documents is about 41; however, the average number of offender

documents that have been selected in each loop is only 4 or 3. The table also illustrates that

only 15:74% ¼ 6:5
41:3 negative documents are selected as offenders for the system, that is, the

proposed method is much efficient for reducing the space of negative documents.

For the revision of term weights, the proposed method first classifies extracted terms

into general terms and specific terms that is a distinguish advantage comparing with others

[35, 46]. The normal belief is that specific terms are more interesting than general terms for

a given topic. Therefore, the proposed method increases the weights of positive specific

terms when it conduces the revision using negative documents.

General terms are not only frequently appear in positive documents, but also frequently

appear in some negative documents because negative documents may describe some extent

to which the topic discusses what users want. To reduce the side effects of using general

terms in the extracted features, the proposed method adds negative specific terms (and

negative weights) into the extracted features by the loops (see Algorithm NFMining).

Table 11 also shows the average numbers of extracted general terms #GT, specific terms

#T? and negative specific terms #T-, and their average weights. For the system, before

revision, it can be seen that more than 61% ¼ 56:04
56:04þ36:33

weights are distributed to general

terms although the percentage of general terms is 31:8% ¼ 50
50þ107

for all extracted terms in

positive documents.

After revision, 126 negative specific terms are added into T in average for the system

(see Table 11), and they are assigned weight -26.54 in average. In this way, these negative

specific terms could reduce the side effects of general terms if both general terms

and negative specific terms appear in negative documents because now only 45% ¼
56:04�26:54

56:04�26:54þ36:33
weights could be distributed to general terms considering positive specific

terms get weight 36.33 in average and general terms get 29.5 = 56.04 - 26.54 in average.

The above analysis illustrates that the proposed algorithm for finding negative specific

terms meets the design objective for reducing the side effects of using general terms.

Table 11 Extracted features in the loops of algorithm SPMining,where min_sup = 0.2

Loop Number of documents in training sets Number of
extracted terms

Weight of extracted
terms

Positive Negative Offenders
in the memory

Offenders used
in the loop

#T? #T- #GT w(T?) w(T-) w(GT)

Loop 1 12.8 41.3 3.98 3.98 122 59 35 37.59 -9.68 48.81

Loop 2 12.8 41.3 5.54 3.98 110 110 47 31.88 -18.48 54.51

Loop 3 12.8 41.3 6.5 3.98 107 126 50 30.36 -26.54 56.04

System 12.8 41.3 6.5 - 107 126 50 36.33 -26.54 56.04

Loop 4 12.8 41.3 7.44 3.98 104 140 53 29.50 -35.84 56.89

Loop 5 12.8 41.3 8.12 3.26 103 147 54 29.14 -42.70 57.26

Loop 6 12.6 41.0 8.86 3.18 100 152 55 28.26 -48.52 57.40
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7 Conclusions

Negative relevance feedback is very useful for information filtering. However, whether

negative feedback can largely improve filtering accuracy is still an open question. This

paper presents a pattern mining based approach for this open question. It introduces a

method to select negative documents (or called offenders) that are close to the extracted

features in the positive documents. It also proposes an approach to classify extracted terms

into three groups: positive specific terms, general terms and negative specific terms. In this

perspective, it presents an iterative algorithm to revise extracted features. Compared with

the state-of-the-art models, the results of experiments on the RCV1 data collection dem-

onstrate that the effectiveness of information filtering can be significantly improved by the

proposed new approach, and the performance is also consistent for adaptive filtering. This

research provides a promising methodology for evaluating term weights based on dis-

covered patterns (rather than documents) in both positive and negative relevance feedback.

Acknowledgements This paper was partially supported by an ARC Discovery Grant from Australian
Research Council (Project ID: DP0988007). We also would like to thank Prof. Peter Bruza and Prof. Ning
Zhong for their constructive comments.

References

1. Agrawal, R., & Srikant, R. (1994). Fast algorithms for mining association rules in large databases. In
Proceedings of 27th international conference on very large databases (VLDB’01), (pp. 478–499).

2. Baeza-Yates, R., & Ribeiro-Neto, B. (1999). Modern information retrieval. Reading: Addison Wesley.
3. Belkin, N. J., & Croft, W. B. (1992). Information filtering and information retrieval: two sides of the

same coin? Communications of the ACM, 35(12), 29–38.
4. Fu, X., Budzik, J., & Hammond, K. J. (2000). Mining navigation history for recommendation. In

Proceedings of the 5th international conference on Intelligent user interfaces (IUI’00), (pp. 106–112).
5. Han, J., Pei, J., & Yin, Y. (2000). Mining frequent patterns without candidate generation. In

Proceedings of 2000 ACM SIGMOD international conference on management of data (SIGMOD’00),
(pp. 1–12).

6. Iwayama, M. (2000). Relevance feedback with a small number of relevance judgements: Incremental
relevance feedback vs. document clusting. In Proceedings of the 23rd annual international ACM SIGIR
conference on research and development in information retrieval (SIGIR’00), (pp. 10–16).

7. Jindal, N., & Liu, B. (2006). Identifying comparative sentences in text documents. In Proceedings of
SIGIR’06, (pp. 244–251).

8. Jones, K. S., Walker, S., & Robertson, S. E. (2000). A probabilistic model of information retrieval:
development and comparative experiments—part 1. Information Processing and Management, 36(6),
779–808.

9. Lau, R. Y. K., Bruza, P., & Song, D. (2004). Belief revision for adaptive information retrieval. In
Proceedings of SIGIR’04, (pp. 130–137).

10. Lavrenko, V., & Croft, W. (2001). Relevance-based language models. In Proceedings of SIGIR’01,
(pp. 120–127).

11. Lewis, D. D. (1992). An evaluation of phrasal and clustered representations on a text categorization
task. In Proceedings of SIGIR’92, (pp. 37–50).

12. Li, X. & Liu, B. (2003). Learning to classify texts using positive and unlabeled data. In Proceedings of
international joint conference on artificial intelligence (IJCAI’03), (pp. 587–594).

13. Li, Y., Algarni, A., Wu, S.-T., & Xu, Y. (2009). Mining negative relevance feedback for information
filtering. In Proceedings of 2009 IEEE/WIC/ACM international conference on web intelligence,
(pp. 606–613).

14. Li, Y., & Zhong, N. (2006). Mining ontology for automatically acquiring web user information needs.
IEEE Transactions on Knowledge and Data Engineering, 18(4), 554–568.

15. Li, Y., Zhou, X., Bruza, P., Xu, Y., & Lau, R. Y. (2008). A two-stage text mining model for information
filtering. In Proceeding of the 17th ACM conference on Information and knowledge management
(CIKM’08), Napa Valley, California, USA, (pp. 1023–1032).

254 Inf Retrieval (2011) 14:237–256

123



16. Liu, B. (2007). Web data mining: Exploring hyperlinks, contents, and usage data (Data-Centric Systems
and Applications). Springer, January 2007.

17. Lv, Y., & Zhai, C. (2009). Adaptive relevance feedback in information retrieval. In Proceedings of
CIKM’09, (pp. 255–264).

18. Metzler, D., & Croft, W. (2007). Latent concept expansion using markov random fields. In Proceedings
of SIGIR’07, New York, NY, USA, ACM.

19. Mostafa, J., & Lam, W. (2000). Automatic classification using supervised learning in a medical doc-
ument filtering application. Information Processing and Management, 36(3), 415–444.

20. Mostafa, J., Mukhopadhyay, S., Lam, W., & Palakal, M. J. (1997). A multilevel approach to intelligent
information filtering: Model, system, and evaluation. ACM Transactions on Information Systems, 15(4),
368–399.

21. Pei, J., Han, J., Mortazavi-Asl, B., Pinto, H., Chen, Q., Dayal, U., & Hsu, M. (2001). Prefixspan: Mining
sequential patterns efficiently by prefix-projected pattern growth. In Proceedings of 17th international
conference on data engineering (ICDE’01), (pp. 215–224).

22. Qin, T., Zhang, X.-D., Wang, D.-S., Liu, T.-Y., Lai, W., & Li, H. (2007). Ranking with multiple
hyperplanes. In Proceedings of SIGIR’07, (pp. 279–286).

23. Robertson, S. E., & Soboroff, I. (2002). The trec 2002 filtering track report. In Proceedings of TREC’02.
24. Robertson, S. E., Walker, S., & Hancock-Beaulieu, M. (1998). Okapi at trec-7: Automatic ad hoc,

filtering, vlc and interactive. In Proceedings of TREC’98, (pp. 199–210).
25. Robertson, S. E., Zaragoza, H., & Taylor, M. J. (2004). Simple bm25 extension to multiple weighted

fields. In Proceedings of CIKM’04, (pp. 42–49).
26. Rocchio, J. (1971). Relevance feedback in information retrieval, volume In the SMART retrieval

system: Experiments in automatic document processing. Prentice Hall.
27. Scott, S., & Matwin, S. (1999). Feature engineering for text classification. In Proceedings of 16th

international conference on machine learning, 1999. Scott, Sam and Matwin, Stan, (pp. 379–388).
28. Sebastiani, F. (2002). Machine learning in automated text categorization. ACM Computing Surveys,

34(1), 1–47.
29. Shen, X., Tan, B., & Zhai, C. (2005). Context-sentitive information retrieval using implicit feedback. In

Proceedings of SIGIR’05, (pp. 43–50).
30. Soboroff, I. & Robertson, S. (2003). Building a filtering test collection for trec 2002. In Proceedings of

SIGIR’03, (pp. 243–250).
31. Song, F., & Croft, W. (1999). A general language model for information retrieval. In Proceedings of

CIKM’99, (pp. 316–321).
32. Wu, S. T., Li, Y., Xu, Y., Pham, B., & Chen, P. (2004). Automatic pattern-taxonomy extraction for web

mining. In Proceedings of 2004 IEEE/WIC/ACM international conference on web Intelligence,
pp 242–248, China.

33. Turmo, J., Ageno, A., & Catal, N. (2006). Adaptive information extraction. ACM Computing Surveys,
38(2): (Article No. 4).

34. Wang, X., Fang, H., & Zhai, C. (2007). Improve retrieval accuracy for difficult quries using negative
feedback. In Proceedings of CIKM’07, (pp. 991–994, pp. 991–994)

35. Wang, X., Fang, H., & Zhai, C. (2008). A study of methods for negative relevance feedback. In
Proceedings of the 31st annual international ACM SIGIR conference on research and development in
information retrieval (SIGIR’08), (pp. 219–226), New York, NY, USA, 2008. ACM.

36. Wu, S.-T. (2007). Knowledge discovery using pattern taxonomy model in text mining. PhD Thesis,
Queensland University of Technology.

37. Wu, S.-T., Li, Y., & Xu, Y. (2006). Deploying approaches for pattern refinement in text mining. In
Proceedings of ICDM’06, (pp. 1157–1161).

38. Xu, J., & Croft, W. (1996). Query expansion using local and global doscument analysis. In Proceedings
of SIGIR’96, New York, NY, USA. ACM, (pp. 4–11).

39. Xu, J., & Croft, W. (2000). Improving the effectiveness of information retrieval with local context
analysis. ACM Transactions on Information Systems, 18(1), 79–112.

40. Xu, Y., & Li, Y. (2007). Generating concise association rules. In Proceedings of CIKM’07,
(pp. 781–790).

41. Yan, X., Cheng, H., Han, J., & Xin, D. (2005). Summarizing itemset patterns: A profile-based approach.
In Proceedings of 11th ACM SIGKDD international conference on knowledge discovery and data
mining (KDD’05), (pp. 314–323).

42. Yang, Y., Lad, A., Lao, N., Harpale, A., Kisiel, B., & Rogati, M. (2007). Utility-based information
distillation over temporally sequenced documents. In Proceedings of SIGIR’07, (pp. 31–38).

43. Yang, Y., & Liu, X. (1999). A re-examination of text categorization methods. In Proceedings of
SIGIR’99, (pp. 42–49).

Inf Retrieval (2011) 14:237–256 255

123



44. Yang, Y., Yoo, S., Zhang, J., & Kisiel, B. (2005). Robustness of adaptive filtering methods in a cross-
benchmark evaluation. In Proceedings of the 28th annual international ACM SIGIR conference on
research and development in information retrieval (SIGIR05), (pp. 98–105).

45. Zhai, C., & Lafferty, J. (2001). Model-based feedback in language modeling approach to information
retrieval. In Proceedings of CIKM’01, (pp. 403–410).

46. Zhang, Y. (2004). Using bayesian priors to combine classifiers for adaptive filtering. In Proceedings of
the 27th annual international ACM SIGIR conference on research and development in information
retrieval (SIGIR’04), (pp. 345–352).

47. Zhang, Y., & Callan, J. (2005). Combining multiple forms of evidence while filtering. In Proceedings of
the conference on human language technology and empirical methods in natural language processing
(HLT’05), Morristown, NJ, USA, (pp. 587–595).

256 Inf Retrieval (2011) 14:237–256

123


	A pattern mining approach for information filtering systems
	Abstract
	Introduction
	Related work
	Pattern taxonomy mining
	Frequent and closed patterns
	Pattern taxonomy
	Closed sequential patterns

	Deploying patterns on terms
	Mining negative feedback
	Specific and general terms
	Strategies of revision

	Evaluation
	Data
	Baseline models and setting
	Results
	N-PTM vs baseline models
	Adaptive filtering

	Discussion

	Conclusions
	Acknowledgements
	References



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated v2 300% \050ECI\051)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 149
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 149
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 599
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /ARA <FEFF06270633062A062E062F0645002006470630064700200627064406250639062F0627062F0627062A002006440625064606340627062100200648062B062706260642002000410064006F00620065002000500044004600200645062A064806270641064206290020064406440637062806270639062900200641064A00200627064406450637062706280639002006300627062A0020062F0631062C0627062A002006270644062C0648062F0629002006270644063906270644064A0629061B0020064A06450643064600200641062A062D00200648062B0627062606420020005000440046002006270644064506460634062306290020062806270633062A062E062F062706450020004100630072006F0062006100740020064800410064006F006200650020005200650061006400650072002006250635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E0635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E>
    /BGR <FEFF04180437043f043e043b043704320430043904420435002004420435043704380020043d0430044104420440043e0439043a0438002c00200437043000200434043000200441044a0437043404300432043004420435002000410064006f00620065002000500044004600200434043e043a0443043c0435043d04420438002c0020043c0430043a04410438043c0430043b043d043e0020043f044004380433043e04340435043d04380020043704300020043204380441043e043a043e043a0430044704350441044204320435043d0020043f04350447043004420020043704300020043f044004350434043f0435044704300442043d04300020043f043e04340433043e0442043e0432043a0430002e002000200421044a04370434043004340435043d043804420435002000500044004600200434043e043a0443043c0435043d044204380020043c043e0433043004420020043404300020044104350020043e0442043204300440044f0442002004410020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200441043b0435043404320430044904380020043204350440044104380438002e>
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /CZE <FEFF005400610074006f0020006e006100730074006100760065006e00ed00200070006f0075017e0069006a007400650020006b0020007600790074007600e101590065006e00ed00200064006f006b0075006d0065006e0074016f002000410064006f006200650020005000440046002c0020006b00740065007200e90020007300650020006e0065006a006c00e90070006500200068006f006400ed002000700072006f0020006b00760061006c00690074006e00ed0020007400690073006b00200061002000700072006500700072006500730073002e002000200056007900740076006f01590065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f007400650076015900ed007400200076002000700072006f006700720061006d0065006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076011b006a016100ed00630068002e>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /ETI <FEFF004b00610073007500740061006700650020006e0065006900640020007300e4007400740065006900640020006b00760061006c006900740065006500740073006500200074007200fc006b006900650065006c007300650020007000720069006e00740069006d0069007300650020006a0061006f006b007300200073006f00620069006c0069006b0065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740069006400650020006c006f006f006d006900730065006b0073002e00200020004c006f006f0064007500640020005000440046002d0064006f006b0075006d0065006e00740065002000730061006100740065002000610076006100640061002000700072006f006700720061006d006d006900640065006700610020004100630072006f0062006100740020006e0069006e0067002000410064006f00620065002000520065006100640065007200200035002e00300020006a00610020007500750065006d006100740065002000760065007200730069006f006f006e00690064006500670061002e000d000a>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /GRE <FEFF03a703c103b703c303b903bc03bf03c003bf03b903ae03c303c403b5002003b103c503c403ad03c2002003c403b903c2002003c103c503b803bc03af03c303b503b903c2002003b303b903b1002003bd03b1002003b403b703bc03b903bf03c503c103b303ae03c303b503c403b5002003ad03b303b303c103b103c603b1002000410064006f006200650020005000440046002003c003bf03c5002003b503af03bd03b103b9002003ba03b103c42019002003b503be03bf03c703ae03bd002003ba03b103c403ac03bb03bb03b703bb03b1002003b303b903b1002003c003c103bf002d03b503ba03c403c503c003c903c403b903ba03ad03c2002003b503c103b303b103c303af03b503c2002003c503c803b703bb03ae03c2002003c003bf03b903cc03c403b703c403b103c2002e0020002003a403b10020005000440046002003ad03b303b303c103b103c603b1002003c003bf03c5002003ad03c703b503c403b5002003b403b703bc03b903bf03c503c103b303ae03c303b503b9002003bc03c003bf03c103bf03cd03bd002003bd03b1002003b103bd03bf03b903c703c403bf03cd03bd002003bc03b5002003c403bf0020004100630072006f006200610074002c002003c403bf002000410064006f00620065002000520065006100640065007200200035002e0030002003ba03b103b9002003bc03b503c403b103b303b503bd03ad03c303c403b503c103b503c2002003b503ba03b403cc03c303b503b903c2002e>
    /HEB <FEFF05D405E905EA05DE05E905D5002005D105D405D205D305E805D505EA002005D005DC05D4002005DB05D305D9002005DC05D905E605D505E8002005DE05E105DE05DB05D9002000410064006F006200650020005000440046002005D405DE05D505EA05D005DE05D905DD002005DC05D405D305E405E105EA002005E705D305DD002D05D305E405D505E1002005D005D905DB05D505EA05D905EA002E002005DE05E105DE05DB05D90020005000440046002005E905E005D505E605E805D5002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E05D005DE05D905DD002005DC002D005000440046002F0058002D0033002C002005E205D905D905E005D5002005D105DE05D305E805D905DA002005DC05DE05E905EA05DE05E9002005E905DC0020004100630072006F006200610074002E002005DE05E105DE05DB05D90020005000440046002005E905E005D505E605E805D5002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E>
    /HRV (Za stvaranje Adobe PDF dokumenata najpogodnijih za visokokvalitetni ispis prije tiskanja koristite ove postavke.  Stvoreni PDF dokumenti mogu se otvoriti Acrobat i Adobe Reader 5.0 i kasnijim verzijama.)
    /HUN <FEFF004b0069007600e1006c00f30020006d0069006e0151007300e9006701710020006e0079006f006d00640061006900200065006c0151006b00e90073007a00ed007401510020006e0079006f006d00740061007400e100730068006f007a0020006c006500670069006e006b00e1006200620020006d0065006700660065006c0065006c0151002000410064006f00620065002000500044004600200064006f006b0075006d0065006e00740075006d006f006b0061007400200065007a0065006b006b0065006c0020006100200062006500e1006c006c00ed007400e10073006f006b006b0061006c0020006b00e90073007a00ed0074006800650074002e0020002000410020006c00e90074007200650068006f007a006f00740074002000500044004600200064006f006b0075006d0065006e00740075006d006f006b00200061007a0020004100630072006f006200610074002000e9007300200061007a002000410064006f00620065002000520065006100640065007200200035002e0030002c0020007600610067007900200061007a002000610074007400f3006c0020006b00e9007301510062006200690020007600650072007a006900f3006b006b0061006c0020006e00790069007400680061007400f3006b0020006d00650067002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /LTH <FEFF004e006100750064006f006b0069007400650020016100690075006f007300200070006100720061006d006500740072007500730020006e006f0072011700640061006d00690020006b0075007200740069002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b00750072006900650020006c0061006200690061007500730069006100690020007000720069007400610069006b007900740069002000610075006b01610074006f00730020006b006f006b007900620117007300200070006100720065006e006700740069006e00690061006d00200073007000610075007300640069006e0069006d00750069002e0020002000530075006b0075007200740069002000500044004600200064006f006b0075006d0065006e007400610069002000670061006c006900200062016b007400690020006100740069006400610072006f006d00690020004100630072006f006200610074002000690072002000410064006f00620065002000520065006100640065007200200035002e0030002000610072002000760117006c00650073006e0117006d00690073002000760065007200730069006a006f006d00690073002e>
    /LVI <FEFF0049007a006d0061006e0074006f006a00690065007400200161006f00730020006900650073007400610074012b006a0075006d00750073002c0020006c0061006900200076006500690064006f00740075002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006100730020006900720020012b00700061016100690020007000690065006d01130072006f00740069002000610075006700730074006100730020006b00760061006c0069007401010074006500730020007000690072006d007300690065007300700069006501610061006e006100730020006400720075006b00610069002e00200049007a0076006500690064006f006a006900650074002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006f002000760061007200200061007400760113007200740020006100720020004100630072006f00620061007400200075006e002000410064006f00620065002000520065006100640065007200200035002e0030002c0020006b0101002000610072012b00200074006f0020006a00610075006e0101006b0101006d002000760065007200730069006a0101006d002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /POL <FEFF0055007300740061007700690065006e0069006100200064006f002000740077006f0072007a0065006e0069006100200064006f006b0075006d0065006e007400f300770020005000440046002000700072007a0065007a006e00610063007a006f006e00790063006800200064006f002000770079006400720075006b00f30077002000770020007700790073006f006b00690065006a0020006a0061006b006f015b00630069002e002000200044006f006b0075006d0065006e0074007900200050004400460020006d006f017c006e00610020006f007400770069006500720061010700200077002000700072006f006700720061006d006900650020004100630072006f00620061007400200069002000410064006f00620065002000520065006100640065007200200035002e0030002000690020006e006f00770073007a0079006d002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /RUM <FEFF005500740069006c0069007a00610163006900200061006300650073007400650020007300650074010300720069002000700065006e007400720075002000610020006300720065006100200064006f00630075006d0065006e00740065002000410064006f006200650020005000440046002000610064006500630076006100740065002000700065006e0074007200750020007400690070010300720069007200650061002000700072006500700072006500730073002000640065002000630061006c006900740061007400650020007300750070006500720069006f006100720103002e002000200044006f00630075006d0065006e00740065006c00650020005000440046002000630072006500610074006500200070006f00740020006600690020006400650073006300680069007300650020006300750020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e00300020015f00690020007600650072007300690075006e0069006c006500200075006c0074006500720069006f006100720065002e>
    /RUS <FEFF04180441043f043e043b044c04370443043904420435002004340430043d043d044b04350020043d0430044104420440043e0439043a043800200434043b044f00200441043e043704340430043d0438044f00200434043e043a0443043c0435043d0442043e0432002000410064006f006200650020005000440046002c0020043c0430043a04410438043c0430043b044c043d043e0020043f043e04340445043e0434044f04490438044500200434043b044f00200432044b0441043e043a043e043a0430044704350441044204320435043d043d043e0433043e00200434043e043f0435044704300442043d043e0433043e00200432044b0432043e04340430002e002000200421043e043704340430043d043d044b04350020005000440046002d0434043e043a0443043c0435043d0442044b0020043c043e0436043d043e0020043e0442043a0440044b043204300442044c002004410020043f043e043c043e0449044c044e0020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200431043e043b043504350020043f043e04370434043d043804450020043204350440044104380439002e>
    /SKY <FEFF0054006900650074006f0020006e006100730074006100760065006e0069006100200070006f0075017e0069007400650020006e00610020007600790074007600e100720061006e0069006500200064006f006b0075006d0065006e0074006f0076002000410064006f006200650020005000440046002c0020006b0074006f007200e90020007300610020006e0061006a006c0065007001610069006500200068006f0064006900610020006e00610020006b00760061006c00690074006e00fa00200074006c0061010d00200061002000700072006500700072006500730073002e00200056007900740076006f00720065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f00740076006f00720069016500200076002000700072006f006700720061006d006f006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076016100ed00630068002e>
    /SLV <FEFF005400650020006e006100730074006100760069007400760065002000750070006f0072006100620069007400650020007a00610020007500730074007600610072006a0061006e006a006500200064006f006b0075006d0065006e0074006f0076002000410064006f006200650020005000440046002c0020006b006900200073006f0020006e0061006a007000720069006d00650072006e0065006a016100690020007a00610020006b0061006b006f0076006f00730074006e006f0020007400690073006b0061006e006a00650020007300200070007200690070007200610076006f0020006e00610020007400690073006b002e00200020005500730074007600610072006a0065006e006500200064006f006b0075006d0065006e0074006500200050004400460020006a00650020006d006f0067006f010d00650020006f0064007000720065007400690020007a0020004100630072006f00620061007400200069006e002000410064006f00620065002000520065006100640065007200200035002e003000200069006e0020006e006f00760065006a01610069006d002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /TUR <FEFF005900fc006b00730065006b0020006b0061006c006900740065006c0069002000f6006e002000790061007a006401310072006d00610020006200610073006b013100730131006e006100200065006e0020006900790069002000750079006100620069006c006500630065006b002000410064006f006200650020005000440046002000620065006c00670065006c0065007200690020006f006c0075015f007400750072006d0061006b0020006900e70069006e00200062007500200061007900610072006c0061007201310020006b0075006c006c0061006e0131006e002e00200020004f006c0075015f0074007500720075006c0061006e0020005000440046002000620065006c00670065006c0065007200690020004100630072006f006200610074002000760065002000410064006f00620065002000520065006100640065007200200035002e003000200076006500200073006f006e0072006100730131006e00640061006b00690020007300fc007200fc006d006c00650072006c00650020006100e70131006c006100620069006c00690072002e>
    /UKR <FEFF04120438043a043e0440043804410442043e043204430439044204350020044604560020043f043004400430043c043504420440043800200434043b044f0020044104420432043e04400435043d043d044f00200434043e043a0443043c0435043d044204560432002000410064006f006200650020005000440046002c0020044f043a04560020043d04300439043a04400430044904350020043f045604340445043e0434044f0442044c00200434043b044f0020043204380441043e043a043e044f043a04560441043d043e0433043e0020043f0435044004350434043404400443043a043e0432043e0433043e0020043404400443043a0443002e00200020042104420432043e04400435043d045600200434043e043a0443043c0435043d0442043800200050004400460020043c043e0436043d04300020043204560434043a0440043804420438002004430020004100630072006f006200610074002004420430002000410064006f00620065002000520065006100640065007200200035002e0030002004300431043e0020043f04560437043d04560448043e04570020043204350440044104560457002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
    /DEU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200038002000280038002e0032002e00310029000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006f006e006c0069006e0065002e000d0028006300290020003200300031003000200053007000720069006e006700650072002d005600650072006c0061006700200047006d006200480020000d000d0054006800650020006c00610074006500730074002000760065007200730069006f006e002000630061006e00200062006500200064006f0077006e006c006f0061006400650064002000610074002000680074007400700073003a002f002f0070006f007200740061006c002d0064006f0072006400720065006300680074002e0073007000720069006e006700650072002d00730062006d002e0063006f006d002f00500072006f00640075006300740069006f006e002f0046006c006f0077002f00740065006300680064006f0063002f00640065006600610075006c0074002e0061007300700078000d0054006800650072006500200079006f0075002000630061006e00200061006c0073006f002000660069006e0064002000610020007300750069007400610062006c006500200045006e0066006f0063007500730020005000440046002000500072006f00660069006c006500200066006f0072002000500069007400530074006f0070002000500072006f00660065007300730069006f006e0061006c00200030003800200061006e0064002000500069007400530074006f0070002000530065007200760065007200200030003800200066006f007200200070007200650066006c00690067006800740069006e006700200079006f007500720020005000440046002000660069006c006500730020006200650066006f007200650020006a006f00620020007300750062006d0069007300730069006f006e002e000d>
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice


