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Abstract

This study investigates the effectiveness of international environmental agreements (IEAs) 
and how it might be affected by the development of pro-environmental behaviour among 
households and firms. We propose a new framework based on a two-nested-game approach 
composed by: (1) a one-shot game with two asymmetric countries that negotiate the inter-
national abatement target, and (2) an evolutionary game which describes the economic 
structure resulting from agents’ interactions. These two games are nested because the ini-
tial economic structure determines the welfare of each country, and thus the outcome of 
Game 1 which, in turn, is embedded in Game 2, modifies the agents’ pay-off and the eco-
nomic structure thereof. Numerical simulation outcomes suggest three key messages. First, 
we find that global solutions do not automatically produce the expected effects irrespec-
tive of any free-riding assumption. Second, extreme climate risks might not lead to a high 
abatement target in the event of marked cross-country inequality. Third, adverse consum-
ers’ environmental attitudes might hamper the success of an IEA. The above observations 
entail that governments should not simply impose environmental laws. Rather, top-down 
policies and bottom-up interventions should be coordinated; otherwise, they might fail if 
undertaken in isolation.
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1  Introduction

Anthropogenic climate change and trans-boundary pollution have long justified the emer-
gence of international environmental agreements (henceforth IEAs). There are increasing 
efforts worldwide to find joint solutions to curb greenhouse gas (GHG) emissions (and 
to save the ecosystems in general) while ensuring socio-economic security, as shown by 
the definition of the seventeen Sustainable Development Goals.1 The issue of stability and 
effectiveness of IEAs has attracted growing attention from the academic literature in recent 
decades.

Since the seminal paper of Barrett (1994), the economic literature has approached this 
issue by modelling the optimal IEA coalition size within the framework of game theory 
(see Marrouch et al. 2016, for a review). The general consensus is that a global agreement 
on emissions reduction is not feasible (Yang 2017) and that only small coalitions are stable 
(Gelves and McGinty 2016). On the contrary, the actual number of parties to climatic IEAs 
has increased over time, from 84 countries that signed the first ratification of the Kyoto 

1  See https​://sdgs.un.org/goals​.

https://sdgs.un.org/goals
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Protocol (COP3) in 1999 to 200 countries participating in the last COP25 held in Madrid 
in 2019.2

Beyond that, few key players actually determine the structure and success of self-enforc-
ing IEAs (Finus et al. 2009). A case in point was the US reversal from a leadership role 
in forming climate coalitions in the lead-up to the Paris Agreement (COP 23 in 2015), to 
its announcement of a withdrawal from the same treaty in 2017 (Zhang et al. 2017). This 
situation reflects the so-called breadth and depth dilemmas (Keohane and Victor 2011; 
Hannam et al. 2017), i.e. the trade-off between breadth (wanting many actors) and depth 
(wanting strength of action/mitigation) agreements.3 Despite many theoretical and empiri-
cal advances, one under-explored aspect is the role of domestic economic structures on the 
outcome of climate agreements (and their effectiveness thereof). The current contribution 
aims to fill this gap.

Given this premise, we aim to shed a light on the following questions: 1) To what extent 
does the country-specific economic structure determines the success or failure of IEAs? 
2) How do global inequalities and economic growth affect the road towards a low-car-
bon transition? 3) Are local initiatives able to boost pro-environmental behaviours or do 
they hamper the success of environmental laws? To answer these questions, we propose a 
novel framework, based on a two-nested-game approach that covers alternative economic 
structures, cross-country inequalities, and different consumer environmental attitudes. We 
propose a model that analyses the linkages between the macro-scale (international agree-
ments) and the micro-scale (firm and consumer choices) to evaluate the actual effectiveness 
of IEAs. Thus, environmental performances that differ from what is ratified—i.e. failure, 
fulfilment or over-performance (i.e. when CO2 reductions exceed than what is agreed)—
are explained by endogenous dynamics determined by both the stringency of the targets 
defined during the IEAs and the interactions among economic agents within each country.

This approach challenges some of the main (often hidden) assumptions behind the avail-
able studies, namely: 

a1	� the ratified agreement will automatically yield, in the real economy, the planned 
effect;

a2	� the failure to comply with the IEA is only explained in terms of free-riding behaviour;
a3	� local initiatives are ineffective: people submit to environmental legislation without 

making any voluntary effort to support or hinder the introduction of such environ-
mental laws.

 Assumption a1 appears in contrast with the fact that, despite the ratification of several 
climatic IEAs, GHG emissions are still increasing at the global level (Testa et al. 2016). 
Moreover, there is considerable cross-country heterogeneity in environmental perfor-
mance, in terms of the difference between what is signed in IEAs and the actual level of 
emissions.4

2  It followed up the Paris Agreement, designed to replace the Kyoto Protocol, that was signed by 197 coun-
tries and ratified by 187 as of November 2019.
3  For instance, Paris COP21 is framed as an umbrella of small and large agreements, which allow for small 
and big coalitions to benefit from the framework and conventions established by the treaty.
4  For instance, some Kyoto participants were well above their targets while others fell well below. There 
are some successful examples of emission reductions, such as France, Italy, Germany and the UK (see 
Olivier et al. 2013). We do not focus on the carbon leakage issue.
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The assumption a2 imposes a free-riding behaviour—i.e. despite the global benefits 
of reducing GHG emissions, no agent has the incentive to reduce his/her own burden—
neglecting the possibility of voluntary initiatives. On the contrary, even developing coun-
tries decided to implement national environmental policies although they were exoner-
ated from emission controls. India approved a fund of US$ 1,371 million to boost energy 
efficiency and develop clean technologies and electrification, while since 2014 China has 
deployed more solar and wind capacity than any country worldwide, adding around 17.5 
Gigawatts of solar energy by the end of 2015 alone.5

The last assumption (a3) excludes bottom-up initiatives. In reality, many environmental 
NGOs (e.g. Greenpeace and WWF), climate campaigners (“Fridays for future”, the school 
strike movement) and local communities have put pressure on governments (e.g. the EU’s 
Covenant of Mayors initiative) in order to actively protect and preserve ecological systems 
(Nasiritousi et al. 2016). On the other hand, increasing economic disparities and job insta-
bility within national boundaries (Alvaredo et al. 2018) have led to social unrest against 
the introduction of green laws (Ponticelli and Voth 2020) such as the protests of the “Gilets 
Jaunes” after a carbon tax was introduced by the French government in November 2018.6

This study is structured as follows. Section 2 briefly explains the methodology and the 
logic of the two games. Section 3 describes the one-shot 2x2 asymmetric IEA game, and 
Sect. 4 deals with the evolutionary interactions between households and firms. Section 5 
presents and discusses the results of alternative scenarios based on numerical simulations, 
defined by a handy Maple algorithm. Finally, Sect. 6 draws the main conclusions and pol-
icy implications.

2 � Methods

Before moving onto the mathematical details, it is worth explaining the logic behind our 
model in order to clarify the interpretations thereof. Figure  1 shows a schematic repre-
sentation of the step-by-step procedure proposed. We develop a model which integrates 
the results from two nested games:7 Game 1 analyses the results (at the macro-scale) of a 
one-shot 2x2 game, where two asymmetric countries8—representative of the richer (N) and 
poorer (S) regions, respectively (e.g. Anand 2017)—bargain over the share of clean energy 
( � ) to attain given emission abatement targets.9 Each country differs in terms of income 
level and technological development which determines the attainable value of the welfare 
function (W).

Game 2 embeds the outcome of Game 1 (i.e. � ) that modifies the pay-off of firms and 
consumers. Note that Game 2 models the evolutionary dynamic (at the micro-scale) of 

6  See https​://jacob​inmag​.com/2018/11/yello​w-vests​-fuel-price​s-franc​e-prote​sts.
7  Note that, for the sake of clarity, we focus on the impact of international laws (i.e. top-down) on domestic 
economies, while the inclusion of the influence of bottom-up initiatives on international agreements lies 
outside the scope of the current study.
8  A real case example is the meeting between the two biggest polluters, the USA and China, held in 
November 2014.
9  We indirectly capture the agreement on abatement targets via renewable resources; thus, for instance, if a 
country wants to halve its carbon emissions, we assume, as explained in Sect. 2, that it must have a share of 
green firms equal to 50% (i.e. � = 0.5).

5  See https​://gggi.org/proje​ct/india​-green​-growt​h-throu​gh-ndc/ and https​://gggi.org/proje​ct/china​-globa​
l-and-regio​nal-knowl​edge-shari​ng/.

https://jacobinmag.com/2018/11/yellow-vests-fuel-prices-france-protests
https://gggi.org/project/india-green-growth-through-ndc/
https://gggi.org/project/china-global-and-regional-knowledge-sharing/
https://gggi.org/project/china-global-and-regional-knowledge-sharing/
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the country’s economic structure represented by the interaction of the economic decisions 
of consumers and firms, who decide whether or not to be environmentally friendly. Their 
interactions determine endogenously the actual level of carbon emissions, which can differ 
from what is agreed in the bilateral IEA.

The timing of the whole model is as follows: each country recognizes the importance 
of transboundary effects of carbon emissions and then decides to bargain (i.e. Game 1 on 
bilateral IEA) to ratify an international environmental standard ( � ). This target is conceived 
as the minimum share of clean production, with respect to industrial profits (or GDP), thus 
reflecting a decision on the energy mix of the production process. Indeed, the amount of 
renewable resources increases with � because firms have to install new green technologies 
to curb polluting emissions.

The treaty is enforced by national law and so � is embodied in the agents’ pay-off. Game 
2 determines the evolutionary stable state(s) depending on the evolutionary strategic inter-
actions between consumers and firms. The emissions in equilibrium are then compared 
with the level of emissions ratified in the IEA (right-hand panel of Fig. 1). Note that we 
do not consider any feedback from Game 2 to Game 1. Although this might represent a 
limitation, the main purpose of our study is to assess to what extent the economic structure 
influences the actual level of emissions, considering that the government has no perfect 
information about the complexity of the underlying economic system (Hatase and Matsub-
ayashi 2019). Hence, our approach explains under what (micro- and macro-) conditions 
environmental performance might differ from what was ratified during the IEA.

3 � Bilateral IEA (game 1)

Each country i = {N, S} has a welfare objective function defined as:10

where the parameter 0 ≤ ai ≤ 1 represents the country-specific climate risk, i.e. the prob-
ability of undergoing economic losses due to climate change induced by global pollution 
(Cai et  al. 2013). As is commonly found in the literature on static simultaneous move 
games (see Marrouch et al. 2016, p.249), the welfare function is defined as the difference 
between the net economic benefits of production minus the estimated (monetary) costs of 
environmental damage. We define the net benefits ( Bi ) as the difference between the overall 
country-specific economic production ( Πi ) and the local damage ( Li , i.e. within national 
boundaries), expressed as a quadratic function (see Pavlova and de Zeeuw 2013). Hence, 
even in the absence of any IEA a country might find it worth introducing environmental 
laws to tackle environmental deterioration and health problems due to industrial discharges 
of national polluting firms. Total country-specific industrial profits ( Πi ) are determined by 
the profits of clean ( �E

i
 ) and polluting ( �P

i
 ) profits weighted by the share of green ( � ) and 

brown ( 1 − � ) firms, respectively. Note that a one-to-one relationship is assumed between 
production and emissions such that �p denotes both production and emissions (see Pavlova 
and de Zeeuw 2013). Namely:

(1)Wi(�i,�i) = Bi(�i,�i) − ai ⋅ D(�, �),

10  Note that, in line with the current literature, W
i
 does not include consumers’ utility for two reasons: (i) 

we want to compare our results within a classical framework to understand the contribution of Game 1 and 
(ii) consumers’ utility does not affect the welfare in equilibrium.
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where the parameter 0 ≤ bi ≤ 1 is the overall opportunity cost, while 0 ≤ di ≤ 1 is the mar-
ginal industrial benefit. The damage to country i from global pollution ( Di ) is a quadratic 
function of the global emissions11—given by the sum of domestic and foreign pollution—
representing a proxy of the potential damage caused by extreme climate events (Coronese 
et al. 2019). Namely

(2)Bi(�i,�i) = bi[di ⋅ Πi(�i,�i) − Li(�i, �i)],

(3)Πi(�i,�i) = �i ⋅ �
E
i
+ (1 − �i) ⋅ �

P
i
,

(4)Li(�i,�i) =
[(1 − �i) ⋅ �

P
i
]2

2
,

Fig. 1   Macro-view of the model structure. Schematic representation of the logic and the sequential phases 
composing the two nested games. On the left (blue panel) the structure of each country—i.e. benefits from 
green ( �E ) and brown ( �P ) profits and damages due to local (L) and global (D) pollution—determines the 
Welfare function of the rich ( W

N
 ) and poor ( W

S
 ) country. Then, Game 1 (green panel) determines the out-

come of the IEA, i.e. the optimal abatement target ( �∗ ) that will be implemented in each country by law. The 
environmental law will affect the firms and consumers pay-off. In Game 2 they interact until an evolution-
ary equilibrium ( �∗

, �∗ ) emerges. Finally (orange panel), the country’s actual GHG emissions will be com-
pared with what was ratified in the IEA, being greater, equal or lower

11  Note that the quadratic climate damage function is widely applied in the literature, such as in the DICE, 
ICAM and MERGE models. Detailed investigation of the actual form of the climate damage function goes 
beyond the scope of the present paper and would be too complex given the high level of uncertainty and 
difficulties in the monetary valuation involved (see Richard 1995, for a review). For this reason, we retain 
the most common definition because the main interest is to evaluate the influence of the domestic economic 
structure on the success of IEAs.
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Note that using a linear-quadratic framework allows us to avoid discrete solutions (pollute 
or not) and then to provide a more realistic representation of the abatement target ratified 
during the IEA.

3.1 � Agreement formation in the international setting

The decision rule to find the optimal single agreement is based on the “smallest common 
denominator” (SCD) to ensure the external stability of the IEA. The SCD rule implies that 
a compromise is found on the lowest environmental target: if 𝜃N > 𝜃S , then the Nash equi-
librium is �∗ = �S , and the reverse (Finus 2002). Although one would expect proposals 
to be strategically motivated, it is possible to demonstrate that the SCD decision rule is 
immune to strategic offers; rather, it is a best reply and a Nash equilibrium (Endres and 
Finus 1999, pp. 539–540).

From Eqs. (1) and (2), it derives that each country has an incentive to implement envi-
ronmental laws even in the absence of an IEA ( ai = 0 ) to tackle local environmental dam-
age from polluting production, as formally discussed in “Appendix” A (see the business-as-
usual case). For the sake of clarity, here we only expose the analytical results from the IEA, 
viz. when global externalities are recognized ( ai > 0). The non-cooperative Nash equilib-
rium is given by the maximization of Eq. (1) with respect to �i . Namely

where

with (j, i) = {N,S} and j ≠ i.
Given the high nonlinearity of these solutions, it is not possible to establish a simple 

relationship between the optimal level of environmental standards and the parameters 
and variables involved. For this reason, Sect.  5 performs numerical simulations, while 
in  “Appendix” A.2 there are the ceteris paribus analytical discussions (propositions and 
proofs) about the conditions that determine the bottleneck of the IEA.

4 � Evolutionary (micro‑)economic structure (game 2)

In the second step, we construct a dynamic model of the process by which the propor-
tions of various strategies in a population evolve (Weibull 1997). To analyse the evolution-
ary dynamics governing transitions between the two conventions (Green–Green, Carbon 
Economy), let us assume a two-person two-strategy ( s = {E,P} ) game in a large popu-
lation of individuals subdivided into two groups—namely households ( H ) and firms ( F
)—the members of which are randomly matched to interact in a non-cooperative game with 
the members of the other group. Individuals’ best-response play is based on a single-period 

(5)D(�,�) =

( ∑
k={i,j}

(1 − �k) ⋅ �
P
k

)2

.

(6)
�i = Ki{�

P
j
(bjbi + ajbi)[(�

P
i
)2 − di(�

P
i
− �E

i
)]

+ �P
i
⋅ aibj ⋅ [�

P
i
�P
j
+ dj(�

P
j
− �E

j
)]},

(7)Ki = [�P
j
(�P

i
)2 ⋅ (bjbi + ajbi + aibj)]

−1,
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memory: they maximize their expected pay-off based on the distribution of the popula-
tion in the previous period (Bowles 2009; Belloc and Bowles 2013). Both populations are 
normalized to unit size, so we refer equivalently to the numbers of players and to the frac-
tion of the population.12 The application of evolutionary games to study the link between 
economics and the environment is gaining attention because of its ability to disentangle 
complex dynamics (e.g. Antoci et al. 2019).

We assume that when people with different strategies are matched they do not sign any 
contract; in other words, green consumers do not want to buy polluting goods and vice 
versa.13 The dynamic evolution of the proportion of ecological households and firms ( � 
and � , respectively) follows the so-called replicator dynamic (Santos and Pacheco 2011) :

where Hs,t and Fs,t are the expected fitness of households and firms’ strategies, respectively, 
in period t. According to Eqs. (8) and (9), the percentage of green players increases if the 
pay-off given by the green strategy (E) is higher than what is expected when the polluting 
strategy (P) is played. The pay-off depends on the actions of the co-players and hence on 
the frequencies of the strategies within the population (Sigmund 2010). The more success-
ful individuals will be “mimicked” by others, so that the share of individuals adopting a 
given strategy changes over time.

4.1 � Households

The utility of a household h depends on its material pay-off and strategy ( hs ). For the sake 
of simplicity, we assume that the consumption of each kind of commodity yields the same 
level of utility (u).14 The pay-off of the household is a piece-wise continuous function 
defined as:

where 0 < 𝛿, c, u ≤ 1 . Parameter u > 0 is the constant level of utility from consumption, 
independent of market conditions (not modelled here).15 Environment friendly households 

(8)𝛼̇t = 𝛼t ⋅ (1 − 𝛼t) ⋅ [HE,t − HP,t]

(9)𝛽̇t = 𝛽t ⋅ (1 − 𝛽t) ⋅ [FE,t − FP,t]

(10)hs,t =

⎧⎪⎨⎪⎩

hE,t = u − c(𝜃 − 𝛽t), iff 𝛽t < 𝜃 and s = E

hP,t = u − 𝛿(𝜃 − 𝛽t), iff 𝛽t < 𝜃 and s = P

u, otherwise, with s = {E, P}.

15  Note that the utility does not depend on quantity because we assume that in each pair-wise matching the 
amount of exchange is constant.

12  Note that this framework does not deal with interactions that take place among more than two individu-
als at the same time.
13  Following Weibull (1997, p. 34) we might consider that the zeros outside the diagonal are the results of 
pay-off normalization. Hence, even if we assume that agents get some constant positive pay-off when they 
play a different strategy, it would not affect the structure of Game 1. For simplicity, we neglect this possibil-
ity and we only assess the model with zeros outside the diagonal.
14  In other words, green and polluting goods are perfect substitutes because both goods are able, through 
their material characteristics, to satisfy consumer needs in the same manner. For instance, a consumer 
should be indifferent between an ecological home cleaning product and a chemical one, if they are both 
equally suitable for housecleaning.
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bear an additional monetary cost (c) proportional to the difference between the environ-
mental standard ( 0 ≤ � ≤ 1 ) and the share of green firms ( 0 ≤ � ≤ 1 ). This additional cost 
represents the willingness to finance the (start-up) of green production. In other words we 
include the observations that the more eco-friendly the product is, the higher the price that 
consumers must pay (Shi et al. 2019).16 On the other hand, polluting households incur, as 
a moral cost, the weight of negative public opinion regarding the possible damage arising 
from polluting consumption ( � ). Thus, � is a measure of the level of environmental attitude 
commonly found in society, which might also be interpreted as a proxy of the willingness 
to accept the imposition of green policies. In other words, if � is low it can be interpreted as 
a form of resistance or social unrest against the environmental laws, while if high it might 
be indicative of higher environmental awareness. Notably, moral motivations have been 
proved to be an important driver of behaviour, especially when concerning environmental 
choices (Turaga et al. 2010; Steg 2016).

The share of green households, in equilibrium, depends on the gap between the environ-
mental law � and the actual proportion of green firms ( �∗ ), while in the case of no environ-
mental concerns—i.e. � ≥ �—the green household simply receives utility from consump-
tion. The interested reader can find the complete analytical discussion, including proofs 
and propositions, in “Appendix” B.1.

4.2 � Firms

Let us assume that the firm’s pay-off is a piece-wise continuous function defined as:

where 0 < 𝜋E < 𝜋P < 1 because we assume that the green technology is not already devel-
oped to be as efficient as the polluting one and thus the related profits are smaller (Goeschl 
and Perino 2017).17 This distinction is crucial to assess how the energy mix of production, 
at the country scale, determines the country’s environmental performance.

The coefficient 𝛾 > 0 is a multiplicative factor that measures the monetary cost of the 
difference � − �t which represents the gap between the actual and the normative share of 
clean production. The level of profits from production depends on the strategy ( �s ); they 
can be interpreted as an average profit proportional to the market share of the belonging 
sector. A green firm18—other than profits—receives a premium-price which is equal to the 
total amount of extra costs (c), paid by each green household, multiplied by the share of 
green consumers ( � ). This amount decreases as the share of green firms approaches the 
environmental standards ( � → � ). We assume that, in every period, the total amount paid 
by green consumers is equally shared among green firms. The premium price sustains and 

(11)fs,t =

⎧⎪⎨⎪⎩

fE,t = 𝜋E +
c(𝜃−𝛽t)𝛼

𝛽t
, iff 𝛽t < 𝜃 and s = E,

fP,t = 𝜋P −
𝛾(𝜃−𝛽t)

1−𝛽t
, iff 𝛽t < 𝜃 and s = P,

Πs, otherwise, with s = {E, P}.

16  Modelling the process of price formation and the mechanism of redistribution of this extra payment lies 
beyond the scope of the current study. As a matter of example, we report, among the several real-case initia-
tives, that many green start-ups get off the ground using crowd-funding sites, such as “FoodCycle”, which 
recycles food waste into nutritious meals for those in need.
17  The share of renewable sources in meeting global energy demand was about 10% in 2017, see https​://
www.iea.org/topic​s/renew​ables​/.
18  See Battaglia et al. (2018) for a discussion of green jobs.

https://www.iea.org/topics/renewables/
https://www.iea.org/topics/renewables/
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boosts the investments in new green start-ups to stimulate investments in green sectors 
(Bergset and Fichter 2015).

The polluting firm faces a cost ( �(�−�t)
1−�t

 ) for local damage that depends on: the relation 
between the actual level of green production ( �t ), the abatement target fixed by the govern-
ment ( � ), and the number of polluting firms ( 1 − �t ). Since polluting firms must jointly 
cover the cost of environmental damage, the total amount is determined by the percentage 
of polluting firms. We assume that the amount paid by polluting firms might be used by the 
government to restore the detrimental effects and to finance climate mitigation actions.

Given that the expected pay-off of firms is not linear, depending on households strategy, 
we develop in Sect. 5 numerical simulations to evaluate all the possible cases. The inter-
ested reader can find the complete analytical discussion, including proofs and propositions, 
in “Appendix” B.2.

5 � Results

For the sake of simplicity, we focus on four key dimensions: climatic risk distribution (a), 
global economic development ( ΠN + ΠS ), cross-country technological inequality ( ΠN∕ΠS

),19 and consumers’ environmental attitudes ( � ). For a comparative analysis about the effect 
of different opportunity costs, see “Appendix” A.2.

Table 1 reports the setting of the values of all the parameters that characterize the dif-
ferent scenarios. Depending on global economic growth and cross-country inequality, we 
define four alternative cases. Note that in Game 1 we have 16 alternative sets of pay-offs 
since that for each of the four IEA cases (inequality/growth) there are other four alternative 
games depending on the cross-country climatic risk distribution (i.e. aN

L
− aS

L
 or aN

L
− aS

H
 or 

aN
H
− aS

L
 or aN

H
− aS

H
 ). To this, Game 2 adds other two alternative worlds where consumers 

might have either low or high environmental attitudes, making a total of 32 scenarios.
Numerical simulations enable reliable outcomes to be generated when many parameters 

vary at the same time, which would be impossible to assess analytically. This is crucial to 
clarify the relation between the target ratified in the IEA and the actual level of carbon pol-
lution which depends on the country’s economic structure and its evolutionary path.20 Our 
framework provides reliable scenarios able to capture the interaction between top-down 
policy decisions and the (micro-level) economic structure. Note that the proposed sce-
narios capture all the possible cases, thereby producing clear results despite the complex 
issues at hand. Indeed, any other modification of the parameters will generate outcomes 
somewhat in between those defined herein. This, together with the analytical discussion 
provided in the “Appendix”, also ensures robustness of the outcomes.

5.1 � Optimal IEA target

Table 2 collects all of the solutions from Game 1, also specifying whether the poorer ( S ) or 
richer ( N ) country is the bottleneck of the agreement, viz. who proposes the lowest target 

19  This distinction follows the literature on North-South inequality (Roberts and Parks 2006; Grasso 2011). 
Thus, unless otherwise stated, we use the term inequality to indicate the uneven level of economic develop-
ment in terms of technological progress and GDP level.
20  Numerical simulations were performed using a Maple algorithm that is available upon request.
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that will be implemented as the optimal solution of the IEA (i.e. �∗ ), according to the SDC-
rule (see Sect. 3.1).

In this respect, an asymmetric influence of climate risks appears to be present: the poor 
country always establishes the IEA’s target when it faces a low risk ( aS

L
 ), irrespective of the 

global conditions and the climate risk in the North. A possible interpretation might lie in 
the fact that the poor country prefers to boost polluting economic growth when the climate 
risk is low. Indeed, in the poorest regions, the absolute difference between polluting and 
green profits and the limited economic losses due to local damage (i.e. Li ), make the green 
strategy less convenient once the abatement target is fixed.

By contrast, when S faces high climate risk ( aH
S

 ), the outcomes depend on N. If the 
richer country has low environmental concerns ( aL

N
 ), it will establish the IEA at a lower 

level because it faces higher opportunity costs. However, under the same high climatic risk 
( aH

S
= aH

N
= 0.9 ), S is again the bottleneck because it prefers to pursue economic growth 

and to put the burden of emission reduction on N. Indeed, given the historical economic 
inequality (i.e. ΠN ≫ ΠS ), N will curb more carbon emissions, in absolute terms, once the 
same abatement target in the IEA is established. Notably, extreme climate risks ( aN

H
− aS

H
 ) 

do not necessarily lead to drastic mitigation interventions. In the case of high inequality 
and economic growth (Case 4), the IEA target will prove lower than the other cases. The 
trade-off between uncertain environmental damage and economic interests, together with 
the asymmetric historical responsibility, thus generates an impasse, as often observed in 
real IEAs.21

The abatement targets will prove more stringent in the case of higher economic growth 
(Case 2 and 4) independently of both renewable energy profitability (i.e. higher green prof-
its �E ), and the polluting/green profits gap, suggesting that economic growth brings about 
more efforts to avoid detrimental environmental effects. Interestingly, in some cases the 
proposed abatement target is particularly ambitious ( 𝜃∗ > 0.7 ) although not unrealistic. 
Indeed, the last report drawn up by the IPCC (2018) suggested that, in order to avoid a 
temperature rise greater than 1.5 Celsius degree, it is necessary to reach net zero carbon 
emissions by 2050.

5.2 � Evolutionary equilibrium and actual emissions

Table 3 reports the results of Game 2 and the GHG emissions emerging from the evolution-
ary equilibrium (as described in the green and orange panels in Fig. 1). A detailed expla-
nation of the different regimes and the stability of the equilibria is exposed in “Appendix” 
B.3. Note that the overall GHG is computed as the sum of country emissions given the 
share of polluting firms in equilibrium, namely:

Note that, in the above scenarios, the fraction of green firms in (evolutionary stable) 
equilibrium ( �∗ ) does not vary across countries because the value of the parameters (c, u, 
� and � ), that determine �∗ is the same (see Eq. B.2 and B.4 in “Appendix” B.1). However, 
the fraction of green consumers ( �∗ ) that makes firms indifferent is larger in the richer 
country (i.e. 𝛼∗

N
> 𝛼∗

S
 ) because they are needed more green consumers are required to offset 

GHG = (1 − �∗
N
) ⋅ ΠP

N
+ (1 − �∗

S
) ⋅ ΠP

S
.

21  For instance, in the case of the Kyoto Protocol compliance with the treaty was not mandatory for many 
developing countries (non-Annex I Parties).
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the absolute difference between polluting and green profits. This gap is higher in absolute 
terms in the North in all four cases.

When �∗ is enforced by law in each country, the economic structure will determine the 
actual outcome. Here, what is crucial is the role played by the consumers’ environmental 
attitude ( � ). When it is low ( �L ), the actual environmental outcome is always worse than 
what is agreed in the IEA, irrespective of any free-riding behaviour. In some cases, the 
IEA is utterly ineffective ( �∗ = 0 ) due also to the unfavourable consumers’ environmental 
attitude. This is a noteworthy result that shows the necessity of bottom-up initiatives for 
environmental policies to succeed. It also shows another source of failure of IEAs other 
than free-riding that depends on the actual socio-economic structure.

The only exception is given by the case of extreme climate risks that generate such 
an environmental target that the pay-off structure of consumers and firms is greatly 
affected. Interestingly, in these cases our model captures the over-performance 

Table 1   The setting of the parameters of the numerical simulations

The right-hand matrix reports the values of the parameters regarding green ( �E ) and brown ( �P ) profits in 
both countries (N, S). Depending on the level of economic development ( Π

N
+ Π

S
 ) and cross-country tech-

nological inequality ( Π
N
∕Π

S
 ), four alternative cases are identified (see last column). The left-hand matrix 

reports, on the top, the distribution of climate risks, i.e. either low ( aL ) or high ( aH ). The bottom part shows 
the values–either low or high—of the parameters associated to consumer willingness to finance green start-
ups (c) and environmental attitude ( � ). Note that the opportunity costs and the consumers’ utility are the 
same across all the simulation (i.e. u = 0.1 , � = 1 , b = 0.5 and d = 0.5,

North South Π
N
+ Π

S
Π

N

Π
S

Case Climate risk
(i={N, S})

�E

N
�P

N
�E

S
�P

S

0.2 0.4 0.1 0.2 0.9 2 (1) Low inequality
Low growth

Low ∶ aL
i
= 0.1

High ∶ aH
i
= 0.9

0.2 0.8 0.1 0.4 1.5 2 (2) Low inequality
High growth

Cons. Environ. Attitude

0.3 0.7 0.1 0.2 1.3 3.3 (3) igh inequality
Low growth

Low: cL = 0.3; �L = 0.33

0.6 0.9 0.1 0.4 2.0 3 (4) High inequality
High growth

High: cH = 0.7; �H = 0.9

Table 2   Optimal bargaining solution from IEA in Game 1 (i.e. �∗)

Case 1) aLN aHN Case 2) aLN aHN

aLS 0.11S 0.00S aLS 0.33S 0.19S

aHS 0.46N 0.73S aHS 0.59N 0.80S

Case 3) aLN aHN Case 4) aLN aHN

aLS 0.13S 0.00S aLS 0.26S 0.15S

aHS 0.64N 0.80S aHS 0.85S 0.59S

Each entry of each matrix represents the solution of Game 1 under the four alternative cases and climatic 
risk distribution (i.e. aH high or aL low) defined in Table 1. The superscripts S (South) and N (North), asso-
ciated to each number, stand for the country that acts as the bottleneck in the IEA. Recall that the possible 
values of �∗ range from 0 (no abatement) to 1 (zero emissions)
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observed in the real world, i.e. the country attains a greater abatement in emissions 
than what was ratified. Thus, when the top-down intervention is particularly strong the 
individual environmental attitude does not play a significant role. By contrast, when 
the environmental attitude is high the system converges towards a green-green equilib-
rium even with weaker targets ( � ). This confirms previous findings according to which 
local participation can have the positive impact of accelerating the process of cleaning 
up production and saving resources for alternative uses, because they allow govern-
ments to fix less stringent standards and avoid additional expenditures on restoring 
environmental damage (Coenen 2009).

Our model also clarifies the double-edge role played by economic growth. On the 
one hand, when it is higher the abatement target tends to be more stringent. On the 
other hand, overall GHG emissions are greater even when the share of green firms is 
relatively high. This underlines the issue of the scale of the economy and suggests that 
size matters. Thus, the feasibility of low-carbon transition plans might be weaker in 
the case of sustained economic growth, unless clean production becomes exception-
ally profitable (i.e. 𝜋E > 𝜋P ). This concern finds confirmation in the lack of evidence 
for alleged GDP-CO2 decoupling (Aslanidis and Iranzo 2009; Parrique et  al. 2019) 
that might be due to the high cost of dismantling existing structures and to the fact 
that renewable energies are still not sufficient to cover the increasing global energy 
demand.

Table 3   Results Game 2

Each entry in the top part represents the evolutionary stable share of green firms ( �∗ ) under the four alter-
native cases and climatic risks distribution (i.e. aH high or aL low) defined in Table 1. Each entry in the 
bottom part represents the actual global carbon pollution (GHG)—as the sum of emissions from each 
country—under the four alternative cases and climatic risks distribution (i.e. aH high or aL low) defined in 
Table 1, while GHG is the global emissions as the sum of air pollution from each country
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6 � Discussion

This study analysed under what conditions international environmental agreements 
(IEAs) can be effective in terms of fulfilment of the ratified emission abatement tar-
gets. To this purpose, we considered two asymmetric countries—with different eco-
nomic structures and technological development—negotiating emission reductions and 
then compared their actual environmental performance. It emerged that country-specific 
socio-economic dynamics are crucial in understanding why the IEAs might (or might 
not) fail. This claim was supported by the use of an analytical apparatus together with 
numerical simulations.

From a theoretical point of view, we offered an innovative perspective on which to 
ground multi-scale analysis. The main contribution with respect to the current literature 
on IEAs lies in modelling the country-specific economic structure which gives further 
insights to explain the gap between the promises of agreements and actual results. To 
the best of our knowledge, this study is the first to propose a two-nested-game approach 
where the outcomes of two different games are tied in a consistent framework. The pro-
posed methodology might open the door to further developments in this field and shed 
light on how to bridge the micro- and macro- scales.

Although simplifications are essential, the effects of simplifying assumptions should 
not be ignored when interpreting the results (Madani 2013). In this respect, we acknowl-
edge that there exist other drivers linked to climate change that might be relevant, such 
as: population growth, stock of emitted greenhouse gases remaining in the atmosphere, 
international trade, and time and costs required for conversion from a fossil-based to a 
zero-carbon economy. Future research might benefit from the inclusion of such factors, 
although the inclusion of too many variables, in a single tractable model, represents a 
mathematical and computational challenge.

Several implications may be drawn from our findings. First, contrary to what is 
assumed in the literature, our model shows that “global solutions”, negotiated at the 
international level, do not automatically produce the expected effects. Our framework 
allows a more accurate picture to be defined—including a variety of real-case results 
that would have been hidden in a standard context—in which even country-specific 
environmental over-performance (i.e. when carbon emissions are lower than what rati-
fied) might emerge. Moreover, the assumption of free-riding might be misleading when 
dealing with collective entities and it is not necessary to explain the failure of the IEAs. 
Rather, at the country scale, environmental performance represents the outcome of a 
complex system resulting from the interplay of a large population of economic agents 
(consumers and firms). Indeed, our results suggest that the same IEA target may lead to 
diverging results depending on the country-specific socio-economic structure without 
assuming any free-riding behaviour.

Second, alternative combinations of climate risks distribution, economic growth, and 
cross-country technological inequalities generate non-trivial consequences. The impact 
of potential climatic economic losses generates asymmetric responses: the poorer coun-
tries prefer to fix lower abatement targets, all else kept constant. However, cross-country 
inequality appears to play a role when the climate risks are extreme. Contrary to what 
might be expected, the abatement target, ratified in the IEA, is lower because the poor 
country decides to place the burden on the richer one. This might explain why, during 
the Kyoto Protocol in 1997, compliance with the treaty was not mandatory for many 
developing countries (non-Annex I Parties). Moreover, “size matters”. Higher economic 
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growth, albeit translating into higher international abatement targets, results in higher 
GHG emission, thus confirming the scepticism regarding the possibility of achieving 
absolute decoupling between GDP and emissions.

Third, our approach highlighted the fact that the relation between justice and environ-
mental targets is crucial to attain a low-carbon transition, as recently acknowledged in the 
literature (D’Alessandro et al. 2020). Increasing inequality might lead to adverse environ-
mental attitudes (i.e. � low) that might hamper the process of low-carbon transition imple-
mented via energy policies (e.g. as shown by the protests of the “Gilet Jaune” in France). 
These observations entail that governments should not simply impose environmental stand-
ards by law. Rather, top-down policies and bottom-up interventions should be coordinated; 
otherwise, they might fail if undertaken in isolation.

Appendix A: Analytical analyses of the IEA ( �)

Appendix A.1: Business‑as‑Usual (BAU)

In the absence of climate change damage (i.e. ai is null), each country maximizes its own 
welfare independently. In this case, each country i chooses the business-as-usual (BAU) 
solution ( �BAU

i
 ) so that it maximizes Πi with respect to �i . The first-order condition ( �Πi

��i
 = 0) 

returns the optimum level of emissions under the business-as-usual hypothesis:

Note that 0 ≤ �BAU
i

≤ 1 always22 and that, given di and �E,i , it increases with respect to �P,i 
because the government must fix more stringent environmental standards in order to com-
pensate the local ecological damages. On the other hand, a rich country—with �P,i high—
might prefer to fix stringent environmental standards if it has an advanced green technol-
ogy, and then when �E,i is high as well (i.e. �P,i − �E,i ≃ 0 ). Indeed, in this case, it would 
be an advantage to speed up the green transition because it can yield high profits without 
hurting the environment, so avoiding public expenditure to recover possible environmental 
damages.

Figure 2 shows the distribution of national environmental targets in case of no IEA (i.e. a 
=0) depending on the combination of green and brown profits, that range from low (0.1) to 
high (0.9). First, when 𝜋E > 𝜋P the country have convenience to set the maximum environ-
mental target (i.e. �BAU = 1 , 100% of abatement) because it can achieve economic growth 
without detrimental environmental effects. Second, the target decreases as the opportunity 
cost (d) increase because the economic loss from lower emissions, due to lower production 
of green firms, offset the environmental benefits. These two results are particularly evident 
in the bottom-right matrix, where � is particularly low (0.2) when the difference between 
polluting and green profits is maximum.

(A.1)�BAU
i

= 1 − di
(�P,i − �E,i)

�2

P,i

.

22  Since �BAU
i

 might take negative values, when �
P,i

 decreases, we bound it to be non-negative, to say it is 
null when the country opts for no environmental laws.
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Appendix A.2: Static comparative Analysis

Case I—different climatic risks let us assume that both countries have the same mar-
ginal benefits, b

N
= b

S
= b and d

N
= d

S
= d , but different climatic risks: a

N
= z̃ ⋅ a

S
 , with 

z̃ > 0. Differences in a might be due to different weights put to the environment—which 
can be related to the economic development of a region—or to the geographical location 
(e.g. Italy may suffer more from sea level rise than Russia). Let define 𝜆i =

bi

ai
> 0 as the 

benefit–risk ratio of country i, given by the marginal benefit of local production and 
potential losses from global emissions..

Proposition 1  The possibility that country S will be the bottleneck in the non-coordinated 
game (i.e. if i = S and 𝜃N > 𝜃S, then it results that �∗NC = �S), under different climatic risks, 
increases with technological inequality.

Proof  To prove it we have to find the conditions, with respect to z̃ , such that ΘN > ΘS . Let 
us substitute Eq. (6) and Eq. (7) in the above-stated relations: b

N
= b

S
= b , d

N
= d

S
= d , 

𝜆S =
bS

aS
> 0 , �

P,N
= m ⋅ �

P,S
 , �

E,N
= m ⋅ �

E,S
 , and �

E
= n ⋅ �

P
 . Then, ΘN > ΘS holds true if 

and only if:

Recalling that m is a measure of cross-country inequality, that is minimum when m = 1 
(i.e. the two countries have the same technological and income level); hence, to demon-
strate that increasing inequality reduces the threshold, we compute the following limits:

Since 𝜆
S
> 0 , then the threshold z̄ is always lower in case of greater inequality. Moreover, 

since the marginal benefit is the same, the threshold is smaller when the climate risk of 
country S is low. 	�  ◻

This proposition shows that historical inequality (m) and uneven distribution of cli-
mate risks have effects on current environmental decisions, inducing countries to agree 
to lower emission abatement levels (Tavoni et al. 2015). As seen, in case of high cross-
country inequality, if the climatic risk of the poorer country is relatively low it will pro-
pose a low environmental target that will become the Nash equilibrium as S is the bot-
tleneck of the IEA. An example is given by China which is likely to suffer from extreme 
climate events (e.g. desertification) but it prefers to further develop the industrial pro-
duction and it is thus less concerned about emission reductions.

Case II—different opportunity costs let us now consider the opposite case of equal 
climate damage, a

N
= a

S
= a but different opportunity costs of abatement: b

N
= ẑ ⋅ b

S
 , 

with ẑ > 0.

(A.2)z̃ > z̄ ≡ 1 + 𝜆S ⋅
(1 − m)

(1 + m)

(A.3)lim
m→1

z̄ = 1

(A.4)lim
m→+∞

z̄ = 1 − 𝜆
S
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Proposition 2  The possibility that country S will be the bottleneck in the non-coordinated 
game (i.e. if i = S and 𝜃N > 𝜃S, then it results that �∗NC = �S), under different opportunity 
costs, depends on the benefit-to-risk ratio of S.

Proof  In this case we repeat the same procedure of Case I, but considering that a
N
= a

S
= a 

and b
N
= ẑ ⋅ b

S
 . Then, ΘN > ΘS holds true if and only if:

Since the threshold is non-linear in �S , we compute the following limits to analyse the dif-
ferent cases:

	�  ◻

Appendix B: Analytical discussion of evolutionary equilibria

In what follows, we provide a ceteris paribus analysis of the different evolutionary sta-
ble states, of both households and firms’ share of green strategies ( � , �),23 depending on 
the stringency of the international environmental law ( � ). The solutions come from the 

(A.5)ẑ < ̄̄z ≡
a ⋅ (1 + m)

a(1 + m) + bS ⋅ (1 − m)

(A.6)̄̄z
1
= lim

m→1

̄̄z = 1; ̄̄z
∞
= lim

m→+∞
̄̄z =

1

1 − 𝜆S
.

Fig. 2   National environmental law. Distribution of environmental targets, in case of no IEA, depending on 
the combination of green ( �

E
 ) and polluting ( �

P
 ) profits and opportunity cost (d)

23  We recall that the proportion of polluting agents is the complement of the green one, since the two 
shares sum up to 1.
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replicator dynamics (see Eq. (8) and (9)): in case of the households the share of green 
consumers stabilizes when HE = HP that ensures that 𝛼̇ = 0 , while in case of firms when 
FE = FP that ensures that 𝛽̇ = 0 . The discussion of the different fixed points proceeds for 
households and firms separately because—given �—it is possible to establish analytically 
the share of firms only once the proportion of households stabilizes, and vice versa. Hence, 
in the households section we will discuss the different evolutionary stable states of green 
firms given the proportion of households, and vice versa.

For the sake of clarity, we recall the meaning of the different symbols:

•	 u: constant level of utility from consumption;
•	 � and c: environmental attitude and extra-cost to finance green start-ups, respectively;
•	 �P and �E : profits from polluting and green production, respectively;
•	 � : multiplicative factor of environmental damages.

Appendix B.1: Households

Proposition 3  Households choose the green (polluting) strategy if and only if HE > HP 
(HE < HP).

Proof  The demonstration is rather simple and relies on the common assumption of indi-
vidual as maximizer of utility. Thus, if the expected value of a strategy returns an higher 
pay-off, it will be always preferred.

In particular we have the following cases:

•	 if � = 0 , then HE > HP if and only if 𝜃 > 𝜃0 ≡
u

𝛿
 . Note that when � = 0 so does HE ; 

therefore, the only way to discourage polluting consumption is to fix � high enough to 
make HP (temporarily) negative;24

•	 if � = 1 , then HE > HP always.

	�  ◻

In case 0 < 𝜃 ≤ 𝜃0 ≡
u

𝛿
 , the solutions are given either by

or by

where Δ� = [�(c + �) + � − 2u]2 − 4(c + �)(�� − u) . From the last term of Δ� , it is 
straightforward that 𝜃 < 𝜃0 is a sufficient condition for Δ𝛽 > 0 . It holds that if � ≤

c2+4u2

4u
 the 

determinant is always positive, otherwise

(B.1)𝛽∗
0
≡

1

2
, if0 < 𝜃 < min{𝜃0,

1

2
},

(B.2)𝛽∗
1
≡

𝜃(c + 𝛿) + 𝛿 +
√
Δ𝛽

2(c + 𝛿)
if
1

2
< 𝜃 < 𝜃0,

24  We might avoid negative utilities simply by assuming any scale factor—out of the diagonal—big enough 
to compensate the gap. However, this issue does not alter the nature of the game.
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If the environmental attitude is sufficiently low (i.e. 𝛿 < u ), there is a single intersection 
between HE and HP for any value of � ∈ [0, 1] . In case 𝛽 < min{𝛽∗

0
, 𝛽∗

1
} , the expected 

reward of the polluting strategy is greater than the green one, while if 𝛽 > max{𝛽∗
0
, 𝛽∗

1
} the 

reverse holds. When 𝜃 > 𝜃0 , the two curves—HE and HP—can be either secant ( Δ𝛽 > 0 ), 
tangent ( Δ� = 0 ), or without any point in common ( Δ𝛽 < 0 ). While, in case 𝜃0 < 𝜃 ≤ 𝜃1 
( = � ≤

c2+4u2

4u
 ), HE and HP have two intersections (see Fig.  3b): the first one is �∗

0
 if 

𝜃0 < 𝜃 < min{1∕2, 𝜃1} , or �∗
1
 if max{𝜃0, 1∕2} < 𝜃 < min{1, 𝜃1} . The second solution ( �∗

2
 ) 

is given by:

In this case, if 0 ≤ 𝛽 < 𝛽∗
2
 and max{𝛽∗

0
, 𝛽∗

1
} < 𝛽 ≤ 1 , then the expected pay-off of the green 

strategy is greater than that of the polluting one, while for 𝛽∗
2
< 𝛽 < 𝛽∗

0,1
 the reverse holds. 

Figure 3c shows a case in which there is no intersection between the two expected pay-off, 
to say the green strategy is always preferred for any value of �.

Figure 3 shows the possible equilibrium deriving from the expected households’ pay-off 
as a function of the share of green firms ( � ). This might clarify the interpretation of the 
numerical simulations in Section 5.

Appendix B.2: Firms

Proposition 4  Knowing the share of households which choose the green or the polluting 
strategy in the previous period, firms prefer the green (polluting) production if and only if 
the expected pay-off of FE is greater (lower) than the expected pay-off of FP.

Proof  Let us define, neglecting for the time specification, FE = E(FE) = �fE and 
FP = E(FP) = (1 − �)fP the expected pay-off of the green and the polluting production, 
respectively, then the expected firms’ pay-off depend on both � and � . Note that FE is an 
increasing function of � , such that: FE = 0 when � = 0 and FE > 0 when � = 1.25 On the 
other hand, the expected pay-off of the polluting strategy is decreasing in � if 𝛽 > 𝜃 . 
Instead, when 𝛽 < 𝜃 the slope of the function FP depends on the sign of �P −

�(�−�)

1−�
 which 

expresses the difference between the whole profits of polluting industries and the (mone-
tary evaluation) of the environmental damages. Obviously, when this last expression is 
negative, that is when 𝛽 < 𝛽 ≡

𝛾𝜃−𝜋P

𝛾−𝜋P
 , then FE is greater than FP for any value of � . 	�  ◻

Figure 4 shows the resulting interceptions between FE and FP in the plane {�, �} . When 
𝛽 > 𝜃 there is an interior value of � ( �∗

0
 ), such that firms are indifferent between the two 

strategies, which does not depend on � . When instead 𝛽 ≡
𝛾𝜃−𝜋P

𝛾−𝜋P
< 𝛽 < 𝜃 , there is an inte-

rior value of � ( �∗
1
 ), such that FE = FP , but this value is an increasing function of � . Note 

(B.3)Δ� ≥ 0 ⟺ � ≤ �1 ≡
� + 2u − 2

√
(� − c)u

c + �
.

(B.4)�∗
2
=

�(c + �) + � −
√
Δ�

2(c + �)
.

25  The value of F
E
 at � = 1 depends on the relation between � and � . If 𝛽 < 𝜃 then F

E
= �

E
+

c(�−�)

�
 , other-

wise F
E
= �

E
.
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that 𝜃 >
𝜋
P

𝛾
 is a necessary condition to induce at least one firm to deviate from the polluting 

convention (i.e. when � = 0 and � = 0 ). More precisely, the two possible solutions are:

where Δ� is always positive.26

These results, combined with those of the previous subsection, determine analytically 
the equilibria of the evolutionary game.

Appendix B.3: Regimes

Figure 5 shows all the possible outcomes of the evolutionary game, depending on house-
holds’ and firms’ pay-off. Households and firms change their behaviour according to the 
replicator dynamics described by Eq. (8) and (9). Depending on the value of � five Regimes 
( Rr ) emerge, showing the qualitative change of the dynamic properties of the system.27 For 
the sake of clearness, we assume that the initial condition of the economy is in the pol-
luting convention where � = � = 0 and that the government establishes a certain level of 
environmental standard ( 𝜃 > 0 ). Figure 5 shows the phase diagram for each Regime. Note 
that the black circles indicate the stationary stable equilibria and the light-green horizontal 
line is the environmental target ratified in the IEA ( �).

(B.5)�∗
0
=

�P

�P + �E
,

(B.6)�∗
1
=

�[�(� − �) − (�P + �E)(1 − �)] +
√
Δ�

2c[(� − �)(1 − �)]

Fig. 3   Analysis of households equilibrium. Green and red lines are the expected pay-off of green and pol-
luting consumers, respectively. Panel (a) shows the case of single intersection, panel (b) the case of two 
interior equilibrium (and one evolutionary stable state), while panel (c) the case of no intersection and no 
interior equilibrium

26  Note that the other solution in � of F
E
= F

P
 is always negative. Moreover, 

Δ� = �2{(1 − �)[2�(�
P
+ �

E
)((� − �) + (�

P
+ �

E
)(1 − �)] + 4c(�

P
− �)

(2� + �2) + �2(� − �)2} + 4c{��
P
(�2(2 + �) − (� + �)) + �(�2�2 − � − 2�) − �2}

27  Value of parameters in Fig. 5: (a) � = 0.7 , c = 0.3 , u = 0.35 , � = 1.1 , �
E
= 0.1 , �

P
= 0.3 , � = 0.15 ; (b) 

� = 0.5 , c = 0.5 , u = 0.35 , � = 1.5 , �
E
= 0.1 , �

P
= 0.3 , � = 0.6 ; (c) � = 0.5 , c = 0.1 , u = 0.15 , � = 1.5 , 

�
E
= 0.1 , �

P
= 0.3 , � = 0.25 ; d) � = 0.5 , c = 0.1 , u = 0.15 , � = 1.5 , �

E
= 0.1 , �

P
= 0.6 , � = 0.35 ; (e) 

� = 0.5 , c = 0.1 , u = 0.15 , � = 1.5 , �
E
= 0.1 , �

P
= 0.6 , � = 0.45 ; (f) � = 0.5 , c = 0.1 , u = 0.15 , � = 1.5 , 

�
E
= 0.1 , �

P
= 0.6 , � = 0.55.
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Fig. 4   Graphical analysis of 
firms’ space of solutions. The 
intersection between the expected 
pay-off of green and polluting 
strategies in the plane {�, �}

Fig. 5   Phase diagram of the dynamical system. The red arrows show the directions of the trajectory. The 
isocline of the share of green firms ( � ) is given by the dark green curve. The isocline of the share of green 
households ( � ) is given by the horizontal dark blue line(s). The value of � is the light green horizontal line. 
The dot horizontal line is the value of u∕� . The magenta curve shows the basin of attraction of the two con-
ventions, if applicable
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R1 : when 0 ≤ 𝜃 < min{
u

𝛿
,
𝜋P

𝛾
} , the isoclines and the phase diagram of the system are 

shown in panel. 5(a). In this case there are no interior (locally) fixed points. The introduc-
tion of an environmental law ( 𝜃 > 0 ) is not sufficient to induce the system to detach from 
the polluting productive convention. The possible explanations of the failure of the policy 
( � ) can be found in:

•	 consumers are not enough aware of the potential environmental damages ( � low);
•	 high level of utility from material consumption (u high);
•	 high gap between green and dirty production ( �P − �E high) that makes convenient for 

the polluting firms to pay for the environmental damages instead of converting their 
production toward renewable energies.28

R2 includes two cases: R2a is observed when 𝜋P
𝛾
< 𝜃 <

u

𝛿
 , the polluting convention becomes 

unstable because the environmental law is high enough to induce the start-up of new green 
firms as long as 𝛽 < 𝛽  , that is the condition for which FE > FP . If 𝛽 < min{𝛽∗

0
, 𝛽∗

1
} , then all 

the trajectories departing from the polluting convention converge to the fixed point with 
coordinates ( 𝛼∗, 𝛽∗) = (0, 𝛽  ). This is a corner solution (Fig. 5b) that signals the imbalance 
between the high cost for polluting firms and the low attitude of households to environmen-
tal concerns.

R2b If 𝛾 < 𝜋P and 𝛽 > max{𝛽∗
0
, 𝛽∗

1
} the system detaches from the corner solution. As 

long as � increases, the households prefer to choose the green production. This process 
ends up when ( �∗, �∗) = (1, 1) . Thus, the only globally stable equilibrium is the green con-
vention (see Fig. 5c).

R3 When u
𝛿
< 𝜃 <

𝜋P

𝛾
 , households prefer to choose the green strategy so that they induce 

the firms to supply more green goods and services. The dynamical system is characterized 
by two locally stable fixed point, an interior point ( 𝛼∗ > 0 , 𝛽∗ > 0 ) and the clean conven-
tion ( �∗, �∗) = (1, 1) . In this case, all the trajectories departing from the polluting conven-
tion join the interior equilibrium where �∗ ≤ � (see Fig. 5d). The environmental policy has 
only a partial effect because � is not high enough to induce the expected share of firms to 
shift their production from the polluting convention. Its impact is indirect and simply 
stands on the stimulus from the demand-side.

R4 When max{
u

𝛿
,
𝜋P

𝛾
} ≤ 𝜃 < min{𝜃1, 1} households and firms prefer to choose the green 

strategy. Note that �1 is the threshold that ensures the stability of the interior equilibrium 
(see Eq. (B.3) in “Appendix” A.2.1 for the mathematical demonstration). The dynamical 
system defines two locally stable fixed points, the interior one and the green convention. In 
this regime, all the trajectories departing from the polluting convention end up to the inte-
rior equilibrium where �∗ ≤ � (see Fig. 5e), accordingly, the same considerations of the 
previous regime hold true here.

R5 When 𝜃1 < 𝜃 < 1 the only globally stable equilibrium is the green convention (see 
Fig. 5f) because the environmental law is sufficiently high to induce every agent to prefer 
the ecological strategy. Note that, in this case, the environmental target has not to be neces-
sarily high to generate the low-carbon transition; rather, its success is strictly tied with the 
economic structure of the country and with the level of citizens’ environmental attitude.
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28  Note that given � an increase in � or � may induce the system to depart from R
1

 and to follow one of the 
other regimes.
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