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Abstract
Due to the fact that it does not rely on any infrastructure to operate, Mobile Ad Hoc Networks (MANETs) have been 
experiencing an exponential period of interest and potential application. In these networks, no central entity controls its 
operation, and rather the devices cooperatively control and coordinate the network. The aim of the current work is to study 
the performance of Dynamic Source Routing (DSR) algorithm for MANETs. Extensive experiments in different scenarios 
with several parameters under free space, two-ray ground and shadowing propagation models were performed. The study 
presented here indicates distinct network performance results depending on the propagation model used. For instance, it 
shows that the algorithm has difficulties to maintain routes in environments with severe fading. In addition, management 
of radio power so that the packet transmissions are tailored to reach only the desired nodes seems to be a good compromise 
between interference and coverage.
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1 Introduction

A mobile ad hoc network (MANET) is a very flexible local 
area network, with no centralized control [1]. Its topol-
ogy can change at any time in an unpredictable way, in 
which nodes such as sensor bearing devices, laptops, and 
others, can move around at different speeds, connecting 
to one another and disconnecting without previous warn-
ing. According to [2], “MANET is a collection of wireless 
devices that form a temporary network without the collabo-
ration of any centralized administration to which hosts are 
connected”. Each node is equipped with a radio transceiver 
and appropriate antennas, which can be omnidirectional. The 
devices may act both as direct agents of a network commu-
nication or as routers. These devices are classified as source 
and destination nodes when they are in the role of direct 
agents, and are classified as intermediate nodes when they 
are in the role of routers.

Statistical propagation models,1 such as the shadowing 
model used in this work, try to mimic the influence that 

environment with buildings and others interfering obstacles, 
has on the propagation of radio waves. Therefore, the results 
offered here help filling this gap and intend to provide a bet-
ter understanding of how the routing algorithms works in 
such environments.

Due the wide variety of possible scenarios and applica-
tions, investigation about the performance and operation of 
MANETs are still active research topics. In particular, with 
regards to the routing algorithms for these networks, several 
interesting study topics remain unexplored or overlooked.

In this paper, we evaluate the performance and behav-
ior of the DSR protocol in MANETs. Tests were carried 
out considering shadowing, two-ray ground, and free-space 
propagation models, with different configuration parameters 
and two different transport protocols, Transmission Control 
Protocol (TCP) and User Datagram Protocol (UDP). With 
the contributions given in this work, it is possible to evaluate 
the system performance when using DSR and considering 
the influence of the environment (signal fading).

This paper is organized as follows. Section 2 surveys 
works found in the literature and related to the theme con-
sidered here. Section 3 presents an overview of the DSR 
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algorithm. Section 4 describes the tests performed and the 
results obtained. Section 5 includes discussions about the 
results obtained. Finally, Sect. 6 presents conclusions, final 
comments and future work.

2  Related Work

In [1], numerous functions of the DSR algorithm are 
detailed. The authors perform experiments in a 1500 × 
300 m scenario using CBR (Constant Bit Rate) and UDP 
traffic, with 10, 20 and 30 mobile devices, generating a traf-
fic of 4 packets/s. However, the authors do not specify the 
propagation model used and do not perform tests using TCP, 
thus leaving the need for further studies with other variables 
and scenarios.

The work in [3] discusses the battery consumption with 
shadowing propagation and two transmission models, 
including direct transmission model, and a vehicular cell 
model with fixed and mobile nodes. However, the work does 
not evaluate metrics such as bandwidth consumption, over-
head, and delay.

In [4], DSDV, OLSR and AODV routing protocols for 
MANETs are analyzed in road scenarios, simulating the 
communication between vehicles using NS-3 and Sumo 
simulators. By analyzing the throughput, end-to-end delay 
and packet delivery rate, the authors report that the stud-
ied algorithms can be used in vehicular ad hoc networks, 
but characteristics of those algorithms need to be further 
optimized due to the high mobility of nodes in vehicular 
networks.

In [5], a performance comparison of DSR, AODV and 
DSDV routing protocols for MANETs is performed. The 
simulations center on three parameters: throughput, packet 
delivery ratio and end-to-end delay. The NS-2.33 simulator 
is used, and results show that DSR outperforms the other 
two protocols in throughput and packet delivery ratio, and 
DSDV delivers the lowest end-to-end delay. However, the 
authors considered only the two-ray ground propagation 
model, leaving the need to evaluate other metrics and other 
more accurate propagation models.

In [6], investigation of AODV and DSR routing algo-
rithms with respect to packet delivery ratio under TCP and 
UDP environments is presented. The results show that for 
TCP transmissions, the packet delivery ratio of AODV is 
not good when compared to DSR. The authors report that 
the routing protocols efficiency depends on the number of 
packets successfully received at the destination. However, 
others metrics are not considered in this work.

3  DSR Overview

Dynamic Source Routing (DSR) is a source routing algo-
rithm, that is, the source node determines the sequence of 
nodes through which the packet should pass [1]. DSR does 
not send periodic messages to update routing information. 
This reflects in network bandwidth savings, and hence, 
battery power.

Most traditional routing algorithms only store one route, 
i.e., the main route to a destination. However, DSR has an 
additional functionality. Alternative routes are cached for 
use if the main route is broken or no longer valid. Also, 
DSR has two phases of operation: route discovery and 
route maintenance, as detailed in the following.

3.1  Route Discovery

The route discovery phase occurs when the source device 
wants to send data to a destination to which a valid route 
is unavailable. Routing algorithms in MANETs, such as 
DSR, usually use flooding as the main mechanism for 
route discovery. During floods, each device broadcasts 
Route Request (RREQ) packets to its neighbors with the 
aim of making one of these packets reach the intended 
destination. The RREQ packets contain the path traveled 
by the packet so that the return route is easily known. A 
device that receives a RREQ packet responds with a Route 
Reply (RREP) packet if it is the desired destination, or if 
it knows a route to the destination.

3.2  Route Maintenance

Link breaks in MANETs may occur due to the high node 
mobility, or the low battery level of devices. When a break 
between two devices is detected, the device that detected it 
sends a Route Error (RERR) packet to the source device, 
notifying it of the link break and that an update in its 
routing table is necessary. At this moment the alternative 
route, if one exists, becomes the main route.

4  Simulations

There is high accuracy for the data produced in experi-
ments carried out using the NS-2 open-source simulator, 
as confirmed in [7]. Therefore, in our study we use the 
NS-2 simulator considering its good previous record. The 
metrics evaluated in this work offer an indication of the 
protocol efficiency, and are given in the following.
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– Delay: time difference between sending a packet from 
the source device and receiving it at the destination.

– Overhead: number of bits of control packets required dur-
ing transmission for correctly received messages at the 
destination.

– Packet Loss: total data packet loss over a period of time.

4.1  Experimental Setup

The radio equipment used in this study has characteristics 
similar to the Lucent Technologies’ ORINOCO driver. A 
modification to the radio was made to set a nominal bit-rate 
of 2 Mb/s, and a nominal radio range of 250 m. Although 
there are newer equipments currently in use, the radio used 
in this work is the one implemented in NS-2. A detailed 
description of the radio operation bands and medium access 
protocol are given in [8].

The simulations were carried out using File Transfer Pro-
tocol (FTP) on the TCP Vegas2 variant, and Constant Bit 
Rate (CBR) on UDP3 traffic model. In the case of CBR, it 
was stipulated traffic rate at 4 packets/s, a value also used 
and justified in [1] and used in [10]. Higher rates caused 
an exponential increase of packet loss due the fact that the 
intermediate devices were unable to process and forward 
data packets due to the increase in the network congestion.

The propagation models are detailed with their character-
istics, functionalities and mathematical formulation in the 
following.

4.2  Free‑Space Model

The free-space propagation model is characterized by the 
fact that both the source and destination have complete view 
of each other, i.e., there are no obstacles between them and 
no other objects around them. The model predicts that power 
decreases with increasing distance between transmitter and 
receiver [11]. The received power P

r
 is given by the Friis 

formula as

(1)P
r
(d) =

P
t
G

t
G

r
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in which P
t
 is the transmitted signal power, G

t
 and G

r
 are 

the antenna gains of the transmitter and the receiver, respec-
tively, d is the distance between the antennas, L is other 
losses in the system,4 and � is the carrier wavelength.

In a mobile radio channel, a single direct path between the 
base station and a mobile node is hardly the only physical 
means for propagation, and hence, free-space in most cases 
is inaccurate when used alone [12].

4.3  Two‑Ray Ground Model

The two-ray ground propagation model expands the free-
space model to include a reflection component of the sig-
nal on the ground surface, i.e., it models the interference 
between the direct signal emitted from the transmitter to the 
receiver and the one reflected on the ground. As a result, 
the signal accuracy is greater than the free-space model at 
longer distances [12]. The received power P

r
 is the result 

of contributions from the direct and reflected waves, and is 
given as

in which h
t
 and h

r
 are the heights of the transmit and receive 

antennas, respectively.
With the increase in the distance, (2) shows a power loss 

greater than (1). However, due to the oscillation caused by 
the constructive and destructive combination of the two rays, 
the two-ray ground model does not give a good result at 
short distances.

4.4  Shadowing Model

As indicated in [12], environmental and infrastructural 
conditions are factors that influence the signal degradation 
in wireless communications. The shadowing propagation 
model is a static and non-deterministic model that assumes 
that there are a large number of obstacles between source 
and destination. The path loss is expressed, in dB, as

in which � is the path loss exponent, varying from 2 (free 
space environment) to 4 (urban environment) or above, G 
is a log-normal random variable with mean value � and 
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2 TCP Vegas is a TCP congestion avoidance algorithm that empha-
sizes packet delay, rather than packet loss, with a signal to help deter-
mine the rate at which to send packets. TCP Vegas detects congestion 
based on increasing Round-Trip Time (RTT) values of the packets in 
the connection unlike other algorithms, which detect congestion only 
after it has actually happened via packet loss [9].
3 In this protocol, transmission of data is performed in bursts, and 
there are no verification of the network congestion. CBR service is 
used for connections that require fixed (static) bandwidth, and it has 
as typical applications interactive audio (telephony), audio and video 
distribution.

4 Other losses not associated with propagation loss. It includes loss 
at the antenna, attenuations, loss at filters and others. Generally this 
factor is greater than 1 or equal to 1 if there are no such losses in the 
system.
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variance �2 , d is the distance between antennas, and d0 is a 
reference distance.

Propagation models such as free-space and two-ray 
ground are considered simpler and may be inaccurate. 
However, they have been largely used in many simulations 
of routing algorithms for MANETs. They are determinis-
tic propagation models that do not consider the existence 
of obstacles between transmitter and receiver. With the 
shadowing propagation model, the signal level can vary in 
accordance to the statistical distribution selected (in this 
case, the log-normal distribution). Although a complete 
fading model should also include short term fading, here 
we assume, given the bandwidth specification used, that the 
effects short term fading are minimized and dealt with by 
the physical layer. Therefore, it offers results that are closer 
to the actual propagation environments.

5  Results and Discussions

For the figures and tables given below, the following acro-
nyms apply:

– TPS: total packets sent;
– TPR: total packets received;
– TPL: total lost packet;
– %PD: percentage packet delivery;
– TBR: total KBytes received;
– TPDSR: total DSR packets trafficked;
– TPCTR: total control packets trafficked;
– WoM: without node movement;
– WM: with node movement;

For all simulations, we assume the following conditions: 

1. All nodes have same isotropic and omnidirectional 
antenna.

2. All nodes have the same radio equipment and configura-
tion.

For all simulations performed in this work, unless otherwise 
stated, the parameters in Table 1 are considered. In addition, 
for simulation using the shadowing fading model, the fol-
lowing applies: 

1. The reference distance d0 in (3) is set to 1 m.
2. Results presented are the average of thirty independent 

simulations, each with different statistical seed.

5.1  Experiment I

In this experiment, 50 devices were randomly positioned in 
an 1000 × 1000 m area, with ten devices originating traffic 
addressed to a single destination, i.e., the drain of the net-
work. Network nodes were set to move in a constant speed 
of 20 km/h at random directions. In order to limit NS-2 log 
files, the maximum simulation time was set to 300 s. Devices 
started moving for about 30 s until they stopped at a random 
selected point.5 This is repeated again at every 30 s until 
the end of the simulation. For experiments using shadowing 
propagation model, thirty different RNG Seeds were used 
to produce the average results presented. Table 2 details the 
parameters used in the simulation environment.

In addition, the following assumptions are made: 

1. Considering the scenarios with movement of nodes, all 
of them move independently of others.

Table 1  Simulation parameters for all simulations

Packet size 512 bytes
Radio interface Lucent WaveLAN DSSS
Carrier frequency 914 MHz (factory standard)
Radio power 24 dBm (factory standard)
MAC interface 802.11 h MAC protocol
Receive range 200 m
Carrier sensing range 250 m
Antenna model Omnidirectional
Traffic types FTP-TCP and CBR-UDP

Table 2  Simulation parameters for experimental II

Mobility 20 km/h
Simulation time 300 s
Number of devices 50
Occupation area 1000 × 1000 m
Mobility Random way point
Antenna gain 3.5 dB
Propagation models Free-space, two-ray 

ground and shad-
owing

5 This is a widely used mobility model for study of ad hoc network 
[1]. In such model, each mobile node begins at a random location and 
moves independently during the simulation. Each node remains sta-
tionary for a specified period that is called pause time, then moves 
in a straight line to some new randomly chosen location at a ran-
domly chosen speed up to some maximum speed, and continues to 
repeat this behavior throughout the simulation run. According to [1], 
this model produces large amounts of node movement, with network 
topology changes and a good stress in the DSR operation.
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2. Considering the nodes initial position, the average dis-
tance between a node and its 7 closest neighbors is 305 
m.

A summary of results considering channel with shad-
owing is given in Tables 3 and 4. Interestingly, the results 
show higher percentage of packet delivery when nodes are 
moving, with this percentage above 95%, for both transport 
protocols and fading parameters values.

Considering the average delay, simulations indicate 
that the two-ray ground model outperforms free-space and 

Table 3  Results of TCP simulations with shadowing

� = 2 and � = 5 dB � = 3 and � = 7 dB

WoM WM WoM WM

TPS 557 5410 151 160
TPR 441 5402 4 7
TPL 116 8 147 152
%PD 55.1% 99.65% 2.62% 4.24%
TPDSR 278,183 118,924 209,980 277,951
TPCTR 552,244 537,162 582,400 556,115

Table 4  Results of UDP simulations with shadowing

� = 2 and � = 5 dB � = 3 and � = 7 dB

WoM WM WoM WM

TPS 9292 8938 9361 9396
TPR 858 8545 4 26
TPL 8434 392 9357 9370
%PD 9.39% 95.54% 0.05% 0.28%
TPDSR 265,901 42,243 249,169 288,465
TPCTR 519,628 22,5811 685,434 561,300
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Fig. 1  Delay in two-ray ground propagation model
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Fig. 2  Delay in free-space propagation model
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shadowing, as shown in Fig. 1, compared to Figs. 2, 3 and 4. 
This difference occurs due to smaller interference seen in the 
two-ray model. Node movement has small influence in the 
results obtained with free-space and two-ray channel mod-
els. For shadowing, simulation results for scenarios using 
{�, �} = {2, 5 dB}, and {3, 7 dB} are somewhat similar, as 
shown in Figs. 3 and 4, but with lower delays seen for the 
more severe fading conditions.

In general, two-ray ground model offers better results 
for the metrics evaluated here when compared to the other 
propagation models. For instance, Fig. 5 shows simulations 
results for the overhead with two-ray ground model, notic-
ing that higher overhead is expected for TCP transmissions 
because of its greater use of control packets. For free-space 
and shadowing models, the observed overhead is higher, as 
can be seen in Figs. 6, 7 and 8. In these figures, UDP and 
TCP transmissions produces similar results for free-space 
and shadowing propagation models. It is due the fact that in 
the free-space propagation model, attenuation in closer to 

the square of the distance. However, attenuation in two-ray 
ground is proportional to the fourth power of the distance. 
The reasons for this results are better explained in Experi-
mental II.

Due to lower signal attenuation in free-space environ-
ments when compared to two-ray ground environments, 
higher number of packet collisions and channel interfer-
ence occurs. Therefore, a larger amount of MAC and DSR 
packet transmissions is observed in the mentioned figures, 
mainly in TCP transmissions. Table 5 shows the total packet 
transmissions of the MAC and DSR protocols during the 
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Fig. 8  Overhead in shadowing model with � = 3 and � = 7 dB

Table 5  Results of TCP simulations with free-space and two-ray 
ground model

TPS TPR %PD TPDSR TPCTR 

Free-space 283 118 41.7% 286,711 556,984
Two-ray ground 39,699 39,583 99.71% 4530 634,116
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simulations in environments characterized by the free-space 
and two-ray ground models. It is noticeable the larger num-
ber of transmissions of these packets occurs in the free-space 
model. This is due to the lower attenuation of the signal in 
this model, causing greater number of collisions and with 
this, greater need to resend these packets. As previously dis-
cussed, experiments to exemplify the effects of lower attenu-
ation of the free-space model and a possible solution to this 
problem are elucidated in Experiment II.

Figures 9 and 10 show the packet loss for the shadow-
ing propagation model using {�, �} = {2, 5 dB}, and {3, 
7 dB}, respectively. Figures for TCP traffic are similar for all 
models considered. Also, for shadowing model, it is notice-
able that, regardless of the transport protocol, packet loss 
is higher with higher values of � and � , due to more hostile 
propagation environment, also highlighted in Tables 3 and 
4, that summarize the results of both simulations. Finally, 
for shadowing model, it can be observed the good perfor-
mance of the algorithm’s route maintenance mechanism 

even when the nodes are moving, with better packet deliv-
ery percentage.

The following experiment explore why the two-ray 
ground model shows better delay results when compared to 
the other propagation models.

5.2  Experiment II

Results obtained in Experiment II, especially with free-space 
and two-ray ground models, indicate a large delay difference 
for these propagation models. This is due to the different sig-
nal attenuation with distance from the transmitting antenna 
expected from these models. In the free-space model, the 
signal attenuation occurs proportionally to the square of the 
distance, whereas in the two-ray ground model the signal 
decays proportionally to the fourth power of the distance. 
Therefore, the two-ray ground model causes less interfer-
ence in the channel because its attenuation is greater in com-
parison to the free-space model. An example of this can be 
seen in Figs. 1 and 2, which highlights the smaller delay in 
simulations with two-ray ground model.

A possible solution to the interference problem caused by 
lower attenuation in some propagation models is to transmit 
packets with only the minimum power required to reach the 
desired destination. For this, adjustments in the radio’s trans-
mission power may be performed depending on the distance 
between transmitter and receiver.

In this experiment, we assume the following:

– The distance between transmitter and receiver nodes is 
360 metros.

– All nodes have the same radio configuration, carrier 
sense and reception range.

– The antenna gain is set in 1.5 dB.

In this scenario, node 1 intends to send packets to nodes 2, 
and node 3 intends to send packets to node 4. Using the orig-
inal configuration of the radio (transmit power at 24 dBm), 
node 1 causes greater interference in the channel because its 
radio signal reaches all other devices. However, by reducing 
the radio power to 15 dBm, which is the minimum necessary 
to reach the desired destination, it reduces the interference in 
the network and allows for parallel transmissions to occur.

Table 6 shows the results of transmissions for which 
different radio power settings were used, highlighting the 
good packet delivery percentage and the same results in the 
free-space model for both simulated power, 16 dBm to 24 
dBm. However, in the simulation where the radio power was 
adjusted to 24 dBm, it is noticeable the greater amount of 
control packets (RTS, CTS, ARP) needed to transmit data, 
resulting in longer wait compared to simulations where the 
radio was set to 15 dBm. These results can also be seen 
in Fig. 11, highlighting the smaller delay in the free-space 
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model when radio power was set at 15 dBm. However, lower 
is the percentage of packet delivery.

6  Conclusion

In the current work, performance of the DSR algorithm for 
ad hoc networks is presented. We observe that the algorithm 
has low delay and overhead for both two-ray ground and 
free-space propagation model. An important reason for this 
is the fact that DSR operates fully on demand. However, 
for a good operation of the algorithm, adjustments in the 
antenna gain or radio power might be necessary in order to 
minimize interference. In fact, the successful operation of 
the network might be based on the careful selection of the 
radio power level. The interference level influences signifi-
cantly the performance figures, and if one wishes to optimize 
the network operation this might be a very good parameter 
to start. The nodes localization and the effects of signal fad-
ing are not considered by DSR when establishing routes. 
Therefore, the greater the distance between nodes, lower is 

the probability of receiving messages, and when these nodes 
are part of routes, these routes tend to break up more easily.

In our simulations, we found that shadowing propaga-
tion model has good results in mild fading environments. 
However, such scenarios may not accurately represent urban 
environments. Therefore, when performing the simula-
tions in more severe fading environments, with buildings 
and other constructions, the shadowing propagation model 
shows low packet delivery and high overhead results. In this 
propagation environment, the route management of DSR 
may not work correctly because often RERR messages (link 
breakage) may not reach the source device and, in such case, 
it continues sending packets to a broken link.

During the whole test, two-ray ground and free-space 
propagation models, with the static and moving nodes, 
obtained very close results for overhead and percentage of 
packets delivered. In our results, it is clear that the better per-
formance of the algorithm with regards to the percentage of 
packet delivery and other metrics is seen when TCP is used.

In an ad hoc network, devices typically have a limited 
battery life, so DSR is a good choice as a routing protocol 
because it is an algorithm designed to work on demand by 
discovering routes only when needed, and at the same time 
preserving the battery power. For future work, we would 
place our efforts to obtain better results for the shadowing 
propagation model by incorporating some additional opti-
mization, and perform experiments by adjusting radio power 
to send packets directly to the destination.
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