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Abstract
Many efforts have been done to better exploit multiple radios and multiple channels to improve system performance in wire-
less mesh networks. However, in the case of the IEEE 802.11b/g/n family of standards, there are only three non-overlapping 
channel, the simple use of orthogonal channels cannot effectively eliminate the interference. The simultaneous use of multiple 
partially overlapping channels has been certified as an effective way to further eliminate interference and improve network 
performance in 802.11-based wireless mesh networks. Good network topological structure can lead to low interference, load 
balancing and high throughput. This research looks into the problem of topology control and partially overlapping channel 
assignment to improve the performance of multi-radio multi-channel multirate wireless mesh networks. We propose an 
optimal topology control algorithm and greedy channel assignment algorithm to maximize the network capacity (in term 
of each node’s traffic delivery ratio). Simulation results present that our topology control and partially overlapping channel 
assignment method can dramatically improve system throughput.

Keywords  Wireless mesh backbone · Topology control · Channel assignment · Partially overlapping channels · Rate 
adaptation

1  Introduction

Wireless mesh networks (WMNs) have attracted a lot of 
interests of the research community and the industry due to 
the increased coverage, self-organization, and self-configu-
ration possibilities they offer to reduced deployment, hard-
ware and software cost. There are numerours applications of 
WMNs, such as broadband home networking, metropolitan 
area networks, transportation systems, health and medical 
systems, security surveillance systems, etc. The throughput 
is the main concern of WMNs, as more and more appli-
cations (i.e. real-time multimedia applications) need high 
bandwidth. In this paper, we focus on the issue of topology 
control and channel assignment in the case of 802.11-based 
wireless mesh backbone. There is a set of mesh routers, 
some of which are called gateway routers, because they can 
access the Internet through wired connections. Each router 

has a communication requirement gathering from mesh cli-
ents. The connections between gateways and mesh nodes 
form a forest (each tree is rooted in a gateway). Our task 
is to build the routing forest, assign channel to each link of 
the forest, such that the actual per-node throughput of the 
system is maximized. The per-node throughout follows the 
definition of nominal capacity in [1].

Topology control is frequently studied in wireless net-
works. Its main concern is to build a logic topology that 
fulfills certain requirements, such as well connectivity, low 
interference, balanced load, and high throughput. Some 
existing literature, such as fault tolerant method, shortest 
path tree (SPT) method, load balancing method and heuris-
tic method have already been brought forward for building 
logical topologies for WMNs. However, these methods may 
not be suitable for our object (maximizing per-node through-
put). In this paper, topology control process is to construct 
the routing forest, and prepares for the channel allocation. 
It aims to minimize the sum active time of all links in the 
system, and this is consistent with the goal of maximizing 
the per-node end-to-end throughput of the network.

To improve the capacity of WMNs, some researchers 
focus on allowing the mesh networks to equip each node 
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with multiple radios and use multiple channels (MRMC). 
In spite of this, MRMC cannot fundamentally solve the 
problem and the reason is that traditional communication 
system designs emphasize orthogonality and assign orthogo-
nal channels to paralleled transmitting nodes in close prox-
imity. However, this is severely limited. Currently, WMNs 
operate in two unlicensed frequency spectrum bands: 2.4 
GHz Industrial, Scientific, and Medical (ISM) band, and 5 
GHz Unlicensed National Information Infrastructure (UNII) 
band. Each standard (802.11/a/b/g) defines a fixed number of 
channels for use by mesh routers and mobile users, with the 
channels partially overlapping with each other. For example, 
IEEE 802.11b/g has 11 frequency channels. There is only 5 
MHz’s gap between the center frequencies, and each channel 
occupies a bandwidth of 22 MHz. The signal falls within 
about 11 MHz for each side of the center frequency. As a 
result, an 802.11b/g signal on any channel overlaps with 
several adjacent channels (also known as adjacent channel 
interference). Since 802.11b/g provides only three non-over-
lapping channels, the condition becomes more severe. As a 
consequence, there is an urgent need to extend the channel 
assignment to some overlapping frequency channels.

Partially overlapped channels can improve network per-
formance by allowing more channels to be used simultane-
ously in wireless mesh networks [2]. In this paper, we inves-
tigate topology control and channel assignment by exploiting 
the gain of using partially overlapping channels in wireless 
mesh backbone. We first analyze the relationship between 
network throughput and channel assignment by using par-
tially overlapping channels. Then, an optimal topology con-
trol algorithm is proposed to generate high quality links such 
that the total active time of all links is minimized. Finally, a 
heuristic algorithm is proposed to assign overlapping chan-
nels to links in the system such that the system throughput 
can be maximized.

The rest of this paper is organized as follows. The related 
work is discussed in Sect. 2. Section 3 describes the sys-
tem model and formulates the problem concerned. The pro-
posed topology control and channel assignment method is 
presented in Sects. 4 and 5. We investigate the performance 
of our solution through simulations and analyze the results 
in Sect. 6. Finally, Sect. 7 concludes this paper.

2 � Related Work

The topology control algorithms that minimize interference 
level can be found in [3–6]. They expected to minimize the 
interference level, to improve more spatial reuse, so as to 
improve the network throughput. In [3], the author proposed 
an optimization model on the basis of interference and link 
capacities that found out the aggregate end to end throughput 
for a given network topology having static traffic on all the 

possible disjoint multiple paths. Then they proposed new 
optimized Interference Aware Pruned Two Path (IA-P2P) 
topology control scheme which used their network optimiza-
tion model and pruned some links in the physical topology 
to select the best two among multiple completely disjoint 
paths for each owner. Some researches work on directly 
improving the network throughput, or solving robustness 
against failures. In [4], a capacity-optimized cooperative 
(COCO) topology control scheme was proposed to improve 
the system throughput in MANETs by jointly considering 
both upper layer network capacity and physical layer coop-
erative communications. In [5], authors investigated the joint 
optimization of channel allocation, power control and rout-
ing under SINR model for multi-channel multi-radio wire-
less mesh networks. They applied bio-inspired optimization 
techniques to channel allocation and power control. Authors 
in [6] proposed a heuristic method known as fault-tolerant 
interference-aware topology control (FITC) to solve robust-
ness against failures and throughput improvement in a dis-
tributed fashion. In their method, they first guaranteed that 
the network was K-Connected using the graph modification, 
routing and channel assignment. Then, power control, rate 
adaptation, channel selection and scheduling were applied 
to enhance the network throughput.

Recent studies indicate that utilizing partially overlapping 
channels to facilitate interference mitigation can improve the 
full-range channel utilization and the network throughput. 
Utilizing partially overlapped channels is Some works have 
been done to improve the network performance by exploiting 
partially overlapping channels for wireless mesh networks 
[7–12]. In [7], authors formulated the channel assignment, 
interface assignment and scheduling problem concerning 
partially overlapped channels as a linear mixed-integer pro-
gram. Their results show that the aggregate network capac-
ity increases by 90% when all partially overlapped channels 
within the 802.11b frequency band are used. A further step 
was made later in [8] and [10], where the authors addressed 
the flow allocation along with channel assignment. Their 
results revealed that partially overlapped channel-based 
design allows more flexibility in wireless resource alloca-
tion and it can make efficient use of the spectrum by provid-
ing superior channel assignment and flow allocations. Apart 
from the optimization approaches, heuristics approaches 
were also proposed to handle the channel assignment and/or 
scheduling problem, e.g., [11]. Their conclusions also shown 
the partially overlapped channel schemes bring enhancement 
of network throughput. In [9], authors proposed a new chan-
nel assignment scheme named CAEPO by considering the 
traffic-aware interference between channels as the main fac-
tor. They turned it into a metric according to the overlapping 
degree between channels. Besides that, packet loss ratio was 
another major factor in the development of their proposed 
method. Xiang and Luo [12] revisited the joint channel 
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assignment and link scheduling problem using the physical 
interference model. They cautioned that partially overlapped 
channels should be applied carefully in practice. Because the 
resulting complexity of assigning these extra channels may 
offset the marginal improvement brought by them.

In general, partially overlapping channel assignment 
schemes published can roughly be classified into two 
types: one is traffic-relevant load-aware channel assign-
ment schemes [13–15], which assume a known traffic pro-
file in the network or pre-determined paths for flows so that 
the load on each link is known before performing channel 
assignment. The task is to compute a channel assignment 
scheme to make sure that the load can be delivered in time. 
The other is traffic-irrelevant channel assignment schemes 
[16–21], which assume dynamic traffic in the network and 
assign channels for all links with the goal of minimizing 
total network interference. Ours belongs to the second type. 
Of course, there is also research on partially overlapping 
channel assignment for scenarios in the absence of informa-
tion exchange. For example, a graphical game and uncou-
pled learning based distributed partially overlapped channel 
selection method was proposed in [19], which was different 
from our proposed algorithm as ours is centralized for easy 
implementation.

Though Ding et al. [17] presented a weighted conflict 
graph by taking into account both the channel separation and 
the physical distance, its interference indicator was a 0–1 
variable that cannot accurately reflect the degree of interfer-
ence from different adjacent channels with different Euclid-
ean distances. Partially overlapped interference graph was 
used to model interference between links in [19] which was 
essentially the same as weighted conflict graph in nature. 
The objective of the formulated channel assignment problem 
was to minimize the total number of interfering link pairs or 
minimize the maximum link interference. Wang and Shi [21] 
focused on utilizing partially overlapping channels (POCs) 
to improve network capacity and proposed a traffic-irrelevant 
channel assignment algorithm, which assigned channels for 
all links in the network while minimizing total network 
interference. Wang and Shi [22] explored how to exploit 
POCs to perform end-to-end channel assignment, and they 
distinguished the application scenarios in which POCs can 
help to improve network performance, and the application 
scenarios in which POCs should be avoided in order not to 
bring in more overhead but little performance promotion.

3 � Problem Specification

The wireless mesh backbone discussed in this paper consists 
of a set of mesh routers, some of which are gateway routers 
because they have wire connection to the Internet. We con-
sider a wireless mesh backbone network, it consists of a set of 

mesh routers (each router has aggregated the communication 
requirements from end users). Some routers are called gate-
way routers because they have wire connection to the Internet. 
These gateway routers are denoted as W = {g1, g2,… , gm} . 
For simplicity, we call these gateway routers gateways, non-
gateway routers mesh nodes and nodes for both of them. 
The set of mesh routers in the network is represented with 
W ∪ V , and V = {v1, v2,… , vn} denotes the set of non-gateway 
routers.

In this paper, the use of multi-radio and multiple par-
tially overlapping channels is considered and it is based 
on 802.11b/g/n standard. The number of channels avail-
able is limited in the current network protocols. We use C 
to denote the set of partially overlapped channels (POCs), 
C = {1, 2,… , 11} . In addition, each node is able to be 
equipped with q ( q ≥ 1 ) wireless transceivers, any of which 
can work on any channel provided by the current network 
protocols. Multi-interface and multi-channel characteristics 
enable more concurrent transmissions. When one radio is 
transmitting or receiving packets on one channel, another radio 
on the same node can simultaneously undertake transmission 
on another different channel.

We assume the communication link is bi-directional and all 
traffic is to/from the Internet. The traffic demand of mesh node 
v ( v ∈ V ), is denoted as �v . Limited by the actual bandwidth, 
only certain percent of traffic demand can be satisfied. We 
use � ( 0 ≤ � ≤ 1 ) to denote the traffic delivery ratio, it means 
that for node v, only ��v can deliver from mesh node to the 
gateway.

Firstly, a logical topology should be built so that each mesh 
node can route their traffic to the Internet via the gateways. It 
means that all the mesh nodes should connect to the gateways 
(directly or through other mesh nodes). In our model, a mesh 
node only have one single path routing to the gateway, the 
routes of all mesh nodes to gateways form a set of trees (a 
forest) and gateways are the roots of these trees. The forest is 
performed and represented by G(W ∪ V ,E) . The traffic of the 
end user will converge at the tree node, which will further relay 
the traffic to their parent node in the direction of the gateway. A 
subtree which rooted at node v is called Tv , v’s corresponding 
traffic load is denoted as L(v). Thus

All mesh routers are assumed to use the same transmission 
power (we do not consider power adjustment). Node u can 
communicate with node v if they are within each other’s 
transmission range. The data rate of a link lv (the link con-
cerning node v to its parent) is determined by strength of 
the signal received, which can be represented as a function.

(1)L(v) =
∑

u∈Tv

��u.

(2)R(lv) = f (P, d(u, v)).
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Here, P is the fixed transmission power, and d(u, v) is the 
physical distance between u and v. Table 1 gives the val-
ues of f() when node’s transmission power is 20 dBm. It is 
obtained by Huawei Technologies Co. Ltd. in real environ-
ment and shows the relationship between transmission range 
and data rate.

As shown in Table 1, the interference range (cochannel 
interference) is 73 m when the transmission power is 20 dBm. 
Since nodes may use multiple radios, two node’s interference 
is defined based on their specific transceivers. Whether two 
nodes on specific radios interfere with each other depends on 
both the physical distance between them and the channels that 
their radios use. With the use of POCs for communication, 
the actual interference distance of a node decreases with the 
increasing of channel distance. Supposing the interference 
range of a node is DI when two nodes use the same channel, 
then two nodes u and v interferer with each other when the 
following condition is satisfied,

Here, s is channel separation between cu and cv ( cu means 
the specific radio’s channel of node u), s = |cu − cv| . �s is the 
channel overlapping degree. In IEEE 802.11-based standard, 
Table 2 shows the channel overlapping attenuation index 
which was calculated by Burton in [23].

Since communication links are bi-directional, two links l1 
and l2 interfere with each other iff one end-node of l1 interferes 
with one end-node of l2 (based on the specific radios that two 
nodes use for communication of these two links). Link lv ’s 
collision set is defined as the set of links that interfere with or 
is interfered by it, including lv itself, and is denoted as I(lv),

(3)d(u, v) ≤ �sDI .

(4)I(lv) = {lu|lu interferes with or is interfered by lv}.

In wireless communication system, two interfering links 
cannot transmit data simultaneously due to the signal inter-
ference. In order to guarantee successful transmissions, any 
two links in the same collision set can not be active simulta-
neously (we consider the most conservative case). That is, 
the sum of active time of all links in a collision set per unit 
time cannot exceed one. In each unit of time, the link lv is 
active for a time duration of

The total active time of all links in collision set I(lv) is 
defined as (normalized) collision time of lv , and denote it 
as t(I(lv)) , which is:

Since any two links in a collision set cannot be active at the 
same time in order to guarantee successful transmission. It 
means that for any mesh node v in V, its normalized collision 
time can not exceed one. That is,

From inequality (7), we can get

In this paper, the nominal capacity we concern is the maxi-
mal possible traffic delivery ratio. It is the maximal possible 
value of � that meets inequality (8) for each node v ∈ V  . 
That is,

(5)tlv =
L(v)

R(lv)
.

(6)

t(I(lv)) =
∑

lu∈I(lv)

tlu

=
∑

lu∈I(lv)

L(u)

R(lu)

=
∑

lu∈I(lv)

∑
u∈Tv

��u

R(lu)

=�
∑

lu∈I(lv)

∑
u∈Tv

�u

R(lu)
.

(7)t(I(lv)) = �
∑

lu∈I(lv)

∑
u∈Tv

�u

R(lu)
≤ 1.

(8)
� ≤

1

∑
lu∈I(lv)

∑
u∈Tv

�u

R(lu)

.

Table 1   Transmission range, receive power and data rate when trans-
mission power is 20 dBm

Range (m) RX power (dBm) Rate (Mbps)

15 − 68 54
16 − 69 48
21 − 73 36
27 − 77 24
33 − 80 18
38 − 82 12
43 − 84 9
64 − 90 6
73 − 92 Interference

Table 2   Channel overlapping 
degree

Channel distance 0 1 2 3 4 5 6 7–10

Overlapping degree 1 0.7272 0.2714 0.0375 0.0054 0.0008 0.0002 0
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In a scenario of wireless mesh backbone network, we are 
given some gateways and a set of mesh routers, and |C| par-
tially overlapping channels. The problem of our concern is 
that, first we should design the network topology. It means 
the connection of all mesh routers to the gateway. Thus, the 
connections between this gateways and mesh nodes form 
a forest and each tree is rooted at one gateway. Then, we 
should assign channel to each link of the forest, such that the 
network throughput defined in Eq. (9) is maximized.

4 � Topology Control Algorithm

As discussed in Sect. 3, we should first construct an opti-
mal network topology to generate high quality links. Our 
objective is to maximize the Eq. (9). According to last sec-
tion’s analysis, expected active time of link lv ’s collision set 
is the sum of all links’ active time in the set (here, expected 
active time means each node’s delivery ratio is one). Node 
v’s traffic delivery ratio is inversely proportional to the total 
expected active time. To maximize the traffic delivery ratio 
means to minimize the total expected active time of all links 
in the collision set. Therefore, link’s expected active time 
plays an important role in computing the traffic delivery 
ratio. In the topology construction stage, we should mini-
mize each link’s expected active time. That means to mini-
mize total expected active time of all links (delivery ratio of 
each node is one),

here, E denotes the link set of the forest.
This equation can be translated as following,

here, T(vx) = t(ga, v1) + t(v1, v2) +⋯ + t(vy, vx) is the trans-
mission time of vx ’s traffic demand between vx and gate-
way ga (supposing node vx ’s traffic need be relayed by 
vy,… , v2, v1 to the gateway ga ). Equation (11) shows that 
we should minimize each mesh node’s transmission time of 
its traffic to gateway.

As follows, we present the topology construction strat-
egy which can achieve minimal total mesh nodes’ transmis-
sion time. Let T�(vi) denote the optimal transmission time 
between mesh node vi and gateway set (maybe through 

(9)
TP = min

v

1

∑
lu∈I(lv)

∑
u∈Tv

�u

R(lu)

.

(10)T(L) =
∑

lv∈E

tlv ,

(11)T(L) =
∑

vx∈V

T(vx),

multi-hop, the gateway that produces the minimal value), 
the equation below can be used to get a possible route for vi 
and compute its transmission time:

here, t(ga, vi) is the direct transmission time between mesh 
router vi and gateway ga if vi can directly communicate to ga . 
Otherwise, the value is set to infinity.

The Eq. (12) means that the route can be the direct con-
nection between client vi and gateway (if there are direct 
connection between them), or through another optimal link 
between mesh router vj and gateway.

Lemma 1  Equation (12) always produces the optimal T∗(vi) 
which is equal to T�(vi).

Proof  Suppose (gb, v1, v2,… , vj, vi) is the route that 
achieve optimal transmission time T�(vi) . It is obvious that 
(gb, v1, v2,… , vj) must be the route that achieve optimal traf-
fic transmission time T�(vj) . Therefore, Eq. (12) covers all 
the possibilities of the routes, and can achieve optimal solu-
tion. 	�  □

To construct the optimal forest topology rooted at gate-
ways, we should connect each node to a tree. Let Vtree denote 
the set of mesh nodes already connected to the forest, and 
V∗ the set of the remaining mesh nodes. Suppose for every 
mesh node vj ∈ Vtree and vi ∈ V∗ , it satisfies T�(vj) ≤ T�(vi) , 
then we can use the following equation to get a possible 
route for vi.

Lemma 2  T �(vk) = T�(vk), if vk is the mesh node that pro-
duces the minimal value of T�(vi),∀vi ∈ V∗.

Proof  Through comparison of (12) and (13), the difference 
between them is that only part of the T�(vj) (nodes that are 
already added into the tree) are considered when calculating 
T �(vi) . Obviously, if T�(vi) = T�(vj) + t(vj, vi) , it must satisfy 
T�(vi) ≥ T�(vj) . Therefore, only T�(vj) smaller than T�(vi) 
should be considered when calculating T�(vi) , which is just 
the method of calculating T �(vk) in Lemma 2. 	�  □

Lemma 3  T�(vk) = minvi∈V∗ T �(vi), if vk is the mesh router 
that produces the minimal value of T �(vi),∀vi ∈ V∗.

Proof  Suppose T�(vk) is not the minimum among all the mesh 
nodes in set V∗ , there must exist a node vl that produces the 
minimal value of T�(vi),∀vi ∈ V∗ . According to Lemma 2, 

(12)

T∗(vi) = min

{
min
ga∈W

t(ga, vi), min
1≤i≤n,j≠i

{T�(vj) + t(vj, vi)}

}
,

(13)T �(vi) = min

{
min
ga∈W

t(ga, vi), min
vj∈Vtree

T�vj + t(vj, vi)

}
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T �(vl) = T�(vl) . Therefore, T �(vk) < T �(vl) = T𝛿(vl) < T𝛿(vk) . 
Since T�(vk) is the optimal traffic transmission time, T �(vk) 
cannot achieve better solution than the optimal value. There-
fore, the proposition is wrong. T�(vk) must be the minimum 
among all the clients in set V∗ . 	�  □

According to Lemmas 2 and 3, the following is the algo-
rithm for constructing the tree topology.

Theorem 1  Algorithm 1 always produces the optimal T�(vi) 
for any mesh node vi in the network.

Proof  At the beginning, when Vtree = � , we can get 
T�(vk) = t(g, vk) for the mesh router vk which produces the 
minimal value t(ga, vi) . Obviously, T�(vk) is optimal for mesh 
router vk . Our algorithm adds vk to set Vtree , generate a link 
(ga, vi) and deletes it from set V∗ . The supposition 
maxvi∈Vtree

T�(vi) ≤ minvj∈V∗ T�(vj) holds.

For the following steps, when there are q mesh nodes in 
set Vtree , suppose maxvi∈Vtree

T�(vi) ≤ minvj∈V∗ T�(vj) holds. 

According to Lemmas 2 and 3, we can get minimal T�(vk) 
by finding the minimal T �(vk) in set V∗ . Then, we add mesh 
node vk to set Vtree and delete it from set V∗ . Therefor, when 
there are q + 1 mesh routers in set Vtree , the supposition 
maxvi∈Vtree

T�(vi) ≤ minvj∈V∗ T�(vj) still holds.

I n  c o n c l u s i o n ,  t h e  s u p p o s i t i o n 
maxvi∈Vtree

T�(vi) ≤ minvj∈V∗ T�(vj) always holds in Algo-

rithm 1, which means we can always get optimal T�(vi) in 
Algorithm 1. 	�  □

5 � Greedy Channel Assignment Method

After the forest topology is generated, we should assign 
channel to each link such that the system throughput defined 
in Eq. (9) can be maximized. Maximizing Eq. (9) means 
maximizing the actual delivery ratio of each node. For this 
purpose, we should minimize each link’s collision set active 
time. So the link which will potentially cause server inter-
ference to the network should be considered first. Then we 

select the channel that ensures the link’s collision set active 
time to be the minimized and allocate it to this link. Based 
on this analysis, we propose a heuristic channel assignment 
method to tackle this problem.

For assigning proper channels for these links in order to 
cause minimal interference into the system, there are two 
problems to be solved. Firstly, we should decide the pro-

cessing order of the edges in the forest. The second issue 
is to determine which channel will be the most suitable for 
each link.

Since the link with the largest potential collision time will 
be the bottleneck of the system, it should be considered first. 
All links in the forest can be divided into two parts, solved 
link set (each link in the set has been assigned a channel), 
and unsolved link set. So the collision time of a link should 
be the sum of active time of links in collision set of two 
parts.

We use E to denote the link set of system, and E1 the 
set of links that have already been assigned channels so far 
(that is, solved link set). E2 = E − E1 is used to denote the 
set of links not considered yet (unsolved link set). I(E1, l, i) 
denotes the collision set of link l in E1 while link l uses 
channel i ( l ∉ E1 ). I(E2, l) denotes the collision set of link l 
in E2 (supposing all links in unsolved link set use the same 
channel).

Definition 1  (Solved Set Interference) The active time of col-
lision set in solved link set is defined as:

Definition 2  (Potential Interference) The active time of col-
lision set in unsolved link set is defined as:

Then we use judge metric which is w = w1 + w2 to deter-
mine which link should be considered first. The link whose 
judge metric w is the largest (supposing link l ∗ ) will be 
selected and added to the solved link set.

(14)w1 =
1

|C|
∑

i∈C

∑

l�∈I(E1,l,i)

tl�

(15)w2 =
∑

l�∈I(E2,l)

tl�

Algorithm 1 Algorithm to Construct Tree Topology
1: Vtree ← φ, V ∗ ← V, V = Vtree V ∗

2: while V ∗ = φ do
3: Find the mesh node vk that produces the minimal value of T (vi) in (13), ∀vi ∈ V ∗;
4: T δ(vk) = T (vk);
5: Connect vk to its relay node in Vtree;
6: Add vk to Vtree;
7: Delete vk from V ∗;
8: end while
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Secondly, a proper channel should be chosen to link l ∗ 
and it is based on the collision time of this link. We will 
select the channel which makes the total active time of all 
links in the collision set of link l ∗ minimized. Namely, the 
channel which minimizes Eq. (6) (link l ∗ has been added to 
the solved link set) will be selected. This two-step strategy 
will be repeated until all links are solved. The detail of this 
procedure is shown in Algorithm 2.

The quality of channel assignment can be further 
improved by repeatedly executing Algorithm 2. In each new 
round, when we compute w2 , each link in unsolved link set 
E2 use the channel which is assigned in last round. The algo-
rithm will be stopped when no more change can be made 
(no link change its channel in new round) or will be tried for 
certain times. Through our experiment, our greedy algorithm 
will converge rapidly and be fairly stable.

6 � Performance Evaluation

In this section we evaluate the performance of our proposed 
topology control and channel assignment method using 
partially overlapping channels. The simulator using C++ 
programming language has been developed to evaluate the 
performance improvement of employing topology control 
and partially overlapping channels.

6.1 � Simulation Configurations

In the simulation, we assume IEEE 802.11b protocol is used 
in the network. In the protocol, there are three orthogonal 
channels out of eleven available channels. We investigate 
the performance of our proposed method under one gateway 
situation in the first three subsections. In these settings, the 

simulations are conducted in a 200 m × 200 m region, with 
one gateway router and some non-gateway routers. The gate-
way is placed on the top left corner of the region, and the 
mesh routers are randomly and uniformly distributed inside 
the region. In the last subsection, we evaluate the influence 
of different number of gateways under different distribution 
patterns. The channel capacity is set to be  54 Mbps, which 
is the highest data rate. Each router has a total traffic demand 
of 1 Mbps. All nodes use the same transmission power level. 
Rate adaptation is introduced in our system model. Each link 
will select the most suitable data rate based on the sender’s 
transmission power and the distance between two end nodes. 
The table of transmission range and interference range by 
transmission power and data rate is shown in Table 3. It 
is obtained by Huawei Technologies Co. through outdoor 
experiments in real environment. The entry is indicated by 
the pair of data rate and transmission power (TX power). For 
example, supposing all nodes use 17 dBm as the transmis-
sion power, if the distance from vi to vj is less than 12 m, they 
can use data rate of  54 Mbps for communication.

In the following subsection, we investigate the advan-
tage brought topology control algorithm (not considering 

Table 3   Transmission range 
and interference range versus 
transmission power and data 
rate

Range (m) Rate (Mbps) TX power (dBm)

8 11 14 17 20 23

Transmission range (m) 6 29 36 43 53 64 78
9 20 24 29 36 43 53
12 17 21 26 31 38 46
18 15 18 22 27 33 41
24 12 15 18 22 27 33
36 10 12 14 17 21 26
48 7 9 11 13 16 20
54 7 8 10 12 15 18

Interference range (m) – 33 41 49 60 73 89

Algorithm 2 Greedy Channel Assignment Algorithm
1: E1 = φ: solved link set;
2: E2 = E: remanning links unsolved;
3: while E2 is not empty do
4: choose the link l∗ from E2 that the judge metric w is the largest;
5: add l∗ in E1
6: remove l∗ from E2;
7: assign channel c from C to l∗ such that equation (6) is smallest;
8: end while
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link’s channel assignment). We evaluate the performance 
of our optimal topology construction algorithm by com-
paring it with a general topology control method (shortest 
path tree, SPT). Then, we will evaluate the performance of 
our joint topology control and channel assignment method 
employing partially overlapping channels. We evaluate the 
performance of our method (termed as TCCA-POC when 
using our proposed topology control method and CA-POC 
when using SPT topology control method) by comparing it 
with the method which employs three orthogonal channels 
(termed as TCCA-Orth and CA-Orth separately) and only 
one channel (termed as TCCA-One and CA-One). We inves-
tigate the impact of the different system parameters, such as 
the number of mesh nodes and node’s transmission power 
level, on the performance of our proposed algorithms. The 
performance evaluation metric is nominal system through-
put, which is defined in (8). In the last subsection, we will 
evaluate the effects of different numbers of gateways on sys-
tem performance under different distribution patterns.

Therefore, four kinds of scenarios are simulated to evalu-
ate the network performance of our proposed method, which 
are (1) scenarios of only considering topology control, (2) 
scenarios of different number of mesh nodes with the same 
transmission power, (3) scenarios of different transmis-
sion power levels using the same number of non-gateway 
routers, and (4) scenarios of different numbers of gateways 
under different distribution patterns. For all these scenarios, 
we assume that links can adaptively choose their data rate, 
according to their power setting and the distance between 
node pairs. Each simulation runs 100 times and their average 
is taken as the result.

6.2 � Performance of Optimal Topology Construction 
Algorithm

The first experiment is to evaluate the performance improve-
ment by employing optimal topology control method. In this 
subsection, we don’t consider channel assignment for each 
link. So the metric is set as the sum of expected active time 
of all links in the tree, that is Eq. (10). Here, each node’s 
traffic delivery ratio is set to one. We compare our optimal 
tree topology construction method (termed as Optimal-TC) 
with a SPT method (termed as SPT-TC). We will investigate 
the impact of the amount of mesh routers and transmission 
power. In the former case, the amounts of mesh nodes vary 
from 30 to 100 with a step of 10. The transmission power 
for each node is set to be 20 dBm. In the latter, the number 
of mesh nodes is set to be 90 considering the connectivity 
of all mesh nodes to gateway at the minimal transmission 
power, 8 dBm.

From Fig. 1, by comparing our optimal topology con-
trol with SPT method in two cases, we could see that the 
total expected transmission time of all links in the forest 
decreases sharply in our method. Because according to the 
data in Table 1, presuming the transmission power to be 20 
dBm, there is a mesh node vi which is 64 m away from the 
gateway and the other mesh node vj which is at the midpoint 
of the line between node vi and gateway. In the SPT method, 
node vi will communicate to the gateway directly, and the 
transmission time will be 1 / 6. In our proposed algorithm, 
vi will choose vj to relay its traffic to the gateway, and the 
transmission time will be 1∕18 + 1∕18 = 1∕9 . Compared 
with the SPT method, our proposed method will save 33.3% 
of the transmission time.
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Fig. 1   Total transmission time comparison only considering topology control. a Different number of mesh nodes. b Different transmission power 
level
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Figure 1a shows the comparison between two topology 
control methods under the conditions of different amounts 
of mesh nodes. From the result, we can see that the gap 
between SPT method and our proposed method becomes 
bigger with the increase of the mesh nodes in the network. 
It means that, when the number of mesh nodes grows up, 
our proposed algorithm will encourage more nodes using 
multiple hops (but each link with high transmission data 
rate) to deliver their traffic to the gateway. When there are 
100 mesh nodes in the network, our proposed method can 
save up to 40.1% of the transmission time compared with 
the SPT method.

Figure 1b shows the cases of different transmission power 
levels. From the results, we make the following observa-
tion: (1) total transmission time decreases with the increase 
of transmission power; (2) our proposed method outper-
forms the SPT method and the superiority becomes more 
significant when we increase the power. Large transmission 
power means high data rate and long transmission range. 
This can explain the former case. Still, with higher transmis-
sion power, the transmission range is increased and more 
mesh nodes will directly deliver their traffic to the gateway 
with low data rate (these nodes cannot communicate to the 
gateway directly as those of the transmission range of the 
gateway when power is low). So the gap between these two 
methods becomes bigger, and reaches 43.4% when the power 
is 23 dBm.

6.3 � Throughput Comparison in Different Numbers 
of Mesh Routers

In this subsection, we evaluate the effectiveness of our joint 
optimal topology control and channel assignment method. 
This experiment is to evaluate how the amount of mesh 

routers affects the nominal throughout of the system. We 
compare three channel sets (only one channel, three orthog-
onal channels and eleven partially overlapping channels) 
based on our joint method and SPT case (it means the usage 
of the general SPT method for topology control). The num-
bers of no-gateway routers vary from 30 to 100 with a step 
of 10. The transmission power for each node is set to be 20 
dBm.

From Fig. 2, we make the following observations:

(1)	 System throughput generally decreases as the increas-
ing of node number in all three channel set schemes, 
due to more traffic demand and forwarded traffic load. 
When the amount of mesh routers increases, the total 
traffic demand will increase, and so will the actual traf-
fic load of the nodes that are far away from the gateway. 
This will consume more bandwidth since long hops 
to the gateway need more relay traffic, and thus will 
consume more system capacity, and finally decreases 
the system normal capacity.

(2)	 TCCA-POC method performs better than TCCA-
Orth and TCCA-One with the increase of the number 
of mesh nodes. As shown in Fig. 2, on average, the 
TCCA-POC achieves around 18.6% higher capacity 
than the TCCA-Orth and around 158% higher than the 
TCCA-One scheme. And the same case can be found 
among CA-POC, CA-Orth, and CA-One. This is 
because that our proposed method with partially over-
lapping channels adaptively selects appropriate channel 
for each link. Each link with appropriate overlapping 
channel will guarantee other links with larger chance to 
select proper channels with little interference to more 
links, to reduce the active time of link collision set, and 
finally to improve the system throughput.

(3)	 TCCA-XX outperforms the CA-XX no matter what 
channel set is employed (here, XX are POC, Orth, and 
One cases). On average, TCCA-POC achieves around 
76.5% higher throughput than CA-POC, and up to 
120.7% in the case of 100 mesh nodes. Even TCCA-
Orth performs better than CA-POC. These phenomena 
prove that our proposed topology control algorithm can 
achieve optimal forest topology, which will minimize 
the total transmission time of all links in the network 
and lead to optimal system performance.

6.4 � Throughput Comparison in Different 
Transmission Power Levels

The case of studying how transmission power used by nodes 
affects the network throughput is investigated in this subsec-
tion. The number of mesh routers is set to 90 to guarantee 
the connectivity in the minimal power case.
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As shown in Fig. 3, system capacity generally grows as 
the increasing of transmission power levels of each node in 
all six cases, due to higher transmission data rate for each 
link and fewer hops from mesh nodes to gateways. When the 
transmission power increases, the nodes that are far away 
from the gateway can use fewer hops to relay its traffic to 
gateway, and this will consume less system capacity. On 
the other hand, the link can use higher data rate to trans-
mit its traffic load when transmission power increases. This 
will reduce the expected active time of this link and leave 
more capacity for other links in its collision set, and finally 
increase its traffic delivery ratio.

The same phenomenon as last subsection we find is 
that the TCCA-POC method outperforms TCCA-Orth and 

TCCA-One in each transmission power level. As shown in 
Fig. 3, on average, the TCCA-POC achieves around 21% 
higher capacity than the TCCA-Orth and around 171% 
higher than the TCCA-Orth scheme. Finally, the same as 
(3) in last subsection, TCCA-XX outperforms the CA-XX 
in each transmission power.

6.5 � Throughput Comparison in Different Numbers 
of Gateways

In this subsection, we simulate scenarios of different num-
bers of gateways. We place 80 non-gateway nodes and M 
gateways in a 200 m × 200 m region, where M varies from 
1 to 5. The transmission power of each node is 20 dBm. 
We test two cases of distribution patterns of gateways, one 
case of which is that gateways are placed on the corners and 
center of the region, the other is random distribution. In the 
former case, gateways are sequentially deployed on the four 
corners of the square area when the number of gateways is 
no more than 4, and the fifth gateway is deployed on the 
center of the region. The results of corner distribution and 
random distribution are shown in Fig. 4.

Generally, system throughput grows with the increasing 
number of gateways in two distribution cases. The reason 
is that more gateways prompt mesh nodes to connect to the 
nearest gateway with fewer hops and high date rate. This will 
reduce the transmission time of mesh nodes to gateways and 
finally increase the network throughput.

The same as former subsections, POC-TCCA outperforms 
POC-CA to verify the superiority of our optimal topology 
control algorithm. POC-TCCA outperforms Orth-TCCA and 
One-TCCA is the outcome of adopting partially overlapping 
channels. On comparison with Fig. 4a, b, we find that ran-
dom distribution of gateways can lead to better performance 
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than corner distribution case. The reason is that random dis-
tributed gateways are closer to the mesh nodes than those 
in corner case, then mesh nodes can either use high data 
rate to communicate or connect to the gateway using fewer 
hops. When we place the fifth gateway on the center of the 
region in corner distribution, the two cases have nearly the 
same performance.

7 � Conclusion

In this paper, we have studied the issue of topology control 
and partially overlapping channel assignment in backbone 
WMNs. Our task is to construct the forest topology and 
assign proper channels to links to achieve high throughput 
for multi-radio multi-channel multi-rate wireless mesh net-
works. We first propose an optimal topology construction 
algorithm to minimize the sum of expected active time of 
all links in the forest. Then a greedy channel assignment 
method is given to minimize link’s collision set active time 
(which will improve nominal system throughput) by employ-
ing partially overlapping channels. The simulation results 
have shown that our topology control method performs bet-
ter than the other general method (SPT). Our joint topology 
control and channel assignment method using partially over-
lapping channels achieves higher throughput than orthogo-
nal channels and one-channel cases with different amounts 
of mesh nodes, transmission power and gateway distribution.
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