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Abstract We address the problem of binary classification by using a quantum version of
the Nearest Mean Classifier (NMC). Our proposal is indeed an advanced version of previous
one (see Sergioli et al. 2017 that i) is able to be naturally generalized to arbitrary number of
features and ii) exhibits better performances with respect to the classical NMC for several
datasets. Further, we show that the quantum version of NMC is not invariant under rescaling.
This allows us to introduce a free parameter, i.e. the rescaling factor, that could be useful to
get a further improvement of the classification performance.
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1 Introduction

Quantum mechanics is a probabilistic theory that turns out to be successfully predictive
with respect to a wide range of microscopic phenomena. Given an arbitrary state and a cer-
tain perturbation, quantum mechanics makes a probability distribution to obtain a possible
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value of a given observable. The quantum mechanical formalism is particularly suitable
to describe different kinds of stochastic processes, that - in principle - can also include
non-microscopic domain. In recent years a number of non standard applications of the quan-
tum formalism has arisen. For example, the quantum formalism has been widely used in
game theory [7, 16], in the economic processes [17] and in cognitive sciences. Concern-
ing this domain, Aerts et al. [1, 2, 4, 5] have shown some non-trivial analogies between the
mechanisms of human behavior and the ones of the microscopic systems.

By this perspective, another non-standard application of quantum theory is devoted to
apply it for solving classification problems. The basic idea is to represent classical patterns
in terms of quantum objects, with the aim to boost the computational efficiency of the classi-
fication algorithms. In the last few years many efforts have been made to apply the quantum
formalism to signal processing [8] and to pattern recognition [18, 19]. Exhaustive surveys
concerning the applications of quantum computing in computational intelligence are pro-
vided in [14, 22]. Even if these approaches suggest possible computational advantages of
this sort [12, 13], what we propose here is a different approach that consists in using quan-
tum formalism in order to reach some benefit in classical computation. Indeed, this have
already addressed in a recent works [11, 20], where a “quantum counterpart” of a the Near-
est Mean Classifier (NMC) has been proposed. This proposal has been constructed on the
following basis: i) first, an encoding of an arbitrary two-feature pattern into a density oper-
ator on the Bloch sphere has been presented; ii) then, a concept of “quantum centroid” that
plays a similar role as the classical centroid in the NMC has been introduced; iii) finally,
a distance measure between density operators that plays a similar role as the Euclidean
distance in the NMC has been proposed.

It has been shown (in [20]) that this quantum counterpart of the NMC - named quantum
NMC (QNMC for short) - leads to significant improvements for several 2-feature datasets.

In this paper we propose an alternative version of the QNMC, where another encoding of
real vectors (n-feature patterns) into density operators is involved. The problem to encode
real vectors by quantum objects is not trivial and it could turn out to be promising for the
whole theory of machine learning. Quoting Petruccione: “In order to use the strengths of
quantum mechanics without being confined by classical ideas of data encoding, finding
’genuinely quantum’ ways of representing and extracting information could become vital
for the future of quantum machine learning” ([21], pg.6).

We will show how the new proposed encoding leads to two relevant advantages: i), unlike
the old encoding, it allows us to extend the classification model to n-feature patterns in a
very natural way; ii) it improves the efficiency of the QNMC. In the final part of the paper
we also focus on a very considerable difference between the NMC and the QNMC: unlike
the NMC, the QNMC is not invariant under rescaling. More precisely, the accuracy of the
QNMC changes by rescaling (of an arbitrary real number) the coordinates of the dataset.
This seeming shortcoming turns out to be partially beneficial to the classification process.

The paper is organized as follows: in the first Section we briefly describe the formal
structure of the Nearest Mean Classifier. In the second Section we introduce the quantum
version of the NMC and in the third Section we compare the NMC and the QNMC on differ-
ent datasets, showing that in most of the cases the QNMC exhibits a better performance (in
terms of accuracy) with respect to the NMC. In the fourth Section we show that, differently
from the NMC, the QNMC is not invariant under rescaling. Starting with what, apparently,
is a problem we end up that this non-invariance could even be slightly beneficial. Some
conclusions and possible further developments are proposed at the end of the paper.
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2 The Classification Problem and the Nearest Mean Classifier

Here, we address the problem of classification, which is an instance of supervised learning,
i.e. learning from a training dataset of correctly labeled objects. More precisely, each object
can be characterized by its features; hence, a d-feature object can be naturally represented
by a d-dimensional real vector, i.e. x = [

x1, . . . , xd
] ∈ R

d .1 Formally, a pattern can be
represented as a pair (xi , λi) where x is the d-dimension vector associated to the object and
λi is the label that refers to the class which the object belogs to. Let L = {λ1, . . . , λN }
be the set of labels that are in correspondence with the respective classes. The goal of the
classification process is to design a classifier that attributes (in the most accurate way) to
any unlabled object a label (class). In supervised learning, such a classifier is obtained by
learning from a training dataset Str, i.e. a set Str of patterns (correctly labelled objects).
Formally:

Str = {(x1, λ1), . . . , (xM, λM)} ,

where xi ∈ R
d and λi is the label associated to its class.

Hereafter, we will deal with binary classification (i.e. N = 2) and we will assume λm ∈
{+, −}, ∀m ∈ {1, . . . , M}. Given a training dataset Str = {(x1, λ1), . . . , (xM, λM)} we can
define the positive class S+

tr and the negative class S−
tr of Str in the following way:

S+
tr = {(xi , λi) ∈ Str : λi = +} and S−

tr = {(xi , λi) ∈ Str : λi = −}.
S+

tr (S−
tr , respectively) is the set of all the patterns of the training dataset which belong

to the class labeled by + (−, respectively).
By M+ (M−, respectively) we will denote the number of elements of S+

tr (S−
tr ,

respectively). Clearly, M+ + M− = M .
One of the simplest classification method in pattern recognition is the so called Nearest

Mean Classifier. The NMC algorithm consists in the following steps:

1. Training: one has to compute the centroid for each class, that is,

x+ = 1

M+

∑

i∈{m:λm=+}
xi and x− = 1

M+

∑

i∈{m:λm=−}
xi (1)

2. Classification Cl : Rd → {+,−} such that ∀x ∈ R
d :

Cl(x) =
{ + if d(x, x+) ≤ d(x, x−)

− otherwise,

where d(x, y) = |x − y| is the Euclidean distance.

Intiutively, the classifier associates to a d-feature object x the label of the closest centroid.
As a remark, it is worth noting that, depending on the particular distribution of the objects

of the dataset, it is possible that a pattern belonging to a given class is uncorrectly classified.
For an arbitrary pattern (xi , λi), four cases are possible:

– xi is a true positive (TP) object: the pattern (xi , λi) belongs to the positive class S+
tr ,

and it is correctly classified, i.e., Cl(xi ) = +;

1For the sake of the clarity regarding the indexes, we accord to use superscript index to indicate the different
components of the vector and subscript to indicate different vectors.
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– xi is a true negative (TN) object: the pattern (xi , λi) belongs to the negative class S−
tr ,

and it is correctly classified, i.e., Cl(xi ) = −;
– xi is a false positive (FP) object: the pattern (xi , λi) belongs to negative class S−

tr , but
it is uncorrectly classified, i.e., Cl(xi ) = +;

– xi is a false negative (FN) object: the pattern(xi , λi) belongs to positive class S+
tr , but

it is uncorrectly classified, i.e., Cl(xi ) = −;

In order to evaluate the performance of NMC, one introduces another set of patterns (called
test dataset) that does not belong to the training dataset [6]. Formally, the test dataset is a
set Sts = {{y1, β1}, . . . , {yM ′ , βM ′ }}, such that Str ∩ Sts = ∅, where M ′+ is the number of
test patterns belonging to the positive class, M ′− is the number of test patterns belonging to
the negative class and M ′+ + M ′− = M ′.

Then, by applying the NMC to the test set, it is possible to evaluate the performance of
the classifier by considering the following statistical measures:

– True positive rate (TPR): T PR = #T P
M ′+

;

– True negative rate (TNR): T NR = #T N
M ′−

;

– False positive rate (FPR): FPR = #FP
M ′−

= 1 − T PN ;

– False negative rate (FNR): FNR = #FN
M ′+

= 1 − T PR;

– Accuracy (ACC): ACC = #T P+#T N
M ′ .

Let us notice that the values of these quantities are obviously related to the train-
ing/test datasets; as a natural consequence, also the classifier performance is strictly
dataset-dependent.

3 Quantum Version of the Nearest Mean Classifier

This Section is devoted to provide a quantum-inspired version of the NMC described above,
that we will call Quantum Nearest Mean Classifier (QNMC). This representation not only
could lead to exploit the well known advantages related to the quantum computation with
respect to the classical one (mostly related to the speed up of the computation), but also
allows us to make a full comparison between the performance of both classifiers (the NMC
and the QNMC) by using a classical computer only.

In order to obtain this representation, we need to fulfill the following steps:

1. for each pattern, one has to provide a suitable encoding into a quantum object (i.e. a
density operator) that we call density pattern;

2. for each class of density patterns, one has to define the quantum conterpart of the
classical centroid, that we call quantum centroid;

3. one has to provide a suitable definition of quantum distance between density patterns,
that plays a similar role as the Euclidean distance for the NMC.

On this basis, it is now possible to define a QNMC. Indeed, this framework has been
already followed by Sergioli et al. [20] in order to classify two-feature patterns (d = 2). The
classifier we propose here offers two relevant advantages: i) it allows us to work with the
general case of d-feature patterns; ii) it provides further improvement of the performance,
as we will show by applying this for several datasets.
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Let us notice that there are infinite many ways to encode a real vector into a density pat-
tern and the convenience of using one instead of others could be strictly dataset-dependent.
Even though this point would deserve further investigation, here we propose the following
encoding which is easy to compute and which gives us a quite natural way to deal with
general d-feature objects.

In order to introduce our new encoding it will be expedient to recall the notion of stereo-
graphic projection as follows. Let x̃ = [

x̃1, . . . , x̃d+1
]

be an arbitrary (d +1)-feature object
of Rd+1. The stereographic projection SP is a map SP : Rd+1 → R

d such that:

x = SP (x̃1, x̃2, ..., x̃d+1) =
(

x̃1

1 − x̃d+1
, ...,

x̃d

1 − x̃d+1

)

.

The inverse of the stereographic projection can be defined as follows. Let x =[
x1, . . . , xd

]
be an arbitrary d-feature object of R

d ; the inverse of the stereographic
projection SP −1, is a map SP −1 : Rd → Rd+1 such that:

x̃ = SP −1(x) = 1
∑d

i=1(x
i)2 + 1

[

2x1, . . . , 2xd,

d∑

i=1

(xi)2 − 1

]

, (2)

where 1∑d
i=1(x

i )2+1
is a normalization factor.

Definition 1 (Density pattern) The density pattern ρx associated to the d-feature object
x ∈ R

d is defined as:

ρx
.= x̃t x̃. (3)

Clearly, every density pattern is a quantum pure state, i.e. ρ2
x = ρx.

By using the above encoding, we define the quantum training dataset

Sq
tr = {{ρx1 , λ1}, . . . , {ρxM

, λM }}
as the set of all the density patterns obtained by encoding all the elements of Str.

This fact allows us to introduce the quantum versions of the standard centroid given in
(1), as following.

Definition 2 (Quantum centroids) Let Sq
tr = {{ρx1 , α1}, . . . , {ρxM

, αM }} be a quantum
training dataset of density patterns. The quantum centroids for the positive and negative
class are respectively given by:

ρ+ = 1

M+

∑

i∈{m:λ=+}
ρxi

and ρ− = 1

M−

∑

i∈{m:λ=−}
ρxi

. (4)

Notice that the quantum centroids are now mixed states and they are not generally
obtained by the encoding of the respective classical centroids x±. In other terms ρ± 	= ρx± .
Accordingly, the definition of the quantum centroid leads to a new object that does not have
any classical counterpart. As we will see, this is the main reason of the deep difference
between NMC and QNMC.

In order to introduce a suitable definition of distance between density patterns, we can
recall the well known distance between quantum states that is commonly used in quantum
computation (see, e.g. [15]).
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Definition 3 (Trace distance) Let ρ and σ be two quantum density operators belonging to
the same Hilbert space. The trace distance (dtr) between ρ and σ is given by:

dtr(ρ, σ ) = 1

2
Tr |ρ − σ |, (5)

where |A| = √
A†A.

Notice that the trace distance is a metric. In other words it satisfies: i) dtr(ρ, σ ) ≥ 0 with
equality iff ρ = σ (positivity), ii) dtr(ρ, σ ) = dtr(σ, ρ) (symmetry) and iii) dtr(ρ, ω) +
dtr(ω, σ ) ≥ dtr(ρ, σ ) (triangle inequality).

The choice of using the definition of quantum centroids and the trace distance intro-
duced above are not completely arbitrary. They naturally arise in a related classification
problem, which consists in classifying an unknown density pattern randomly extracted from
the quantum training dataset. Indeed, it has been shown that this problem is equivalent to
the distinguishability problem between the quantum centroids ρ+ and ρ− [3, 9]. It is a
well-known result in quantum estimation and detection theory that the probability of distin-
guishing between two density operators by optimal quantum process is upper bounded by
1+dtr(ω+ρ+,ω−ρ−)

2 , where ω± = M ′±
M ′ are the a-priori probabilities of each class [10].

We have introduced all the necessary ingredients to describe in details the QNMC
process, which, similarly to the classical case, consists in the following steps:

– obtaining the quantum training dataset Sq
tr by applying the encoding given in Defini-

tion 1 to each pattern of the classical training dataset Str;
– calculating the quantum centroids ρ± according to Definition 2 ;
– classifying an arbitrary pattern x accordingly with the minimization problem: the

quantum classifier is a function QCl : Rd → {+,−} such that ∀x ∈ R
d :

QCl(ρx) =
{ + if dtr(ρx, ρx+) ≤ dtr(ρx, ρx−)

− otherwise.

4 Experimental Results

In this Section we provide a comparison between NMC and QNMC by applying (obviously,
in a classical computer) both classifiers to different datasets. In particular, we consider three
artificial (two-feature) datasets (Moon, Banana, and Gaussian) and four real (many-feature)
datasets (Diabetes, Cancer, Liver and Ionosphere) extracted from the UC Irvine Machine
Learning Repository.

In our experiment, we follow the standard methodology of randomly splitting each
dataset in training and test datasets with %80 and %20 of the total patterns, respectively.
Moreover, in order to obtain statistical significance results, we carry out 100 experiments
for each dataset, where the splitting is randomly taken each time.

We summarize our results in the Table 1.
Let us notice that the ACC of the QNMC is significantly greater than the ACC of the

NMC for all the datsets, except for the Cancer dataset. In particular, this improvement
is even greater for the 2-feature datasets. The Cancer dataset deserves a particular atten-
tion: although we do not obtain an improvement on the ACC with respect to the NMC,
surprisingly enough the QNMC is able to perfectly detect malignant tumors (without any
classification error).
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Table 1 Average results for NMC and QNMC classifiers (in %) and their standard deviations

Datasets NMC QNMC

Name #Str/#Sts ACC TPR TNR ACC TPR TNR

Banana 4240/1060(2) 55.0 ± 1.8 57.1 ± 2.5 53.4 ± 2.2 71.0 ± 1.2 70.5 ± 1.6 71.4 ± 1.8

Gaussian 160/40(2) 55.5 ± 7.7 61.4 ± 10.7 49.7 ± 11.4 76.2 ± 5.6 70.9 ± 8.1 81.8 ± 8.7

Moon 160/40(2) 77.9±5.7 78.7 ± 9.2 76.9 ± 9.2 88.9 ± 4.4 94.3 ± 5.8 83.4 ± 7.9

Diabetes 614/154(8) 63.4 ±3.9 73.5 ± 4.6 44.9 ± 7.2 68.7 ± 3.2 69.5 ± 4.1 67.1 ± 5.1

Cancer 546/137 (10) 96.4 ± 1.4 97.9 ± 1.3 93.5 ± 3.0 93.7 ± 1.9 90.4 ± 2.9 100.0 ± 0.0

Liver 463/116(10) 53.8 ± 4.2 39.3 ± 5.9 89.3 ± 5.6 64.3 ± 3.5 59.6 ± 4.2 75.9 ± 6.9

Ionosphere 280/71(34) 72.9 ± 4.5 74.0 ± 7.6 72.3 ± 6.4 83.7 ± 4.3 58.6 ± 9.9 98.4 ± 1.6

#Str cardinality of the training dataset; #Sts = cardinality of the test set; (d) = number of features of each
element of its respective dataset

The entries with bold emphasizes the classifier (NMC or NMC) with the best statistical measure (ACC, TPR
and TNR)

5 The Rescaling Factor

A key difference between NMC and QNMC regards the invariance under rescaling. Let us
suppose that each pattern of the training and test sets is multiplied by the same rescaling
factor t , i.e. xm �→ txm and ym′ �→ tym′ for any m and m′. Then, the (classical) centroids
change according to x+ �→ tx+ and x− �→ tx− and the classification problem of each
pattern of the rescaled test set becomes

arg min
i∈{+,−}

d(tym′ , txi ) = √
t arg min

i∈{+,−}
d(ym′ , xi ), (6)

which has the same solution of the unrescaled problem, i.e. t = 1.
On the contrary, the QNMC turns out to be not invariant under rescaling. Far from being

a disadvantage, this allows us to introduce a “free” parameter, i.e. the rescaling factor, that
could be useful to get a further improvement of the classification performance as it is shown
in Fig. 1 for the 2-feature datasets. The pictures in Fig. 1 represent the experimental results
where we repeated the same experiments described in the previous Section by rescaling
(within a small range) the coordinates of the initial dataset. The picture of the Fig. 1 shows

Fig. 1 Accuracy vs rescaling factor for Banana (left), Gaussian (medium) and Moon (right) datasets. For a
fixed t , each point corresponds to an average of the accuracy under 20 experiments and its standard deviation
is represented by the corresponding error bar. In each plot, we fix the y-axis to the case t = 1 (no rescaling).
The dotted line represents the average accuracy reached by the NMC
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that for each dataset there is an interval (It ) of the rescaling factor t such that for any
t ∈ It the average values of the accuracy are slightly greater than the accuracy values of the
respective unrescaled cases. Unfortunately, we do not find a significative improvement with
the other datasets.

Even though, in principle, it is not possible to establish an a priori superiority of QNMC
with respect to the NMC according to the well known No Free Lunch Theorem [6], the
method we introduced allows us to get some relevant improvements of classification when
we have an a priori knowledge about the distribution of the dataset we have to deal with.
In other words, if we need to classify an unknown pattern, looking at the distribution of the
training dataset, we can know (before the classification) if: i) for that kind of distribution
the QNMC performs better than the NMC and ii) what is the suitable rescaling has to be
applied to the original dataset in order to get a further improvement of the accuracy.

6 Concluding remarks

In this paper we introduced a quantum-inspired version of the Nearest Mean Classifier,
obtained as a quantum counterpart of the three fundamental ingredients of the NMC: i) a
definition of quantum pattern, ii) a definition of quantum centroid, iii) a distance between
quantum patterns. Unlike the proposal presented in [20], this new version of the QNMC can
be easily generalized to d-feature patterns and provides more relevant improvements of the
accuracy. Anyway, this investigation is far to be concluded. A further development will be
focused on finding out the encoding (from real vectors to density operators) that guarantees
the optimal improvement (at least for a finite class of datasets) in terms of the classification
process accuracy. On this basis, it will be useful to compare the optimal QNMC also with
other commonly used classical classifiers.

Let us finally remark that, in general, the set of all correctly classified patterns obtained
by the NMC is not a subset of the set of all correctly classified patterns obtained by the
QNMC. On this basis, it could be interesting to investigate a suitable method to mix both
classifiers in order to reach a further improvement of the classification accuracy.
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