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Abstract
The encouraging trend of usage of human machine interfaces in diverse areas has driven the evolution of Automatic Speech 
Recognition (ASR) systems during last two decades. Lately, the inclination has been towards the use of machine learning 
techniques for under-resourced human languages primarily to focus on designing of voice activated digital tool for a sizable 
portion of computer illiterate speakers. A vast majority of the works in this field have employed shallow models like con-
ventional Artificial Neural Network and Hidden Markov Model in combination with Mel Frequency Cepstral Coefficients 
and other relevant features for the applications of speech recognition systems. Although these shallow models are found 
effective, but to minimize human intervention from the approach and also to yield the better system performance, recent 
research has focused to incorporate deep learning models for ASR applications especially for under-resourced languages. 
Sylheti language, a member of Indo-Aryan language group, is an under resourced language which has more than 10 million 
Sylheti speakers living across the world mostly in India and Bangladesh. Focusing on the need of an ASR model for Sylheti, 
this work aims to design a robust ASR model for an under resourced language Sylheti by employing state-of-the-art deep 
learning technique Convolutional Neural Network (CNN). To find out the best and suitable ASR model for Sylheti, certain 
ASR approaches are formulated and trained by Sylheti isolated and connected words. The specially configured ASR model 
based on CNN is trained with clean, and noisy speech data which are necessary for training and making the system robust. 
Thereafter, a comparative analysis is presented by configuring the ASR model by some shallow models like Feed-forward 
neural network, Recurrent neural Network, Hidden Markov model and Time Delay neural Network. Experimental results 
indicate that the proposed CNN based ASR system works well for Sylheti language and the performance accuracy obtained 
by the system is found to be satisfactory despite the system demonstrating certain training latency.

Keywords  Automatic speech recognition · Mel frequency cepstral coefficient · Under resourced language · Sylheti · Time 
delay neural network · Convolutional neural network

1  Introduction

Growing popularity of usage of smart devices has led to the 
attractive application of automatic speech recognition (ASR) 
framework among people during last two decades. Speech 
recognition technologies play an important role in increasing 
the use of speech interface for native and illiterate speakers 
(in large proportion) who are residing in remote areas in 
multilingual countries like India. Man–machine interaction 
system becomes easier and effective through the use of a 
speech interface software (SIS) which offers easy handling 
features rather than the conventional input tools like key-
board and mouse, especially for differently-abled person. 
Automatic speech recognition (ASR) system is considered 
the most important component of an SIS, which offers 
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machine learning capability. Despite significant advances, 
ASR still remains one of the most challenging issues in 
speech and language research in terms of its robustness and 
noise tolerability.

ASR is the technology which maps a speech signal from 
a continuous-time sequence to a sequence of discrete entities 
called phonemes (or speech sounds), words, and sentences 
(Rabiner & Juang, 1993). Speech has been the most effi-
cient communication medium through which human beings 
exchange their thoughts among each other. Being a com-
plex signal, speech carries not only the message but also 
holds speaker's identity, linguistic entities, dialects, emotions 
and so on (Sharma & Sarma, 2016). As the application of 
ASR system has been increasing significantly over the last 
few decades, development of the ASR system and related 
research in well-resourced human languages such as English, 
Russian, German, Japanese, Mandarin, etc. have attained a 
significant level (Dhanashri & Dhonde, 2017; Kunze et al., 
2017; Padmanabhan & Johnson Premkumar, 2015; Waibel 
et al., 1989; Wang et al., 2019). In most recent years, various 
researchers have contributed their work in the field of ASR 
considering various under-resourced (UR) human languages 
(Alotaibi et al., 2010; Besacier et al., 2014; Nassif et al., 
2019; Sharma et al., 2013). Sylheti, an under-resourced lan-
guage, belongs to Indo-Aryan language group, and accord-
ing to Ethnologue, more than 10 million people speak Syl-
heti as their first language across the world. Out of which, 
major section of Sylheti speakers resides in Bangladesh and 
a partial section live in Assam and Tripura, India. It has been 
observed from the literature that Sylheti has been explored 
with very limited scientific work in linguistic as well as in 
technological context (Chakraborty & Saikia, 2019; Gope, 
2018). Though English is a globally recognized language, 
out of the world's total population, only 1.5 billion speak 
English (i.e. 20% of the Earth's population). Moreover, most 
of those people are not native English speakers. According 
to 2011 census report in India, it is estimated that only 15% 
population of India speak English as their native language. 
As a result, it has prompted the researchers to study about 
native as well as under resourced (UR) languages like Syl-
heti, to bridge the digital gap so that the English illiterate 
section can also take the advantage of the technology. In the 
field of speech recognition, there are various methods of par-
ametric and non-parametric representation of acoustic wave-
forms (Sharma & Sarma, 2017). Among the various meth-
ods, Mel Frequency Cepstral Coefficients (MFCC) is the 
most widely used technique because this acoustic feature can 
provide cepstral description of an audio clip (Shrawankar & 
Thakare, 2013). A major portion of the previously reported 
works commonly have preferred to use some shallow models 
like Recurrent Neural Network (RNN), Time Delay Neural 
Network (TDNN), Hidden Markov Model (HMM), etc. as 
common tools for speech-based application(Bhardwaj & 

Londhe, 2012; Peddinti et al., 2015; Sharma et al., 2013). 
RNN is considered essential in many speech processing 
applications as it tracks time variations and mimics the 
action of human brain with an assembly of feed-forward 
and feedback connections. TDNN is also another technique 
which has the ability to capture the relationship between 
the input and output data with variations in time (Waibel 
et al., 1989). On the other hand, HMM is a standard statisti-
cal tool for signal processing applications. All these tools 
have established their credentials in a range of applications. 
These shallow models in combination with MFCCs have 
been found to be adequate for a range of conditions and 
demonstrated significant capability to imitate the human 
brain speech perception mechanism till the concepts of deep 
learning evolved.

Deep neural network architectures have gained much pop-
ularity in the recent attempts to enhance the performance of 
ASR systems. Further, to a large extent, the deep learning 
mechanisms have been able to overcome the problems of 
the shallow features and the conventional classifiers (Young 
et al., 2018). Recent studies establish that the signal process-
ing in the human brain can be better depicted by the deep 
learning mechanism because it can find out more abstract 
features from the input data that represents the spectral and 
temporal information as interpreted by the brain (Cox & 
Dean, 2014). It is noteworthy that the language shows some 
notable variations with respect to geographical distributions 
and speaker to speaker ethnographic background. These 
make it important to develop an efficient language specific 
system based on contemporary processing and classifica-
tion approaches for reliable speech and speaker recognition 
system. A remarkable change in the state of the art makes 
the ASR systems more and more effective and used in many 
applications like assistance to independent living of people, 
voice control, language learning and translation, etc.

The organization of the paper is as follows. Section 2 pre-
sents some of the related works in speech processing field in 
recent times. Section 3 gives a brief overview of the basic 
theoretical considerations related to the proposed work. In 
Sect. 4, the proposed system model and the speech dataset of 
the proposed ASR model are discussed. In Sect. 5, details of 
the experimental findings are presented. Section 6 concludes 
the work.

2 � Related work

Despite significant advances in ASR over the last decades, 
humans still outperform the machine learning systems, espe-
cially on recognition tasks in noisy background conditions. 
Deep learning algorithms shows the driving force behind 
state-of-the-art algorithms for machine learning capabilities, 
and for natural language processing (Goldberg et al., 2018; 
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Xie et al., 2018) to make available a robust and efficient 
ASR for the end users. Feeding the inputs into the multiple 
layered structure in deep learning technology has proven 
to be more efficient while focusing on non-linear functions 
with fewer parameters in comparison with the large number 
of parameters required to represent the same functions in 
a shallow architecture (Nassif et al., 2019). Two ASR sys-
tems in Amazigh under resourced language are presented 
in (Telmem & Ghanou, 2020) by applying CNN approach 
and conventional HMM classification model. In this work, 
CNN based system shows better recognition accuracy than 
HMM based system. Few works presented by Microsoft 
in the area of speech in recent times by employing deep 
learning techniques is deliberated by Deng and his research 
associates (Deng et al., 2013). This paper shows that speech 
recognition and related applications such as spoken dialogue 
and language modeling works can improve the system per-
formance with the application of deep neural networks com-
pared to traditional practice of using GMMs-HMMs. A com-
prehensive study is carried out and presented in (Nassifet al., 
2019) by Nassif and his co-partners providing speech rec-
ognition works considering various deep learning methods 
on multiple languages. Authors in this paper have focused 
on using DNN-HMM based hybrid models and long short-
term memory (LSTM) RNN in designing ASR systems as 
they yield better results. In another speech related work, the 
application of DNN in voice command recognition work is 
presented (Sokolov & Savchenko, 2019). A hybrid architec-
ture mixing of CNN and bidirectional LSTM investigated 
in (Passricha & Aggarwal, 2020) has proved to be compu-
tationally efficient by achieving optimal result performance 
in speech recognition task.

These scientific developments especially in ASR tech-
nologies for various human languages and also the recent 
trend of application of deep learning in designing a robust 
ASR system motivate us to explore the Sylheti language 
in the broad applications of ASR. Sylheti language has 
its own distinct script Syloti Nagari wherein 32 Sylheti 
alphabets are inscribed. Distinctive way of pronunciation, 
de-aspiration and deaffrication, etc. are some unique char-
acteristics of this language (Gope, 2018). Due to the avail-
ability of very few open-access resource in this language, 
Sylheti is still unexplored and under-resourced language. 
Considering the necessity of a robust ASR model to inves-
tigate the unique features of this language, we propose to 
design two ASR systems for the Sylheti language: one for 
isolated words and other one for connected words consid-
ering speech samples from the Sylheti speech dataset. As 
deep learning is the state-of-the-art in recent times and 
CNN becomes the leading architecture of deep learning 

approach, we are focusing on designing and developing 
of Sylheti speech recognition system by employing a 
new CNN based approach. The clean speech samples and 
derived noisy speech are considered to train with the soft-
max classifier, and performance is compared with bench-
mark techniques like RNN, FFNN, TDNN, and HMM.

The next section explains the theoretical definition of 
relevant modules of a generic ASR system.

3 � Basic considerations

In this section we have included basic theoretical aspects 
that are relevant for designing the ASR system.

3.1 � Pre‑processing

Pre-processing is a very important stage in ASR system 
which involves a series of signal analysis on the input of 
speech data. It is essential in order to achieve high rec-
ognition accuracy. After a series of signal analysis steps 
through analog-to-digital (A/D) conversion, silence and 
unvoiced part removal, end-point detection, pre-emphasis 
filtering, and finally windowing, the windowed version of 
the voiced part of each signal is derived. In this proposed 
work, each speech signal is recorded with 16 kHz sam-
pling frequency and quantized the sample by 16 bits to 
derive a digital speech signal. End point detection process 
is implemented by locating the beginning and end points 
in the utterance manually to extract the voiced part. There-
after, a pre-emphasis filter is used to boost the amplitude 
the high-frequency components of the extracted voiced 
part. For the proposed ASR systems, a first-order high-
pass finite impulse response (FIR) filter is applied on the 
voiced part of each speech signal according to

where, xv[n] is the input signal (voiced part) to the pre-
emphasis filter and xp[n] is the output.

Due to time varying nature of speech signal, voiced 
part of the signal is segmented into short frames which are 
assumed to be stationary and speech analysis is carried out 
on the frames. In this work for Sylheti, frame duration of 
32 ms with an overlap of 10 ms are considered. Thereafter, 
a windowing operation is performed on frames to minimize 
the signal discontinuities at the borders of the frame. In this 

(1)xp[n] = xv[n] − 0.95 xv[n − 1];
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study, Hamming windowing w[n]on each frame is imple-
mented using the following equation:

where N is the number of frames in a speech sample and n 
refers to the current sample.

3.2 � MFCC feature extraction

Feature extraction is the process of obtaining parameter repre-
sentation of the speech signal through differentiation and con-
catenation processes. There are numerous methods for feature 
extraction (Shrawankar & Thakare, 2013). MFCC is the most 
prominent one and established feature extraction technique, the 
one used in this work, which has vast application in automatic 
speech and speaker recognition systems using the Mel scale. 
Mel scale is based on the human ear scale (Shrawankar & 
Thakare, 2013). MFCCs are the coefficients that collectively 
make up a Mel frequency cepstrum (MFC). It is based on the 
nonlinear human perception of the frequency of sounds. These 
MFCC coefficients represent audio based on perception. Since 
the MFCC can represent a listener's response system clearly, so 
people are applying MFCC as an established feature in speech 
recognition system. The proposed ASR work for Sylheti lan-
guage derives and employs a set of 13 MFCC coefficients as 
the representative features for a frame. The basic architecture 
of MFCC feature extraction process is shown in Fig. 1.

Initially, the discrete Fourier transform (DFT) is applied to 
the windowed version of each speech frame (in time domain) 
to derive the frequency components(spectrum). It is computed 
by employing fast Fourier transform (FFT) for each frame. In 
next step, the mel-scaled filter bank having linearly spaced fil-
ters is applied on the spectrum. The speech signal is not linear 
and human ear is less sensitive to higher frequencies. Due to 
wide ranged feature of FFT spectrum, Mel-Scaled Filter Bank 
is used to convert it to mel-scale. Mel-scale is roughly linear 
below 1 kHz and logarithmic above 1 kHz. The conversion 
formula from the frequency scale to the mel-scale is given as-

(2)w[n] = 0.54 − 0.46 cos

�

2
∏

n

N − 1

�

; 0 ≤ n ≤ N − 1 where fmel is the mel frequency corresponding to the linear 
frequency flinear . Finally, log is taken from the output fmel 
and discrete cosine transform (DCT) is applied to it to obtain 
the magnitudes of the resulting spectrum.

3.3 � Classifier

Speech recognition is a kind of pattern recognition prob-
lem, and hence the goal of a classifier in ASR system is to 
partition feature space into class-labelled decision regions. 
Post-processing operation in ASR system involves the appli-
cation of classifier. During classification, decisions are made 
based on the similarity observed from training patterns using 
information relating to known patterns. Then, they are tested 
using the unknown patterns. Brief description about CNN 
along with other four classifiers, which are employed in this 
proposed work, are stated here.

1.	 FFNN: FFNN is known as the most popular and simplest 
type of artificial neural network (ANN) model, which is 
composed of layered structured of neurons. The concept 
behind the standard FFNN network is that the flow of 
information (in the form of neurons) takes place con-
stantly in the forward direction from the single input 
layer to the output layer (single) through one or multiple 
hidden layer(s). The general layout of FFNN comprising 
of one hidden layer is shown in Fig. 2. FFNN algorithm 
computes a function f on fixed size input x such that 
y = f(x) for a training pairs (x,y). During forward propa-
gation, two operations pre activation and activation take 
place at each node of hidden and output layer in this 
network (Fausett, 2006).

2.	 RNN: RNN is another variant of ANNs where informa-
tion processes in loops from layer to layer so that the 

(3)fmel = 2595 log10

[

1 +
flinear

700

]

;

Fig. 1   Computation of MFCC feature Fig. 2   FFNN architecture
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state of the model is influenced by its previous states. 
Unlike stateless FFNN, RNN network has an internal 
memory which allows it to store information about 
its past computations. Thereby, the RNNs provides 
dynamic temporal behavior and model sequences of 
input–output pairs. RNN can compute its output at time 
t based on the information computed at a previous time 
(t—1). When it is required to predict the next word of 
a sentence, the state of previous words is required and 
hence there is a need to remember the previous words. 
This issue is resolved with the use of the internal mem-
ory (Gevaert et al., 2010). A simplest working structure 
of RNN model is shown in Fig. 3. The notations used in 
this structure represent as:

	   xt denotes the input to the RNN at time t, ht is the 
state of the hidden layer(s) at time t, ot is the output of 
the RNN at time t, and ϴ represents the weight value in 
the communication link between two layers. 

3.	 TDNN: A TDNN is another class of ANNs which is 
similar to FFNN except that it is associated with a time 
delay in its input neuron and hidden neuron. It provides 
a simple way to represent a mapping between past and 
present values. The inputs to any node i can have the 
outputs of earlier nodes not only during the current time 
step, but during some amount of delay d of previous 
time steps (t–1, t–2,…., t–d) (Waibel et al., 1989). Fig-
ure 4 depicts the general architecture of TDNN.

4.	 HMM: HMM is a statistical tool that models a system 
based on Markov chain (Alotaibi et al., 2010; Bhardwaj 
& Londhe, 2012). A Markov chain tells us something 
about the probabilities of sequences of random varia-
bles, states, each of which can take on values from some 
sets. These sets may include words, or tags, or symbols 
representing anything. It attempts to find out the hidden 

parameters from the observed ones. Speech recognition 
uses a slightly adapted Markov Model which accepts the 
smallest speech entities as states in the Markov Model. 
When a word enters the Hidden Markov Model, it is 
compared with the best suited model (entity). According 
to transition probabilities, there exist a transition from 
one state to another. A state can also have a transition to 
it's own if the sound repeats itself. An HMM model can 
be formulated by

•	 a set of states Q,
•	 a set of transition probabilities A,
•	 a set of observation likelihoods B,
•	 a defined start state and end state(s), and
•	 a set of observation symbols O, which is not drawn 

from the same alphabet as the state set Q

5.	 CNN: CNN architecture differs from the traditional mul-
tilayer perceptron to ensure some degree of shift and 
distortion invariance. This type of network is a kind of 
discriminative deep architecture which consists of one or 
more convolutional layer and a pooling layer. A common 
architecture of CNN with basic components is presented 
in Fig. 5.

	   Basically, convolutional networks used in speech pro-
cessing include trainable multistage architecture with 
each stage consisting of multiple layers (Nagajyothi & 
Siddaiah, 2018). The input and output of each stage are 
sets of 1D arrays called feature maps. The output stage 
represents features extracted from all locations on the 
input. Each stage generally consists of a convolution 
layer, nonlinearity and a pooling layer. A single or mul-
tiple fully connected layers operate after several con-
volution and pooling layers. Similar to shallow ANN, 
weights are shared in the convolutional layer whereas 
the pooling layer sub-samples the output generated by 
the convolutional layer and decreases the data rate of the 
below layer of the stacked model.

Fig. 3   Working structure of RNN

Fig. 4   TDNN architecture
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4 � Proposed ASR work

In this section, we discuss the ASR models designed for 
the recognition of Sylheti words using soft computation 
models. Proposed ASR model includes pre-processing and 
post-processing operations. Steps starting from recording 
of speech signals to feature extraction are termed as pre-
processing. On the other hand, post-processing involves 
modelling of feature vectors and classification of words to 
be recognized through training and testing phases respec-
tively. The system architecture of the proposed model is 
depicted in the Fig. 6.

Speech signals are pre-processed first according to 
the steps mentioned in Sect. 3. Thereafter, pre-processed 
signals are fetched into convolutional layer followed by a 
pooling layer in feature learning stage. Finally, after inves-
tigating pre-processed signals passing over two convolu-
tion layers, feature maps resulting out from the feature 
learning stage are retrieved by classification stage. A fully 
connected layer in classification stage accepts the results 
of the convolution/pooling process and uses them to clas-
sify the words into a label. Preparation of speech data-
set which is the most important component required for 
speech recognition is mentioned in the following.

Fig. 5   CNN working model

Fig. 6   System architecture of the proposed ASR model
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4.1 � Dataset

The primary requirement for an ASR system is the data sam-
ple of a speech database. Samples from such database are 
used for training and testing of ASR system to establish the 
machine learning capability of language. As mentioned in 
Sect. 1, speech samples are collected for isolated words and 
connected words to design ASR systems for the Sylheti lan-
guage in two separate sessions. In first session, 30 isolated 
Sylheti words including 10 digits (0–9) are selected for creat-
ing the database for isolated words. Table 1 presents ten digits 
from 0 to 9 in Sylheti with their pronunciations. The speech 
samples are recorded in a closed room environment. The 10 
native speakers of Sylheti speaking areas (in the age group of 
25 to 70 years) are told to utter the selected 30 isolated words.

Each speaker utters each word 10 times. Thus, a set of 
3000 clean speech samples are derived. In order to enhance 
the training data and also to find the robustness of the proposed 
ASR systems, noisy speech of different SNR values (1 dB, 
0 dB and -1 dB) are obtained by adding Gaussian white noise 
of these SNR values into the clean speech of 3000samples. 
Altogether 12,000 speech samples (3000 × 4) are derived, and 
these samples are used by the proposed ASR models for iso-
lated words in our first set of experiments. Further, to prepare 
speech data for connected words in Sylheti, the mostly spoken 
10 Sylheti sentences are chosen. The same native speakers (10 
nos) have contributed their voices by reading out 10 sentences 
in closed room environment in second phase of recording. 
Total utterances of 3000 clean samples of connected words 
are collected in this session when each sentence is uttered by 
each speaker 30 times.

In order to increase the data set for training, noisy speech 
of SNR values of 1 dB, 0 dB, and − 1 dB are added to the 
clean speech of 3000 samples independently. Thus, another 
set of 9000 samples of noisy speech are derived for connected 
words. Thus, complete set of 12,000 utterances are consid-
ered for designing connected word ASR system for the Syl-
heti language. As recording essentials, a unidirectional iBall 
microphone and PRAAT voice recording software are used. 
In the process of recording in both sessions, the sampling 
rate of 16 kHz and mono channel mode are chosen. Speak-
ers are asked to sit in front of the microphone at a distance 
of 10–12 cm before giving their voices. In case of connected 
words in Sylheti, all the clean speech of 3000 samples along 
with the noisy speech samples of 3000 each for SNR 1 dB, 
SNR 0 dB, and SNR − 1dB are selected to exercise inde-
pendently. From each set of 3000 samples, 1800 samples are 
considered for training and the remaining 1200 are chosen for 

testing. These training and testing data are independently used 
by each classifier of the proposed systems.

5 � Experimental details and results 
of the proposed ASR systems

This section includes discussion on the experimental results 
obtained from trials carried out to fix the layer sizes of the neu-
ral network architectures used for the purpose, performance of 
the proposed system and comparison with benchmark tech-
niques, covering training time learning curves. The experi-
mental results for the recognition of Sylheti language by using 
various softmax classifiers are summarized here.

In this work, we propose two sets of ASR systems for Syl-
heti by employing CNN model: one for isolated words and 
another for connected words. The first set of experiments are 
carried out on 3000 clean speech samples of Sylheti isolated 
words from the constructed Sylheti speech database along with 
derived noisy speech of 3000 samples each for three SNR val-
ues of 0 dB, 1 dB and − 1 dB. Among these 3000 samples for 
each case, 1500 speech samples (30 words × 5 speakers × 10 
times) are used for training and another set of 1500 speech 
samples (30 words × 5speakers × 10 times) are used for test-
ing independently. Second work concentrates on to carry out 
experiments on Sylheti connected words. This set of experi-
ments are exercised on 3000 clean speech samples of10 Sylheti 
sentences and noisy speech of 3000 samples each derived for 
SNR 0 dB, 1 dB and − 1 dB. Out of 3000 samples for each 
case of data, training set comprises of 1800 samples (10 sen-
tences × 6 speakers × 30times) and that of testing set includes 
1200 samples ((10 sentences × 4 speakers × 30 times).

The following parameters are considered for proposed sys-
tem in order to carry out the experiments to design machine 
learning based ASR models for recognizing isolated and con-
nected words in Sylheti:

•	 CNN Classifier structure: 2 convolutional layers, 1 max 
pooling layer and 1 fully connected layer.

•	 Activation function: ReLU.
•	 Loss function: Softmax cross entropy.
•	 Performance metric: Recognition accuracy in % (i.e. RA 

in %).

Recognition accuracy is the ratio of “Number of correct 
word recognition" to “Total number of word utterances used 
in testing". In Sylheti isolated word recognition process while 
exercising 1500 clean speech samples by the proposed CNN 

Table 1   Pronunciation of ten 
English digits from 0 to 9 in 
SYLHETI

Pronunciation/English digits 0 1 2 3 4 5 6 7 8 9

In Sylheti Shuinno Ex Dui Tin Sair fas Soe Shat At Noe
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based ASR model during training, it is observed that train-
ing accuracy tends to increase when training iteration changes 
where number of iteration is considered 500. After 500 itera-
tions, 88% of average training accuracy is obtained by the 
model. The training recognition accuracy graph for the ASR 

model using clean speeches is presented in Fig. 7 based on the 
recognition accuracy results generated (as listed in Table 2) 
during training.

Similarly, loss incurred by the model during training with 
respect to iteration gradually decreases which is shown in 
Fig. 8. Once training model is built, it is tested with testing 
dataset of another 1500 clean samples. The average testing 
accuracy of 93% is achieved in this work. The plot for testing 
accuracy for clean speech is presented in Fig. 9. Similarly, 
noisy speeches of SNR values of 0 dB, 1 dB and − 1 dB 
are also exercised independently by employing CNN algo-
rithm to design ASR models for Sylheti isolated word. The 
average training and testing recognition accuracies (RA) 
in % obtained by all the ASR models for Sylheti isolated 

Fig. 7   Training recognition accuracy graph for the ASR model of 
Sylheti isolated word using clean speech

Table 2   Recognition accuracy and loss with respect to iteration

Batch Iteration Accuracy Loss

1 5 4 3.07
2 25 27 2.46
3 50 46 1.68
4 75 65 1.11
5 100 74 0.76
6 125 82 0.64
7 150 81 0.68
8 175 89 0.37
9 200 88 0.39
10 225 88 0.39
11 250 92 0.29
12 275 85 0.41
13 300 89 0.3
14 325 88 0.33
15 350 90 0.3
16 375 86 0.32
17 400 97 0.11
18 425 92 0.26
19 450 89 0.28
20 475 87 0.35
21 500 86 0.35

Fig. 8   Loss vs iteration graph for the ASR model of Sylheti isolated 
word using clean speech

Fig. 9   Testing recognition accuracy graph for the ASR model of Syl-
heti isolated word using clean speech
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word by employing CNN model are listed in Table 3. These 
results are comparable to the similar works reported by the 
researchers by using CNN model while proposing ASR sys-
tems for various other languages (Nagajyothi & Siddaiah, 
2018; Wang et al., 2019).

Another experimental model has been designed for 
Sylheti connected words using the same setup of CNN as 
described above. Only variation of this setup is to consider 
1000 no of iterations. Four sets of speech samples such 
as clean speech and noisy speech of SNR 0 dB, 1 dB and 
− 1 dB are considered to carry out the experiments.

Each of the ASR approaches is trained with 1800 speech 
samples. Once the ASR model is built, it is tested with other 
1200 samples. The training and testing recognition accura-
cies obtained by the models are listed in Table 4. The train-
ing and testing recognition accuracy graph of CNN based 

ASR models for Sylheti connected word using clean speech 
samples are depicted in Figs. 10 and 11.

These CNN based ASR approaches for Sylheti are com-
pared with conventional acoustic models, and to accomplish 
this task, experiments are carried out on MFCC features of 
speech signals by using FFNN, RNN, TDNN, and HMM 
techniques independently. Table 5 provides a comparative 
analysis of RA(%) obtained by the proposed machine learn-
ing based ASR models for Sylheti isolated and connected 
words by employing FFNN, RNN, TDNN, HMM, and CNN 
classifiers.

Further, due to unavailability of any existing ASR system 
in Sylheti, a comparative performance analysis is carried 
out among the proposed CNN based ASR systems for Syl-
heti and those of ASR systems designed for different lan-
guages by applying various learning techniques. In Table 6 
a comparative analysis of our proposed model with various 
state-of-art models present in the literature are shown. From 

Table 3   Training and testing 
RA obtained by different 
approaches of the ASR system 
for SYLHETI isolated word

Speech data % Training accuracy 
(in average)

% Testing accuracy 
(in average)

Computational time dur-
ing training (in seconds)

Clean speech 88 93 4785.947731
Noisy speech of SNR 0 dB 85 89 4681.845563
Noisy speech of SNR 1 dB 86 90 3789.947732
Noisy speech of SNR -1 dB 82 86 4966.734452

Table 4   Training and testing 
RA obtained by different 
approaches of the ASR system 
for SYLHETI connected word

Speech data % Training accuracy 
(in average)

% Testing accuracy 
(in average)

Computational time dur-
ing training (in seconds)

Clean speech 98 95 13,594.519325
Noisy speech of SNR 0 dB 93 91 13,455.643312
Noisy speech of SNR 1 dB 90 92 14,677.845561
Noisy speech of SNR—1 dB 88 90 15,122.871281

Fig. 10   Training recognition accuracy graph for the ASR model of 
Sylheti connected word using Clean speech

Fig. 11   Testing recognition accuracy graph for the ASR model of 
Sylheti connected word using clean speech
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Table 6, it can be stated that the CNN based proposed ASR 
models for Sylheti language have shown satisfactory perfor-
mances and provide distinct advantage in terms of recogni-
tion accuracy. It is also obvious from the above results that 
the CNN model is capable of capturing and dealing with 
the attributes of the Sylheti speech samples. Also, CNN as 
a deep learning model also has the ability to capture the 
information present in speech samples in multiple dimen-
sions. The reason behind the fact that CNN acoustic model 
performs better than TDNN, HMM and RNN in this experi-
ment is due to application of filters and MaxPooling to nor-
malize speaker variance in speech signals. Further, CNN 
framework has inbuilt denoising capability and can take care 

of disturbances and small shifts in the feature. This helps to 
summarise that CNN structure is better than other acoustic 
models investigated here for speech recognition task.

6 � Conclusion

In this paper, a group of learning-based ASR models for an 
under resourced language Sylheti are presented. CNN model 
of deep learning is implemented here to obtain the accept-
able recognition results. Experimental results obtained in 
this manner show that the performances of proposed ASR 
systems for both isolated word and connected word are 
found to present a satisfactory performance for recognizing 
Sylheti language. The computational time and the perfor-
mance accuracy of these systems are also evaluated. The 
CNN based models presented in this work achieve a recogni-
tion accuracy of 93% for isolated Sylheti word recognition 
and 95% for connected word recognition in Sylheti. Despite 
of certain limitations in terms of dataset and training latency 
(which can be addressed using specialized GPUs), the pro-
posed model may be considered a suitable one for recogni-
tion of an under resourced language like Sylheti. Further 
improvements may be achieved by considering unsuper-
vised pre-training and repeated pooling operations in more 
than one layer. It is also strongly believed that this work on 
Sylheti facilitates the scope for more research on Sylheti to 
resolve many challenges like designing of algorithms for 
speaker and environment adaptation in deep neural network, 
creation of a large vocabulary Sylheti speech corpus with 

Table 5   Comparative analysis of RA obtained by the ASR models for 
the Sylheti language by various classifiers

Speech data RA (%) obtained by the classifier

FFNN RNN TDNN HMM CNN

ASR models for Sylheti isolated words
 Clean speech 89 91 92 91.7 93
 Noisy speech of SNR 0 dB 82 84 86.5 83 89
 Noisy speech of SNR 1 dB 81 83.5 85 80 90
 Noisy speech of SNR 

− 1 dB
78.8 82 86 81 86

ASR models for Sylheti connected words
 Clean speech 90.8 91 93.5 91.8 95
 Noisy speech of SNR 0 dB 84 86 87 83.8 91
 Noisy speech of SNR 1 dB 82.5 84 85 81 92
 Noisy speech of SNR 

− 1 dB
80 83 84.5 78 90

Table 6   Performance accuracy of various classifiers in comparison to our proposed model

Reference Language Classifier Recogni-
tion rate 
(%)

Word 
error rate 
(%)

Remarks

(Dhanashri & Dhonde, 2017) English DNN 86.06 – The recognition accuracy obtained by 
our proposed model in recognition of 
Sylheti words is approximately 10–20% 
better than the existing models found 
in literature for the recognition of other 
human languages

(Kunze et al., 2017) German CNN – 58.36
(Hori et al., 2016) Japanese LSTM RNN – 22.6
(Wang et al., 2019) Mandarin CNN + BLSTM – 19.2
(Sumon et al., 2018) Bangla CNN 74.01 –
(Deka et al., 2018) Assamese GMM + HMM 95.7 –
(Deka et al., 2018) Assamese SGMM + HMM 95.9 –
(Passricha & Aggarwal, 2020) Hindi CNN + BLSTM – 17.8
(Kimanuka & Buyuk, 2018) Turkish DNN + HMM – 8.47
(Telmem & Ghanou, 2020) Amazigh CNN 92 –

HMM 90
Proposed model Sylheti isolated words CNN 93 –
Proposed model Sylheti connected words CNN 95 –
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noise, designing of algorithms for emotional speech recogni-
tion for Sylheti, etc.
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