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Abstract
A novel scheme for disambiguating conflicting classification results in Audio-Visual Speech Recognition applications is 
proposed in this paper. The classification scheme can be implemented with both generative and discriminative models and 
can be used with different input modalities, viz. only audio, only visual, and audio visual information. The proposed scheme 
consists of the cascade connection of a standard classifier, trained with instances of each particular class, followed by a 
complementary model which is trained with instances of all the remaining classes. The performance of the proposed recog-
nition system is evaluated on three publicly available audio-visual datasets, and using a generative model, namely a Hidden 
Markov model, and three discriminative techniques, viz. random forests, support vector machines, and adaptive boosting. 
The experimental results are promising in the sense that for the three datasets, the different models, and the different input 
modalities, improvements in the recognition rates are achieved in comparison to other methods reported in the literature 
over the same datasets.
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1 Introduction

It is of common knowledge that, besides the acoustic sig-
nal, the visual information during speech related to facial 
expressions, hand gesture and body posture contributes sig-
nificantly to the intelligibility of the message being transmit-
ted, and to the perception of the actual meaning of the mes-
sage (McGurk & MacDonald, 1976). In addition, as pointed 
out in a recent survey about the interaction between gesture 
and speech (Wagner et al., 2014), the parallel use of these 
modalities gives the listener access to complementary infor-
mation not present in the acoustic signal by itself. In recent 
years, the study of human communication has benefited from 
the increasing number of multimodal corpora available to 
researchers in this field. Significant research effort has been 

devoted to the development of Audio Visual Speech Rec-
ognition Systems (AVSRS) where the acoustic and visual 
information (mouth movements, facial gestures, etc.) during 
speech are taken into account (Jaimes & Sebe, 2007; Katsag-
gelos et al., 2015; Shivappa et al., 2010).

In recent years, several models have been developed to 
perform speech recognition by fusioning audio and visual 
information. One of the first models presented in the litera-
ture (and one still widely used) is Hidden Markov Models 
(HMMs), which results particularly useful because it can 
handle time series (like speech signals) in a very efficient 
way (Biswas et al., 2016; Sad et al., 2017; Stewart et al., 
2014; Terissi et al., 2015b). Others classical models from 
the Machine Learning area has been also implemented, like 
Artificial Neural Networks (ANN) (Potamianos et al., 2003; 
Savchenko & YaI, 2014), K-Nearest Neighbors (K-NN) (Pao 
et al., 2009; Shin et al., 2011), matching methods utilizing 
dynamic programming, Adaptive Boosting classifiers (Ada-
Boost) (Foo et al., 2004; Schapire & Singer, 1999), Support 
Vector Machine (SVM) (Benhaim et al., 2014; Vallet et al., 
2013), Linear Discriminant Analysis (Potamianos et al., 
2001; Zeiler et al., 2016) and Random Forests (RF) (Terissi 
et al., 2015a, 2018). Most of these models can not handle 
time series, so a pre-processing step is required to perform 
some normalization procedure. In recent years, newer and 
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more sophisticated models, like Restricted Boltzmann 
Machines (RBM) (Amer et al., 2014; Hu et al., 2016), Deep 
Learning (DL) (Guglani & Mishra, 2020; Tao & Busso, 
2020) and sparse coding (Ahmadi et al., 2014; Shen et al., 
2014), have proved to be very suitable for speech recogni-
tion tasks, improving the recognition rates obtained with 
traditional models like HMMs. This improvement is at the 
expense of increasing the complexity of the system and the 
requirement of much more data in the training steps.

All the above mentioned models, can be classified either 
as generative models or discriminative models. Given an 
observable variable X and a target variable Y, a generative 
model is a statistical model of the joint probability distribu-
tion P(X,Y), while a discriminative model is a model of the 
conditional probability of the target Y, given an observation 
x, symbolically, P(Y|X = x). In speech recognition tasks, 
the generative models (HMMs, RBM) are formed using 
one model for each class, i.e., one model for each phoneme 
or word that compose the dictionary of the problem being 
analyzed. In the training step, each model is trained using 
examples of the class to be represented. On the other hand, 
when a discriminative model is used (RF, SVM, K-NN, 
ANN) for speech recognition tasks, only one classifier is 
formed, which internally defines all the classes forming the 
dictionary.

Many classification and recognition task are usually 
based on a single model (Noda et al., 2015; Papandreou 
et al., 2009; Terissi et al., 2018). In any model design, some 
assumptions and simplifications of the reality are made in 
order to facilitate the model generation and to mitigate its 
complexity. Relaxing the model assumptions, may lead to 
performance improvements, making the model able to repre-
sent more complex situations. Also, in order to improve the 
system's capability to represent complex data, the amount 
of parameters could be increased. Usually, the system’s abil-
ity to model complex data is directly related to the number 
of underlying model parameters. In almost all cases, there 
exists some training procedure where the underlying model 
parameters are tuned and the performance of the system is 
evaluated. Improving the training algorithms, e.g., by using 
discriminative training, bootstrap methods or boosting meth-
ods, is another option to achieve performance improvements 
(Najkar et al., 2014). However, although all the aforemen-
tioned methods can lead to improvements in the performance 
of the model, they also have side effects or drawbacks such 
as overtraining, lack of generalization, curse of dimension-
ality effect, etc. In addition, to implement these methods 
much more training data are required, which are not always 
available and in case they are, it is very expensive to have 
them accurately tagged. A detailed description and analysis 
of these methods can be found in Breslin (2008).

Another way to achieve improvements in recognition 
and classification tasks is by resorting to a combination or 

ensemble of models, instead of trying to enhance a single 
model (Bilmes & Kirchhoff, 2003; Deng & Li, 2013; Kittler 
et al., 1998; Krawczyk & Cyganek, 2017; Liu et al., 2004). 
These improvements can be obtained if the combined mod-
els are complementary, in the sense that they deliver differ-
ent (and complementary) classification results. There are 
different reasons why it is convenient to employ an ensem-
ble of models instead of just one model (Dietterich, 2000). 
Since the amount of training data is always limited, a sin-
gle model will only adjust its estimates to this portion of 
data within all the universe of true data distribution. So, 
averaging the output of multiple models may be a better 
approximation to the true value than the output estimate of 
a single model. Also, in the training procedure of a single 
model, the model parameters are tuned until a local maxi-
mum is reached, which in most of the cases does not match 
the global maximum in the space of parameters. Averaging 
the output estimations of multiple models may be closer to 
the global maximum than the estimation of a single model. 
Finally, if the data to be represented is very complex, a sin-
gle model will fail due to its own capability limitations to 
model data. An ensemble of models will have more power of 
data representation than a single model, and it will be able to 
represent more complex data than a single model.

For several decades, the research on model combination 
or ensemble of models has been an active area in the Arti-
ficial Intelligence and Machine Learning fields (Dietterich, 
2000). The different approaches to build complementary 
models available in the literature, can be divided into two 
major categories: ad-hoc methods and explicit methods. In 
the first category, the models of the ensemble are generated 
altering some variable or algorithm of the model, looking 
for some diversity among them so that each model delivers 
different errors (Gales et al., 2006; Hain et al., 2007; Hwang 
et al., 2007; Stüker et al., 2006). Some examples of this cate-
gory are: altering the optimization algorithm, using different 
input features (Koziarski et al., 2017) and bootstrapping the 
training data. In the second category, the diversity among the 
models in the ensemble is achieved explicitly in the training 
procedure (Aggarwal & Dave, 2012; Breslin & Gales, 2009; 
Hu & Zhao, 2007; Prieto et al., 2015; Puurula & Comper-
nolle, 2010) by training all the models in parallel or in an 
iteratively fashion. This latest approach usually yields an 
overfitted model, due to the excessive complexity injected in 
the training stage. Different works in the literature of Audio-
Visual Speech Recognition (AVSR) have proposed ensem-
ble models where the complementary models are generated 
mostly based in ad-hoc methods.

In this paper, a novel scheme for speech classification 
tasks based on the combination of traditional and com-
plementary models in a cascade structure, is proposed to 
improve recognition rates. The diversity among the models 
is achieved by means of an ad-hoc method, altering the way 
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the training data is employed in the training procedure. The 
proposed scheme can be implemented with generative and 
discriminative models. There are no restrictions about the 
kind of input features on the proposed method, i.e., it can be 
employed for lip-reading tasks, where the inputs are visual 
features, for audio speech recognition, where the inputs are 
audio features, and also for audio-visual speech recognition, 
where the inputs are acoustic and visual features previously 
fusionated (early integration). Given a model or classifier 
(HMM, RF, SVM), the corresponding complementary 
model proposed in this paper is generated using the same 
training procedure as in the original model or classifier, 
but defining a new set of classes for the training examples, 
aiming to detect absence of a class. In the complementary 
models, the i-th class is formed using all the instances in the 
vocabulary except the corresponding to class i. For instance, 
let consider a vocabulary composed by three classes,  C1, 
 C2 and  C3, the new classes are defined as  AC1 which con-
tains all the examples of the classes  C2 and  C3,  AC2 which 
contains all the examples of the classes  C1 and  C3, and  AC3 
which contains all the examples of the classes  C1 and  C2.

Given an example to be classified, the first step in the 
proposed cascade of classifiers is carried out by making an 
initial classification by evaluating the traditional model. 
From the output probabilities of this traditional classifier, 
only the M most likely classes are pre-selected, and the rest 
are discarded as possible solutions. If there not exists any 
pair of conflicting classes in this group of M classes, the 
recognized class is defined by the highest ranked class from 
this pre-selected group of classes. Otherwise, if there exists 
any conflicting classes, a second step is carried out where 
the complementary models are evaluated and their outputs 
probabilities are used to determine the recognized class.

The objective of this work is to disambiguate conflicting 
classes in order to improve the resulting recognition rates. 
For this purpose, a cascade scheme is proposed considering 
the novel concept of complementary models.

The performance of the proposed system is evaluated 
with four different models, viz., one generative model 
(HMM) and three discriminative models (RF, SVM and 
AdaBoost). In order to evaluate the performance of the pro-
posed system, different experiments are carried out over two 
public databases, viz., AVLetters database (Matthews et al., 
2002), Carnegie Mellon University (CMU) database (Huang 
& Chen, 1998), and one database compiled by the authors, 
hereafter referred to as AV-UNR database. As mentioned 
before, the proposed method has no restrictions about the 
kind of input features, so experiments with different input 
features are carried out, viz., audio features, visual features 
(lip-reading) and fused audio-visual features (early integra-
tion). Since in most of real applications the acoustic chan-
nel is affected by noise, the performance of the proposed 
cascade of classifiers is evaluated injecting different kinds 

of noise in the acoustic information, viz., Gaussian noise 
and additive Babble noise (Krishnamurthy & Hansen, 2009). 
Promising results are achieved with the proposed method, 
obtaining significant improvements in all the considered sce-
narios. Also, better results than other methods reported in 
the literature are achieved in most of the cases over the two 
public databases.

The remainder of this paper is organized as follows. Sec-
tion 2 presents a preliminary analysis of the class confus-
ability problem and Sect. 3 introduces and explains the clas-
sification based on absent classes. In Sect. 4, a description 
of the proposed system is given. The databases used for the 
experiments are described in Sect. 5, and the experimental 
results and the performance of the proposed strategy is ana-
lyzed in Sect. 6. Finally, future works and some concluding 
remarks are given in Sect. 7 and Sect. 8, respectively.

2  Detection of conflicting classes

In speech recognition tasks, usually the units to classify or 
recognize are phonemes or words, i.e., each of these units 
are represented by a class within the classifier. Generally, 
the errors made by the classifier are not completely ran-
dom, i.e., it can be observed that usual errors correspond to 
certain classes or group of classes. This source of error is 
known as Class confusability or intra-class confusion. For 
example, in visual speech recognition tasks the majority of 
errors or confusion is between sequences consisting of the 
same visemes (a viseme is defined as the smallest visibly 
distinguishable unit of speech). If we would like to recognize 
the alphabet letters [A–Z], we would see that the most fre-
quently errors would be between the utterances correspond-
ing to the letters B and P which are composed of phonemes 
[B + IY] and [P + IY], respectively. If we map the phonemes 
to its corresponding visemes, we can see that these words 
are visually the same and composed of the visemes/p + iy/. 
Similarly the words C, D and T, which are composed of 
phonemes [S + IY], [D + IY] and [T + IY], respectively, are 
composed of the same sequence of visemes, /t + iy/, and are 
also a major source of errors.

This kind of behavior is easily observable in the confu-
sion matrix obtained from the classification results. If the 
problem at hand has p classes, the resulting confusion matrix 
is a matrix with p rows and p columns, with the rows repre-
senting the classifier decision and the columns representing 
the true classes. If the classifier makes no errors, the values 
of off-diagonal entries will be zeros, but if the problem at 
hand suffers from Class confusability or intra-class errors, 
there will be a few off-diagonal elements with high values 
while the rest will have very low values. So, looking at the 
position (row and column) of these high value off-diagonal 
elements we can find the most confusable classes, i.e., the 
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classes that are most likely to be confused. In this paper, the 
P most conflicting classes will be determined by taking the 
position (row and column) of the P highest values of the 
off-diagonal elements of the confusion matrix.

3  Complementary models for classification

For speech recognition tasks, a single model is usually used 
to represent each word or phoneme in a given class when 
generative models are employed. Each of these models is 
trained with examples of each particular class. Given the 
observation sequence to be recognized (O), the models 
are evaluated and the one given the highest probability of 
observation is the one that determines the recognized class. 
When discriminative models are used, a single classifier rep-
resenting all the classes in the dictionary is trained. Given 
an observation sequence to be recognized (O), the model is 
evaluated and the probabilities for each class are obtained. 
The recognized class corresponds to the one that obtain the 
highest probability.

An alternative of using the data in the training step to 
produce a new model is presented in this paper. In contrast 
to traditional classifiers, the aim of these models is to detect 
the absence of a class, for this reason the classification tech-
nique will be referred to as Complementary model approach. 
The main idea is to detect the absence of a class by redefin-
ing classes, either internally within the model in the case of 
being discriminative, or individually in the case of being 
generative. Given a vocabulary composed by N classes, the 
complementary model is generated by redefining the original 
N classes. For each class i, a new class is defined, denoted 
as  ACi, using all the instances in the vocabulary except the 
corresponding to class i. That is,

where  Ci are the original classes,  IN is the set representing 
the N original classes,  IN – {Ci} is the set containing all the 

(1)
{

ACi = IN −
{
Ci

}
i = 1, 2,… ,N

IN =
{
C1,C2,… ,CN

}

N original classes except the  Ci class, and  ACi are the new 
classes. Figure 1 schematically depicts how the new classes 
are formed, for the case of a vocabulary of N = 3 classes.

Since the models are trained with the complementary 
classes  ACi, it would be reasonable to expect that the mini-
mum value of the computed probabilities of an input obser-
vation sequence belonging to the i-th class, will correspond 
to the i-th class. In this way, the recognized word will cor-
respond to the class given the minimum probability, since 
the model is detecting the absence of the i-th class. The 
decision rule for the case of discriminative model λ can be 
expressed as

where i is the recognized class, λAC is the classifier which 
has been trained with the new set of classes  (ACj), which 
will hereafter be referred to as complementary discrimina-
tive model, and P(O|λAC,  ACj) indicates the probability of 
the new class  ACj, given the model λAC and the observation 
sequence O. For the case of generative model Ω, this deci-
sion rule is expressed by the following equation

where i is the recognized class, ΩACj is the model which 
has been trained with the new class  ACj, which will hereaf-
ter be referred to as complementary generative model, and 
P(O|ΩACj) indicates the output probability of model ΩACj, 
given the observation sequence O.

Figure 2 schematically depicts the training procedure 
for a discriminative model λ and its corresponding comple-
mentary model λAC. In Fig. 3, the training procedure for a 
generative model Ω and its corresponding complementary 

(2)

i = argmin
j

P
(
O|�AC,ACj

)

ACj = IN −
{
Cj

}

IN =
{
C1,C2,… ,CN

}
,

(3)
i = argmin

j

P

(
O|ΩACj

)

ACj = IN −
{
Cj

}

IN =
{
C1,C2,… ,CN

}
,

Fig. 1  Procedure to form the 
new set of classes used for the 
complementary models. Exam-
ple for a vocabulary of size 
N = 3, where {C1,  C2,  C3} are 
the original classes and {AC1, 
 AC2,  AC3} are the new ones

C1 C2

C3

AC1 AC2

AC3
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model ΩAC, is also shown. In both cases, the vocabulary has 
three different classes (N = 3).

4  Proposed cascade of classifiers

In this section, a cascade classification structure is proposed 
to improve recognition rates. This scheme for speech clas-
sification is based on the combination of traditional and 
complementary models. The proposed combination scheme 
uses the complementary models to rescore only when it is 
believed that the traditional system is incorrect. Also, it can 
be employed with different kinds of input information, viz., 
audio, visual or audio-visual information, indistinctly. Given 
a model, the proposed cascade of classifiers is formed with 
the traditional model and the complementary version of the 
traditional model, based on the method proposed in Sect. 3. 
A schematic representation of the proposed speech classifi-
cation scheme is depicted in Fig. 4.

In the training stage, the features obtained from the input 
audio-visual speech data are used to train the traditional 
model (λ or Ω). This model is used to detect the conflict-
ing classes, based on the analysis of the confusion matrix 
described in Sect. 2. Based on this analysis, the comple-
mentary models are generated and trained. The test stage 
is composed by two steps. First, a classification based on 
the traditional model is performed, and the M most likely 
classes are pre-selected using the output probabilities. At 
this point, the possible solutions are reduced to these M 
classes. If none of these pre-selected classes are considered 
as conflicted ones (based on the analysis carried out in the 
training stage), the recognized word corresponds to the one 
with the highest probability. Otherwise, if any pair of these 
M classes is considered as conflicted ones, a second step is 
performed. In this step, the complementary model (λAC or 
ΩAC) associated with these M classes is selected and used 
to determine the recognized class.

Figure 5 schematically depicts the cascade of classifi-
ers scheme proposed in this paper, for the case of M = 3 

Fig. 2  Training procedure of the proposed complementary models for the case of discriminative models and a vocabulary of size N = 3. a Tradi-
tional model with classes {C1,  C2,  C3}. b Complementary model with the new set of classes {AC1,  AC2,  AC3}

(a) (b)

Discriminative Model Discriminative Model
Training Training

Class 1 Class 2 Class 3 Class 1 Class 2 Class 3

C1 C2 C3 AC1 AC2 AC3

(a) (b)

1ssalC1ssalC 2ssalC2ssalC 3ssalC3ssalC

ModelModelModel ModelModelModel
TrainingTrainingTraining TrainingTrainingTraining

ΩC1 ΩC2 ΩC3 ΩAC1 ΩAC2 ΩAC3

Fig. 3  Training procedure of the proposed complementary models for the case of generative models and a vocabulary of size N = 3. a Traditional 
models {ΩC1, ΩC2, ΩC3}, one for each class. b Complementary models {ΩAC1, ΩAC2, ΩAC3}, one for each new class {AC1,  AC2,  AC3}
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and implemented with a discriminative model λ. Given an 
observation sequence O, associated with the word to be rec-
ognized, the λ original model is evaluated, and its output 
probabilities (P(O|λ,  Ci), i = 1, 2, …, N) are ranked. The 
M = 3 highest ranked values define the classes  (I3 = {C6,  C3, 
 C9}) to be used for selecting the complementary model λAC 
(which has been previously trained in the training stage), 
because there are conflicting classes  (C3 and  C6). In this 
case, the new classes defined inside the complementary 
model are:  AC3 =  I3 – {C3} which is trained with the training 

data corresponding to classes  C6 and  C9,  AC6 =  I3 – {C6} 
which is trained with the training data corresponding to 
classes  C3 and  C9 and  AC9 =  I3 – {C9} which is trained with 
the training data corresponding to classes  C3 and  C6. Finally, 
the complementary model defined with these new classes is 
evaluated and the recognized word corresponds to the new 
class  ACi who gives the minimum probability.

Audio-Visual

Audio-Visual

data

data

Feature

Feature

Extraction

Extraction

TRAINING

TEST

Model

Recognized
word

no

yes

Complementary
Model

Conflicting
classes?

M-highest
ranked classes

Fig. 4  Schematic representation of the proposed cascade of classifiers based on complementary models for audio visual speech classification. 
The M-highest ranked classes are obtained by sorting the model's output probabilities

O

O

First Stage
Model

C1

C2

CN

λ

Rank

Probabilities

1◦

2◦

3◦

4◦

N◦

C6

C3

C9

C1

C8

Pre-selected Classes

I3 = {C6, C3, C9}
Conflicting
Classes?

yes
(C3 & C6)






AC3 = I3 − {C3}
AC6 = I3 − {C6}
AC9 = I3 − {C9}

Second Stage

Complementary Model

AC3

AC6

AC9

λAC Min

Recognized class

AC3 C3

Fig. 5  Example of the proposed classifier combination strategy with M = 3 and implemented with a discriminative model λ. In the second stage, 
the complementary model (λAC) uses the new set of classes: {AC3,  AC6,  AC9}
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5  Audio‑visual databases

The performance of the proposed classification scheme is 
evaluated over three different audio-visual databases, two 
well-known public ones and another compiled by the authors 
of this paper. Each database has its own visual speech rep-
resentation. In particular, for two databases visual features 
were computed using model-based methods, while image-
based features were considered as visual information for the 
remaining one. Each database is described below.

5.1  AV‑CMU database

The AV-CMU database (Huang & Chen, 1998) consists in 
the recording of ten speakers uttering a series of words. In 
this paper, a subset of ten words, corresponding to the num-
bers from 1 to 10 is considered for the experiments. These 
numbers were pronounced ten times by each speaker. Acous-
tic data was captured at 44.1 kHz, while visual data was 
captured at 30 frames per seconds. As depicted in Fig. 6a, 
this database provides the visual data through the position of 
mouth and lips at each video frame. In this paper, the para-
bolic lip contour model proposed in Borgström and Alwan 
(2008) is employed to represent the visual information 

during speech. This parabolic lip model, depicted in Fig. 6b, 
is fitted using the left  (x1,  y1) and the right  (x2,  y2) corners 
position of the mouth, and the heights of the openings of 
the upper  (h1) and lower  (h2) lips. Visual features are then 
represented by 5 parameters, viz., the focal parameters of 
the upper and lower parabolas, mouths width and height, 
and the main angle of the bounding rectangle of the mouth.

5.2  AV‑UNR database

This database,1 compiled by the authors of this paper, is 
composed by the utterances of a set of ten words (corre-
sponding to actions such as open, close, save, stop, etc.), 
performed in random order by 16 speakers. Each word was 
pronounced 20 times by each speaker, resulting in a total of 
3200 utterances. Audio data was captures at 8 kHz, while 
visual data was captured at 60 frames per seconds with a 
resolution of 640 × 480 pixels.

To represent the visual information during speech, the 
model-based method proposed in Terissi and Gómez (2010) 
is employed. This method extracts mouth visual features 

Fig. 6  AV-CMU database. a 
Visual data included in the data-
base. b Parabolic lip contour 
model proposed in (Borgström 
& Alwan, 2008)

(a)

+

+

X

au

al

Y = bu − bl

(b)

Fig. 7  AV-UNR Database 
visual features. a Candide-3 
face model. b Visual parameters

(a)

vA

vW
vH

(b)

1 Available on the website: https://www.cifasis-conicet.gov.ar/AVda-
tabase/

https://www.cifasis-conicet.1 gov.ar/AVdatabase/
https://www.cifasis-conicet.1 gov.ar/AVdatabase/
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using a simple 3D face model, namely Candide-3 (Ahlberg, 
2001). As depicted in Fig. 7, at each video frame, visual 
information is represented by 3 parameters, viz., mouth 
height  (vH), mouth width  (vW) and area between lips  (vA).

5.3  AVLetters database

The AVLetters database (Matthews et al., 2002) is composed 
by the recording of the letters (A–Z) by 10 speakers (5 males 
and 5 females). In these recordings, each speaker pronounced 
3 times each letter, resulting in a total of 780 utterances. The 
original acoustic voice signals are not provided by this data-
base. However, it includes the corresponding Mel-Frequency 
Cepstral Coefficients (MFCC) computed for each utterance. 
Visual data consists of mouth region images with a 80 × 60 
pixels resolution, captured at 25 frames per seconds. Exam-
ple images from the ten speakers are included in Fig. 8. To 
represent the visual information during speech, the method 
based on local spatiotemporal descriptors proposed in Zhao 
et al. (2009) is employed in this paper. This image-based 
method is applied directly over the image sequences of the 
AVLetters database. As a result of this method (Zhao et al., 
2009), each image of the database is represented by a feature 
vector of 1770 coefficients.

6  Experimental results

In order to evaluate the performance and robustness of the 
proposed method in this paper, several experiments are 
carried out. As mentioned before, the cascade of classifi-
ers proposed in Sect. 4 can handle different kinds of input 
features, so experiments with audio features (audio speech 
recognition), visual features (visual speech recognition or 
lip-reading) and fused audio-visual features (audio-visual 
speech recognition) are performed. Regarding the models 
and classifiers used to implement each stage of the system 
described in Sect. 4, four different cases are evaluated: 

Hidden Markov Model (HMM), Random Forest (RF), Sup-
port Vector Machine (SVM) and Adaptive Boosting (ADA) 
classifier. That is, a total of three discriminative models and 
one generative model are analyzed. The three databases 
reported in Sect. 5 are employed to carry out all the experi-
ments described above.

There exist different factors in real applications that usu-
ally are not taken into account in the training stage of speech 
recognition systems. In most cases this is due to the com-
plexity of the models or the lack of data representing all 
the possible scenarios in real situations. For example, vis-
ual occlusion in visual or audio-visual speech recognition, 
and acoustic noise affecting the audio information in audio 
or audio-visual speech recognition. Since the presence of 
acoustic noise is one of the most common sources of errors 
in speech recognition systems, experiments with noisy audio 
conditions are performed. Additive Gaussian and additive 
Babble noise (Krishnamurthy & Hansen, 2009) is injected in 
the acoustic channel for all the experiments where acoustic 
information is employed to extract the input features to the 
proposed system, in order to evaluate the robustness of the 
proposed cascade of classifiers. The NOISEX-92 database 
(Varga & Steeneken, 1993) is employed to extract samples 
of Babble noise, which is one of the most challenging noise 
conditions because is composed by speech from other speak-
ers interfering the original speech to be recognized. This 
acoustic noise robustness analysis is carried out using clean 
audio information for the training stage and noise corrupted 
audio information (with signal-to-noise ratios (SNRs) rang-
ing from − 10 dB to 40 dB) for the testing stage of the 
proposed system.

In all the scenarios described above, a D-fold cross-vali-
dation (CV) procedure is carried out in order to obtain sta-
tistically significant recognition rates. Particularly, speaker 
independent evaluations are performed, using only one 
speaker in the testing stage and the remaining ones in the 
training stage, resulting in a tenfold for AV-CMU database 
and 16-fold for AV-UNR database. In order to fairly compare 

Fig. 8  Example images from 
ten speakers of the AVLetters 
database
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the results obtained in this work over the AVLetters database 
with others methods reported in the literature, the evalua-
tion protocol used by the authors in Hu et al. (2016); Mat-
thews et al., 2002; Ngiam et al., 2011; Zhao et al., 2009) is 
employed. The first two utterances of each speaker are used 
in the training stage and the third utterance of each speaker 
is used in the testing stage. Unlike the case of AV-CMU and 
AV-UNR databases, for AVLetters database the evaluation 
is speaker dependent.

A frame wise analysis over the acoustic signal is per-
formed and the first eleven non-DC Mel-Cepstral coeffi-
cients are extracted frame by frame. Also, their associated 
first and second time derivatives are calculated, which gives 
an audio feature vector composed by 33 parameters for each 
frame. In the audio-visual speech recognition experiments, 
the same frame wise analysis is performed, partitioning the 
acoustic signal in frames with the frame rate defined by the 
video channel frame rate. For each frame, the audio-visual 
feature vector is composed by the concatenation of the corre-
sponding acoustic and visual features. This results in a fused 
audio-visual feature vector composed by 38 and 36 param-
eters for the AV-CMU and AV-UNR databases, respectively. 
Since the original recordings of the acoustic signals from 
AVLetters database are not available, experiments under 
noisy acoustic conditions for audio and audio-visual speech 
recognition scenarios could not be performed.

As described in Sect. 1, there are many models and clas-
sifiers proposed in the literature to perform classification 
and recognition tasks. The vast majority, especially when 
using discriminative models, cannot handle variable length 
input data, as is the case of speech recognition systems, due 
to its time varying nature. Each utterance, even of the same 
word, is very unlikely to have the same temporal duration. 
This leads to the need of some kind of normalization pro-
cess to obtain fixed-length input data representation. To this 
end, the proposed method in Terissi et al. (2015a) based on 
a wavelet feature extraction technique, is employed in all 
the experiments with RF, SVM and ADA classifiers. This 
method requires three parameters to be defined, viz., the 
mother wavelet, the resolution level for the approximation 
and the normalized length of the resampled time functions. 
In this works, the wavelet resolution level was set to 3, the 
normalized length of the resampled time functions was set 
to 256, and the Daubechies 4 wavelet (db4) was chosen as 
the mother wavelet.

In order to disambiguate conflicting classification results, 
the conflicted classes must be recognized as a first step. 
The method proposed in Sect. 2 is employed, evaluating 
the classifier and selecting the 4 most conflicting pair of 

classes (P = 4) based on the analysis of the confusion matrix 
obtained. For each scenario, this evaluation is carried out 
randomly partitioning the whole data of each database in a 
training set (70%) and a test set (30%). These 4 pairs of con-
flicted classes are used in the second stage of the proposed 
system in Fig. 4 in order to determine if there are conflicting 
results for the observation being processed in the testing 
stage. The complementary models represented in Fig. 4 were 
implemented as 3-class complementary (M = 3).

6.1  Hidden Markov models

In the first stage of the proposed scheme, the classifiers are 
implemented with HMM (Rabiner, 1989) while in the sec-
ond stage the complementary models are implemented with 
Gaussian Mixture Models (GMMs), namely Complementary 
Gaussian Mixture Models (CGMMs). The classical N-state 
left-to-right structure with continuous symbol observation 
and a linear combination of  Mh Gaussian distributions as 
representation for each state, was employed for the HMMs 
implementation. The GMMs used to implement the CGMMs 
were modeled by a linear combination of  Mg Gaussian dis-
tributions with continuous observations. The well-known 
Expectation–Maximization (EM) algorithm was employed 
for training both, the HMMs and the GMMs.

In this case, there are three tuning parameters of the 
proposed system, namely, the number of states (N) and 
Gaussian distributions  (Mh) of the HMMs, and the number 
of Gaussian distributions  (Mg) of the CGMMs, which are 
optimized via exhaustive search. Several experiments were 
carried out using values of N in the range from 1 to 20,  Mh 
from 1 to 30 and  Mg from 8 to 256, looking for the combina-
tion giving the best recognition results.

The recognition rates obtained at different SNRs over the 
AV-CMU and AV-UNR databases, using audio-only infor-
mation and fused audio-visual information are depicted in 
Fig. 9, for the case of HMM and the proposed cascade of 
classifiers (C-HMM). It is clear that, for both databases, both 
types of inputs and both kinds of acoustic noise, the pro-
posed scheme (C-HMM) performs better than the ones based 
on HMMs. This is more notorious at low and middle SNRs. 
In some cases there are very significant improvements, for 
example in Fig. 9f, for the case of AV-CMU database using 
audio-only information and Gaussian noise, reaching almost 
33% of improvement for SNR = 10 dB. The results for the 
lip-reading scenario for AV-UNR, AV-CMU and AVLetters 
databases, are shown in Table 1. As it can be observed, the 
use of the proposed cascade of classifiers scheme (C-HMM) 
improves the recognition rates for all databases.
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Fig. 9  Recognition based 
on HMM classifier and the 
proposed cascade of classifiers 
C-HMM. Recognition rates 
obtained over the AV-CMU and 
AV-UNR databases, using only 
acoustic (A) information and 
audio-visual (AV) information, 
for the cases of considering 
Babble noise (first column) and 
Gaussian noise (second column)
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(a) AV-UNR - A - Babble noise
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(b) AV-UNR - A - Gaussian noise
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(c) AV-UNR - AV - Babble noise
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(d) AV-UNR - AV - Gaussian noise
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(e) AV-CMU - A - Babble noise
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(f) AV-CMU - A - Gaussian noise
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(g) AV-CMU - AV - Babble noise
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6.2  Random forest

In this case, both stages of the proposed cascade of classi-
fiers are implemented with RF (Breiman, 2001). The com-
plementary model based on RF will be hereafter referred to 
as Complementary Random Forest (CRF).

In this case, there are four parameters to adjust, namely, 
the number of trees in the ensemble (N) and the size of the 
random subset of features used at each splitting node in the 
tree (α), for both, the RFs and the CRFs. It is well known 
that if the number of trees in the ensemble is large enough 
(usually 500 or more), the particular value employed does 
not significantly affects the performance of the Random For-
est classifier. In this paper, the value of N was set to 2000. In 
this way, finally there remain only two tuning parameters in 
the proposed system, namely, the size of the random subset 
of features used at each splitting node in the tree (α) for the 
RFs and the CRFs, which were optimized via exhaustive 
search using values in the range from 2 to 10.

Figure 10 shows the results obtained with RF and the 
proposed cascade of classifiers (C-RF), for the same experi-
mental scenarios evaluated for the HMM case. Again, the 
proposed scheme (C-RF) yields better results than the RF-
based scheme, which is more noticeable at low and medium 
SNRs. In this case, the maximum improvement achieved 
by resorting to the proposed cascade of classifiers is almost 
16%, for the case of AV-UNR database using audio-only 
information and Gaussian noise with SNR = 0 dB. Table 2 
shows the results obtained for the lip-reading case over all 
the databases employed. Again, the proposed scheme (C-RF) 
gives better results for all cases. In this case, a significant 
improvement of 7% for AVLetters database is achieved.  

6.3  Support vector machine

Simlar to the RF case, both stages of the cascade of classi-
fiers proposed are implemented with SVM (Cortes & Vap-
nik, 1995), based on Gaussian kernels. The complementary 
model based on SVM will be hereafter referred to as Com-
plementary Support Vector Machines (CSVM). The tuning 
parameters are four in this case, namely, the cost C and the 

σ value of the Gaussian kernel, for both classifiers SVM and 
CSVM, which were optimized via exhaustive search in a 
two stages procedure. First, a rough search was carried out, 
varying the C and σ values in decade steps ([…,  10–2,  10–1, 
1,  101,  102, …]). Finally, a second finest search was carried 
out, using smaller steps for the C and σ values, where the 
best performance of the recognition system was achieved in 
the C/σ parameters space at the first stage.

The results obtained with SVM and the proposed cascade 
of classifiers (C-SVM) under the same scenarios as before are 
shown in Fig. 11. As can be seen, a performance improve-
ment is achieved using the proposed scheme (C-SVM), which 
is more significant at low and medium SNRs. In this case, 
the proposed scheme performs better for the case of Babble 
noise in comparison with the case of Gaussian noise. The 
maximum improvement achieved by using the proposed cas-
cade of classifiers is almost 13%, for the case of AV-CMU 
database using fused audio-visual information and Gaussian 
noise with SNR = 0 dB. In Table 3, the results for the lip-
reading case over the three databases are depicted. As in the 
case of C-HMM and C-RF, significant improvements in the 
results for the three databases are obtained when using the 
proposed scheme (C-SVM), reaching a 7% improvement for 
the AVLetters database.

6.4  AdaBoost

Again, both stages of the cascade of classifiers proposed are 
implemented using Adaptive Boosting (ADA) (Schapire & 
Singer, 1999). The complementary model based on ADA 
will be hereafter referred to as Complementary AdaBoost 
(CADA). In this case, there are four tuning parameters, 
namely, the depth of each tree in the ensemble (d) and the 
number of iterations of the boosting algorithm (N), for both, 
the ADA and the CADA classifiers, which were optimized 
via exhaustive search. Several experiments were carried out 
using values of d in the range from 2 to 20, and consider-
ing N = [100, 500, 1000, 2000, 5000], looking for the best 
combination.

As in the previous subsections, the recognition rates 
obtained with ADA and the proposed scheme (C-ADA) 

Table 1  Lip-reading based on 
HMM classifier

Recognition rates based on HMM classifier and the proposed cascade of classifiers C-HMM over AV-
UNR, AV-CMU and AVLeters

Database Visual features HMM (%) C-HMM (%)

AV-UNR Mouth shape parameters (Terissi & Gómez, 2010) 70.16 74.04
AV-CMU Lip contour model (Borgström & Alwan, 2008) 57.79 61.82
AVLetters Local spatiotemporal descriptors (Zhao et al., 2009) 57.30 61.25
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Fig. 10  Recognition based on 
RF classifier and the proposed 
cascade of classifiers C-RF. 
Recognition rates obtained over 
the AV-CMU and AV-UNR 
databases, using only acoustic 
(A) information and audio-
visual (AV) information, for 
the cases of considering Babble 
noise (first column) and Gauss-
ian noise (second column)
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(a) AV-UNR - A - Babble noise
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(b) AV-UNR - A - Gaussian noise
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(c) AV-UNR - AV - Babble noise
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(d) AV-UNR - AV - Gaussian noise
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(e) AV-CMU - A - Babble noise
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(f) AV-CMU - A - Gaussian noise
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(g) AV-CMU - AV - Babble noise
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over the same experimental scenarios are shown in Fig. 12. 
As in the previous cases, an improvement in recognition 
rates is achieved when using the proposed cascade scheme 
(C-ADA) in all the evaluated scenarios. Again, this improve-
ment is more noticeable at middle SNRs. The maximum 
improvement by resorting to the proposed cascade of classi-
fiers is almost 13%, for the case of AV-CMU database using 
fused audio-visual information and Gaussian noise with 
SNR = 15 dB. Recognition rates obtained for the lip-reading 
scenario in all the databases used are depicted in Table 4. 
As in the three previous cases, better results are achieved by 
resorting to the proposed scheme (C-ADA) for all databases 
employed, with a maximum improvement of 6.3% for the 
AVLetters database.

6.5  Analysis and comparison

As it can be observed from the above presented results, the 
proposed cascade of classifiers based on complementary 
models achieved recognition rate improvements in compari-
son to the case of using only the traditional model, regard-
less of the experimental scenario setup (model/database/
input information/kind of noise). This is more notorious 
at low and middle range of SNRs. Comparing the results 
obtained for each of the models used (C-HMM, C-RF, 
C-SVM and C-ADA), it can be observed that in general 
the improvements obtained were greater for the case of 
C-HMM and C-RF, reaching very significant improvements 

in some cases (33% for C-HMM). Apart from the magni-
tude of the improvements obtained in the recognition rates 
by resorting to the proposed scheme, it is interesting to 
note that in none of the experiments carried out, the results 
obtained by the cascade of classifiers were worse than that 
obtained with the traditional model. The cascade strategy 
proposed in this paper could be thought as a block that is 
added to the output of the traditional model. That is, the 
proposed strategy could be applied to obtain recognition 
rate improvements on an existing model simply by training 
the complementary models, without any modification on 
the traditional models.

In Table 5, the recognition rates obtained for the lip-read-
ing scenario over the AVLetters database by the proposed 
C-HMM, C-RF, C-SVM and C-ADA schemes are presented. 
Also, the results obtained with other methods proposed in 
the literature are shown. As it can be observed, the proposed 
cascade of classifiers based on complementary models per-
forms satisfactorily and better than the other approaches, inde-
pendently of the model being used. In Fig. 13, the confusion 
matrix obtained in the experiments with the proposed C-RF 
scheme for the lip-reading scenario over the AVLetters data-
base is shown. Also, the confusion matrix obtained with the 
RF classifier for the same experimental setup is shown. As 
it can be observed in Fig. 13a, there exist some conflicting 
classes in the RF classifier: A-N, Q-U, S-X, B-P, D-T and L-N.

For this experiment, the conflicting classes selected in the 
C-RF scheme are A-N, Q-U, S-X, B-P, which corresponds to 

Table 2  Lip-reading based on 
RF classifier

Recognition rates based on RF classifier and the proposed cascade of classifiers C-RF over AV-UNR, AV-
CMU and AVLeters

Database Visual features RF (%) C-RF

AV-UNR Mouth shape parameters (Terissi & Gómez, 2010)
]]

88.67 91.97

AV-CMU Lip contour model (Borgström & Alwan, 2008) 71.65 75.05
AVLetters Local spatiotemporal descriptors (Zhao et al., 2009) 65.38 72.34

Table 3  Lip-reading based on 
SVM classifier

Recognition rates based on SVM classifier and the proposed cascade of classifiers C-SVM over AV-UNR, 
AV-CMU and AVLeters

Database Visual features SVM (%) C-SVM (%)

AV-UNR Mouth shape parameters (Terissi & Gómez, 2010) 83.75 88.24
AV-CMU Lip contour model (Borgström & Alwan, 2008) 67.53 73.15
AVLetters Local spatiotemporal descriptors (Zhao et al., 2009) 63.08 69.97
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Fig. 11  Recognition based 
on SVM classifier and the 
proposed cascade of classifiers 
C-SVM. Recognition rates 
obtained over the AV-CMU and 
AV-UNR databases, using only 
acoustic (A) information and 
audio-visual (AV) information, 
for the cases of considering 
Babble noise (first column) and 
Gaussian noise (second column)
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(a) AV-UNR - A - Babble noise
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(b) AV-UNR - A - Gaussian noise
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(c) AV-UNR - AV - Babble noise
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(d) AV-UNR - AV - Gaussian noise
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(e) AV-CMU - A - Babble noise
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(f) AV-CMU - A - Gaussian noise
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(g) AV-CMU - AV - Babble noise
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Fig. 12  Recognition based on 
ADA classifier and the proposed 
cascade of classifiers C-ADA. 
Recognition rates obtained over 
the AV-CMU and AV-UNR 
databases, using only acoustic 
(A) information and audio-
visual (AV) information, for 
the cases of considering Babble 
noise (first column) and Gauss-
ian noise (second column)
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(a) AV-UNR - A - Babble noise
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(b) AV-UNR - A - Gaussian noise
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(c) AV-UNR - AV - Babble noise
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(d) AV-UNR - AV - Gaussian noise
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(e) AV-CMU - A - Babble noise
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(f) AV-CMU - A - Gaussian noise
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Table 4  Lip-reading based on 
ADA classifier

Recognition rates based on ADA classifier and the proposed cascade of classifiers C-ADA over AV-UNR, 
AV-CMU and AVLeters

Database Visual features ADA (%) C-ADA (%)

AV-UNR Mouth shape parameters (Terissi & Gómez, 2010) 85.63 90.65
AV-CMU Lip contour model (Borgström & Alwan, 2008) 67.53 72.24
AVLetters Local spatiotemporal descriptors (Zhao et al., 2009) 54.23 60.57

Table 5  Lip-reading over AVLetters database

Recognition rates obtained with the proposed cascade of classifiers for the case of HMM (C-HMM), RF (C-RF), SVM (C-SVM), ADA 
(C-ADA), and also by others methods in the literature

Classifier Visual features Accuracy (%)

C-HMM Local spatiotemporal descriptors (Zhao et al., 2009) 61.25
C-RF Local spatiotemporal descriptors (Zhao et al., 2009) 72.34
C-SVM Local spatiotemporal descriptors (Zhao et al., 2009) 69.57
C-ADA Local spatiotemporal descriptors (Zhao et al., 2009) 60.57
HMM (Matthews et al., 2002) Multiscale spatial analysis (Matthews et al., 2002) 44.60
HMM (Zhao et al., 2009) Local spatiotemporal descriptors (Zhao et al., 2009) 57.30
SVM (Zhao et al., 2009) Local spatiotemporal descriptors (Zhao et al., 2009) 58.85
Deep Autoencoder (Ngiam et al., 2011) Video-only deep autoencoder (Ngiam et al., 2011) 64.40
RTMRBM (Hu et al., 2016) Mouth region PCA (Hu et al., 2016) 64.63

some of the conflicting classes actually observed in the RF 
classifier’s experiments. As it can be seen in the confusion 
matrix depicted in Fig. 13b, the objective of disambiguating 
conflicting classes is achieved.

In Table 6, the recognition rates obtained for the lip-read-
ing scenario over the AV-CMU database by the proposed 
C-HMM, C-RF, C-SVM and C-ADA systems, are depicted. 
The results obtained with other methods proposed in the 
literature are also shown. Again, the proposed cascade of 
classifiers based on complementary models performs satis-
factorily and better than the other approaches, independently 
of the model being used.

7  Future works

As can be seen in Sect. 6, the value of the parameter P, 
which represents the number of pairs of conflicting classes 
that will define the complementary models proposed in 
this paper, was manually selected. This value was obtained 
after several experiments, selecting the value of P that 
maximized the recognition rate. Therefore, automatically 
selecting this value is the next natural step to improve the 
proposed scheme. Work is in progress with promising 
results.

8  Conclusions

This papers proposes a novel scheme for Audio Visual 
Speech Classification tasks based on the combination of 
traditional and complementary models in a cascade struc-
ture, to improve recognition rates. This proposed scheme 
can be employed either for different generative models or 
discriminative models. Also, it can handle different kinds 
of input information, viz., audio, visual or audio-visual 
information, indistinctly. The concept of Complementary 
Models is introduced, which is based in a novel training 
procedure. The main idea is to detect the absence of a class 
by redefining classes, and to this end, for each particular 
word in the vocabulary, a new class is defined using all the 
instances of the words in the vocabulary except the corre-
sponding to the one being represented. Four different mod-
els, viz., Hidden Markov Models, Random Forest, Support 
Vector Machines and Adaptive Boosting, were employed 
to analyze the efficiency of the proposed cascade of classi-
fiers. The performance of the proposed speech classification 
scheme was evaluated at different conditions, considering 
only audio information, only video information (lip-read-
ing), and fused audio-visual information. These evaluations 
were carried out over three different audio-visual databases, 
two of them public ones and the remaining one compiled 
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Fig. 13  Lip-reading over 
AVLetters database. Confusion 
matrix of the recognition results 
based on a RF classifier and b 
the proposed cascade of classi-
fiers C-RF

A B C D E F G H I J K L M N O P Q R S T U V W X Y Z

A
B
C
D
E
F
G
H
I
J
K
L
M
N
O
P
Q
R
S
T
U
V
W
X
Y
Z 0

1

2

3

4

5

6

7

8

9

10

A B C D E F G H I J K L M N O P Q R S T U V W X Y Z

A
B
C
D
E
F
G
H
I
J
K
L
M
N
O
P
Q
R
S
T
U
V
W
X
Y
Z 0

1

2

3

4

5

6

7

8

9

10

(a) AVLetters - Lip-reading - RF classifier 

(b) AVLetters - Lip-reading - proposed cascade of classifiers C-RF  

by the authors of this paper. The robustness of the proposed 
scheme against noisy conditions in the acoustic channel is 
also evaluated. Experimental results show that a good per-
formance is achieved with the proposed system over the 
three databases and for the different kinds of input informa-
tion being considered. Recognition rates improvements are 
achieved by means of the proposed cascade of classifiers in 

all the scenarios and for the four models used. In addition, 
the proposed method performs better than other reported 
methods in the literature over the same two public data-
bases. The proposed strategy could be applied to obtain 
recognition rates improvements on an existing model simply 
by training the complementary models, without any modi-
fication on the traditional models.
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