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Abstract
Humans are considered as emotional beings and so the uttered speech reflect the human emotions. Human computer interac-
tion can be done more effectively by automatically identifying the emotions from speech. Automatic speech emotion recogni-
tion is applied in many areas like computer gaming, call centre, speech therapy controlling robots etc. Emotion recognition 
can be considered as feature space to label space mapping. From the uttered speech, the different features are calculated. Then, 
to automatically recognize the emotions, the relationship between the emotions and the features are learned. The required 
preprocessing is done with the collected training samples and the features are extracted from the speech signals. The extracted 
feature vectors are stored in the database. When the input signal comes, the preprocessing and feature extraction are done and 
the extracted features are compared with the feature vectors in the database to determine the emotion in that speech signal. 
We have developed a deep learning model for speech emotion recognition with GRU which take the filterbank energies of 
the speech signals as input. To overcome the problem with the availability of database and to increase the number of input 
samples, we have applied data augmentation.
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1  Introduction

Speech or voice of a person is a behavioural biometric trait 
which can be used for many applications like speech rec-
ognition, speaker recognition, and voice to text conversion 
etc. The voice of a person is a signal which carries complex 
information and varies according to the size and shape of 
the vocal tract of a person. Speaker recognition is a very 
popular application which can be used for authentication 
based on the voice signals. This paper deals with another 
important application which is the automatic recognition of 
emotions from speech. Lot of machine learning approaches 
have been developed for automatic recognition of emotions 
from speech. The machine learning models can be trained 
with smaller data sets. But the problem is that there is a 
chance to lose the key features and it is not easy to make sure 
the selected features’ quality. This may lead to less accuracy 

for the models. In such situations we can apply deep learn-
ing where we can train our model with huge amount of data. 
Then the high level characteristics can be extracted and so 
good performance is assured in many complex tasks.

There are some issues which complicate the process of 
automatic speech emotion recognition (Chernykh & Prik-
hodko, 2017). They include:

•	 Emotions are mainly subjective: It is very difficult to 
define the notion of emotions (Devillers et al., 2005) as 
it is a complex social and psychological phenomena.

•	 Availability of database: The emotional databases are not 
easy to collect and we need to use artificial databases. So 
the database collection is expensive, complex and time 
consuming.

Automatic speech processing has gained more interest by 
the introduction of deep learning. Lot of studies have been 
done on various speech processing areas like speech recog-
nition, speaker recognition etc. The emotional expressions 
of people may vary and the same emotion expressed by dif-
ferent people are different. This makes emotion recognition 
a difficult problem. Automatic speech emotion recognition 
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has a good scope for research since it can be applied in many 
areas of human machine interaction.

2 � Related works

Most of the experiments use traditional machine learn-
ing techniques for recognizing the emotions from speech. 
They use classifiers like Gaussian Mixture Model (GMM) 
(Neiberg et  al., 2006), Hidden Markov Model(HMM) 
(Mao et al., 2009; Ntalampiras & Fakotakis, 2012; Nwe 
et al., 2003; Schuller et al., 2003), support vector machine 
(SVM) (Hu et al., 2007; Zhou et al., 2006), artificial neural 
network (ANN) (Bhatti et al., 2004; Cowie et al., 2001; 
Nicholson et al., 2000; Wang et al., 2010) as well as the 
combination of any of these classifiers (Schuller et al., 
2005; Wu & Liang, 2011). But deep learning approaches 
are the state-of-the-art techniques for this kind of applica-
tion. Some of the researches conducted in this area using 
deep learning are briefed here.

A deep belief network (DBN) model with nonlinear 
features is explained in Kim et al. (2013) which gives an 
accuracy of 60% to 70%. A DBN-HMM model is proposed 
in Zheng et al. (2014) which in turn improves the perfor-
mance. A robust and stable model for emotion recognition 
is explained in Mao et al. (2014) which uses a Convolu-
tional Neural Network (CNN) classifier for recognition. 
A semi-CNN classifier, with an accuracy of 78% and 84% 
on SAVEE and Emo-DB databases respectively, is pro-
posed in Huang et al. (2014). In Han et al., (2014), a DNN-
Extreme Learning Machine (ELM) model is proposed by 
the authors which improves the accuracy of speech emo-
tion recognition.

A neural network with spectrogram information is 
applied on Emo-DB database in Prasomphan (2015) to 
classify five emotions with an accuracy of 83:28%. An 
accuracy of 40% is obtained when Deep Convolutional 
Neural Network (DCNN) with spectrogram information is 
used (Zheng et al., 2015) on IEMOCAP database. RNN is 
applied on IEMOCAP database in Lee and Tashev (2015) 
to recognize the emotions and the accuracy obtained 
is 62%. The method used in Haoxiang (2020) uses the 
acoustic as well as lexical features for SER on IEMOCAP 
database. This method obtained an accuracy of 69:2%. 
Wanng et al. proposed (Wang & Tashev, 2017) a DNN 
model for emotion recognition from speech. Each utter-
ance is encoded into a vector of fixed length. The utterance 
level classification is done with a kernel extreme learning 
machine.

Eyben et al. (2009) and Stuhlsatz et al. (2011) in their 
works extracted the low level features from each frame 
to calculate the utterance level statistics. The low level 
features include pitch, MFCC, zero-crossing rate, energy, 

voice probability etc. A deep neural network model is 
explained by Han et al. (2014) and a model using auto-
encoder is explained by Ghosh et al. (2015) to learn the 
frame-level features for computing the utterance level sta-
tistics. A method which combines the CNN and LSTM 
is explained in Trigeorgis et al. (2016) which learns the 
best features from the representation of speech signals. 
Recurrent neural network (RNN) model with long-short 
term memory (LSTM) is used by Keren et al. (2016) for 
feature extraction from sequential data. In this method 
the average of the frame level prediction is used for find-
ing the final prediction. The utterance-level label remains 
same for every frame for the LSTM training. This may 
lead to biasing towards majority classes. RNN with bidi-
rectional long-short term memory (BLSTM) model is used 
by Lee et al. (2014) to extract the high level features of 
the emotional state. To overcome the problem of biasing, 
a sequence of random variables which are nothing but the 
label of each frame are trained. An evaluation of the per-
formance of Gated Recurrent Unit (GRU) model on music 
modelling is explained by Junyoung et al. (2019). Among 
the two RNN models, GRU models are found simple in 
calculation and suitable for handling sequential data such 
as speech.

The performance of the existing state-of-the-art speech 
emotion recognition system is quite low. The main reason for 
low accuracy is the unavailability of the data. So we need a 
good model with high accuracy which can be used for real 
time applications.

2.1 � Goal and contributions

Our goal is to develop a deep learning model which can rec-
ognize human emotions from speech in an effective manner. 
Towards this goal we have developed a GRU model which 
use filter bank energies. We have tested the model with the 
original database as well as the augmented database. Our 
GRU model give good results with augmented database.

Our contributions are given below:

•	 Recently proposed GRU network is used for implement-
ing emotion recognition from speech.

•	 Dataset augmentation is done for increasing the size of 
the dataset.

We have used the Toronto Emotional Speech Set (TESS) 
which contains 2800 stimuli in total expressing the emo-
tions like anger, disgust, fear, happiness, pleasant surprise, 
sadness, and neutral. Our model is trained to recognize only 
five different emotions which are anger, fear, happiness, sad-
ness and neutral. The proposed model gives more accuracy 
compared with the existing models.
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2.2 � Implementation

Deep learning models can perform well with large amount 
of input data. We have used the TESS (Toronto emotional 
speech set) database which contains only 2800 utterances. 
Data augmentation is a process by which we can create 
more and more datasets from the existing dataset by apply-
ing some transformation techniques without affecting class 
labels. In our experiment the speech signals are augmented 
by transformations like stretching and embedding noise. 
These transformations are done by varying the required 
parameters and thus new signals of the same class are gen-
erated. Thus data augmentation can increase the size of the 
training set. The increased size of the training set will help 
to fight against over-fitting of deep learning models and also, 
the model will be more generalized.

2.3 � Feature extraction

Speech is a sequence of sounds. The shape and size of the 
vocal cavity determines the frequency or property of the 
voice that comes out of it. Figure 1 shows a sample speech 
signal with emotion’angry’.

Noise removal is an important pre-processing step when 
we deal with speech signals. The speech signal x(n) can 
be represented as x(n) = s(n) + d(n) where s(n) is the clean 
signal and d(n) is the background or ambient noise. To 
remove the noise and to get the clean signal the spectral 
subtraction procedure is done. The input signal is segmented 
and the speech and non-speech activity spectrums are com-
puted using the FFT (Fast Fourier Transform). Voice activ-
ity detection is done on the segmented data by which the 
speech and non speech regions are classified. Noise spec-
trum estimation is done for the non speech data and spectral 
subtraction is done for the speech data.

The energy of the speech signal is increased by passing 
the signal through a filter. This is the pre-emphasis stage 
which gives the energized signal with more information. The 

properties of speech vary with respect to time. So we con-
sider small segments of speech known as frames assuming 
that the signal properties remain statistically unchanged for 
short time scales. Normally 20–40 ms time scale is used for 
framing. The characteristics or parameters are then extracted 
from each frame. If the frame size is too small it will be dif-
ficult to get enough samples for the spectral estimate and if 
the frame size is too long then the signal will be changing 
too much within the frame.

A windowing function is used after framing to reduce 
the data loss or discontinuities at the frame boundaries. 
The frame is shifted according to the window size such that 
some overlapping occur across frames. For example, if the 
frame size is 25 ms and the window size is 10 ms, in every 
10 ms the properties of the speech are extracted and for a 
1 s speech we will get 100 frames and speech vectors. The 
frames are then converted from time domain to frequency 
domain and the frequencies which are present in the frames 
are calculated by using FFT (Fast Fourier Transform). Thus 
the frequency spectrum of each frame is generated. Then the 
power spectrum which is also known as the periodogram 
is computed. The detailed diagrams of Filter bank energy 
calculation and spectrogram generation are shown in Figs. 2 
and 3.

A set of triangular Mel filters which are equally spaced 
along the Mel-scale are used to estimate the energy that 
appears in various frequency regions. A Mel filter bank 
contains 20–30 Mel scale triangular filters. We have used 
26 filters in the Mel filter bank. The normal frequency f can 
be converted to Mel scale m and vice versa by using the fol-
lowing equations.

The GRU model use filter bank energies from 26 filters 
as features.

m = 2595 log10(1 + f ∕700)

f = 700
(

10m∕2595 − 1
)

Fig. 1   Speech signal with emotion ‘angry’
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2.4 � GRU model

Traditional RNN is suffering from the vanishing gradient 
problem. LSTM (Long Short Term Memory) and GRU 
(Gated Recurrent Unit) are two variants of RNNs to deal 
with the vanishing gradient problem. The GRU networks 
use fewer gates compared to LSTM and so it is faster. Each 
recurrent unit in GRU adaptively capture dependencies of 
different time scales and GRU is capable of dealing with 
speech signals efficiently. The information flow inside the 
unit is modulated by the update and reset gates. GRU does 
not have a separate memory cell but it keeps the existing 
content and add the new content on top of it. The GRU 

model is suitable for speech emotion recognition as they 
can model long range dependencies and as speech emotions 
are with temporal dependency. The adaptive dependencies of 
each time step is captured using GRU and the full memory 
content can be exposed without any control. The training 
samples are passed through the network. The actual output 
and the obtained output are compared and the error is propa-
gated back through the same path to adjust the variables. 
This process is repeated until the variables are well defined. 
When a new input comes, these variables are applied to 
make a prediction. It can control the information flow from 
the previous activation and the whole memory is exposed to 
the network. Figure 4 shows a GRU cell.

Fig. 2   Different stages in extraction of Filterbank energies

Fig. 3   Spectrogram generation
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GRU network makes use of a reset gate r and an update 
gate z. The reset gate rt at time t can be computed as

When rt = 0, the unit will forget the past. The update gate 
at time t controls the past state and decides about the unit’s 
updating. It can be computed as

The GRU activation ht at time t can be computed as

where ht−1 is the previous activation and ht̃ is the candidate 
activation which is computed as

The implementation difficulties of the complex deep net-
works can be lowered by using the APIs provided by the 
modern and powerful deep learning platforms like Tensor-
flow (Abadi et al., 2015), Theano (Bergstra et al., 2010) 
and Torch (Jacob, 2019). Our model is built with Tensor-
flow which is a second-generation interface for deploying 
machine learning algorithms. Tensorflow is a python based 
framework for implementing machine learning and is pro-
vided by Google (Abadi et al., 2015). Tensorflow models are 
very flexible and so we can execute these models on devices 
varying from mobile devices to large distributed systems 
(Wongsuphasawat et al., 2017). The computations with ten-
sorflow are expressed as a data flow like model and then 
they are mapped to various hardware platforms. The train-
ing of the neural network can be scaled for larger deploy-
ments through parallelism. The high-level components of the 
tensorflow model are visualized as tensorflow graph which 
gives an overview of their relationships and the nested struc-
ture of the model. The visualization helps to understand the 
similarities and differences between various components, 
the details of the operations etc.

(1)rt = �
(

Wr ⋅

[

ht−1, xt
])

(2)zt = �
(

Wz ⋅

[

ht−1, xt
])

(3)ht = 𝜎
(

1 − zt

)

∗ ht−1 + zt ∗ ht̃

(4)ht̃ = tanh
(

W ⋅

[

rt ∗ ht−1, xt
])

We have used filterbank energies as parameters for the 
GRU models.

3 � Data augmentation

3.1 � Data augmentation based on tempo 
perturbation

In this method the duration of the audio signal is stretched 
without affecting the shape of its spectral envelope (Kanda 
et al., 2013). The time domain audio segment is decom-
posed into short analysis blocks and the perturbed output 
is constructed by relocating the analysis blocks along the 
time axis.

3.2 � Data augmentation based on speed 
perturbation

Speed perturbation is done by resampling the audio signal 
in time domain (Ko et al., 2015). When a perturbation factor 
α is applied along the time axis of the audio segment x(t). 
This will lead to change in audio duration and perturbation 
in the spectral envelope.

3.3 � Performance of GRU models with original 
and augmented dataset

The parameters used for building the GRU model are given 
in Table 1.

In the first experiment we have used the original TESS 
database for training and testing. Out of 2800 utterances in 
the database we have used 1900 utterances of five different 
classes. The emotions we consider in this experiment are 
angry, happy, sad, fear and neutral. Out of the 1900 utter-
ances, 1500 are used for training the model. 300 are used for 
validation and 100 are used for testing the model. The model 
is trained for 100 epochs and the training accuracy, training 

Fig. 4   Gated recurrent unit

Table 1   Various parameters used for the GRU Model

Parameter GRU model with origi-
nal database

GRU model with 
augmented data-
base

Features used Filterbank Energies Filterbank Energies
Emotions 5 classes 5 classes
Training samples 1500 4500
Validation samples 300 1500
Testing samples 100 1369
Learning rate 0.001 0.001
Optimizer Adam Adam
Epochs 100 100
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loss, validation accuracy and validation loss are given in 
Figs. 5, 6, 7, and 8.

The precision, recall and f1-score obtained with the GRU 
model for various emotions are given in Table 2. The preci-
sion is the the number of positive class predictions that actu-
ally belong to the positive class and is calculated as TP

(TP+FP)
 . 

Recall is the sensitivity or true positive rate. Recall is calcu-
lated as TP

(TP+FN)
 . F1-score is the harmonic mean of the preci-

sion and recall. It is calculated as 2* Precision∗Recall

Precision+Recall)
.

For testing the model total 100 speech utterances, 20 
from each class is given to the model. 19 samples are cor-
rectly classified for the emotion ‘fear’ and one is classified 
wrongly to the class ‘angry’. The classification accuracy 
for the emotion ‘fear’ is found to be 95%. 18 samples are 
correctly classified for the emotion ‘happy’ and two are 
classified wrongly as ‘angry’. The classification accuracy 
for the emotion ‘happy’ is found to be 90%. 19 samples 
are correctly classified for the emotion ‘angry’ and one is 
classified wrongly as ‘fear’. The classification accuracy 
for the emotion ‘angry’ is found to be 95%. 18 samples 
are correctly classified for the emotion ‘neutral’ and two 
are classified wrongly as ‘sad’. The classification accuracy 
for the emotion ‘neutral’ is found to be 90%. 19 samples 
are correctly classified for the emotion ‘sad’ and one is 

Fig. 5   Training accuracy of the GRU model

Fig. 6   Training loss of the GRU model with original dataset with 
original dataset

Fig. 7   Validation accuracy of the GRU model with original dataset

Fig. 8   Validation loss of the GRU model with original dataset

Table 2   Summary of GRU model with original data set

Emotion Precision Recall F1-score Support

Fear 0.95 0.95 0.95 20
Happy 0.95 0.90 0.92 20
Angry 0.86 0.95 0.90 20
Neutral 1.00 0.90 0.95 20
Sad 0.90 0.95 0.92 20
Avg/total 0.93 0.93 0.93 100
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classified wrongly as ‘happy’. The classification accuracy 
for the emotion ‘sad’ is found to be 95%. The confusion 
matrix of the GRU model with original data set is given 
in Tables 3 and 4.

In the second experiment we have used the augmented 
data set. Out of 7369 speech samples, 4500 samples of the 
augmented data set are used for training the model. 1500 
samples are used for validation and 1369 samples are used 
for testing. The model is trained for 100 epochs and the 
training accuracy, training loss, validation accuracy and 
validation loss are given in Figs. 9, 10, 11, 12.

The precision, recall and f1-score obtained with the GRU 
model with augmented data set for various emotions are 
given in Table 5.

Table 3   Confusion matrix of GRU Model with original training and 
testing sets

Emotion Fear Happy Angry Neutral Sad

Fear 19 0 1 0 0
Happy 0 18 2 0 0
Angry 1 0 19 0 0
Neutral 0 0 0 18 2
Sad 0 1 0 0 19

Table 4   Confusion matrix in the numerical form for the GRU Model 
with original training set and test set

Emotion Fear Happy Angry Neutral Sad

Fear 95.00 0 5.00 0 0
Happy 0 90.00 10.00 0 0
Angry 5.00 0 95.00 0 0
Neutral 0 0 0 90.00 10.00
Sad 0 5.00 0 0 95.00

Fig. 9   Training accuracy of the GRU model with augmented training 
set

Fig. 10   Training loss of the GRU model with augmented training set

Fig. 11   Validation accuracy of the GRU model with augmented train-
ing set

Fig. 12   Validation loss of the GRU model with augmented training 
set
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Out of 274 samples, 273 samples are correctly classified 
for the emotion ‘fear’ and one is classified wrongly to the 
class ‘neutral’. The classification accuracy for the emotion 
‘fear’ is found to be 99:64%. Out of 274 samples, 271 sam-
ples are correctly classified for the emotion ‘happy’. The 
classification accuracy for the emotion ‘happy’ is found to 
be 98:91%. Out of 273 samples, 255 samples are correctly 
classified for the emotion ‘sad’. The classification accuracy 
for the emotion’sad’ is found to be 93:41%. Out of 274 
samples, 272 samples are correctly classified for the emo-
tion ‘angry’. The classification accuracy for the emotion 
‘angry’ is found to be 99:27%. Out of 274 samples, 260 
samples are correctly classified for the emotion ‘neutral’ 
and the classification accuracy for the emotion ‘neutral’ 
is found to be 94:89%. The confusion matrix of the GRU 
model with original data set is given in Tables 6 and 7.

The accuracy of the model for the original and aug-
mented datasets are shown in Fig. 13.

From the results it is clear that the GRU model gives 
better results with augmented dataset. An average accuracy 
of 93% is obtained when the model is trained with 5000 
samples of the augmented data set.

4 � Conclusion

Automatic recognition of speech emotions has gained much 
importance nowadays since it can be used in many areas like 
human machine interaction, translation of one language to 
another, gaming etc. It can also be applied to provide better 
customer service. Traditional machine learning techniques 
are found to be inefficient as the emotions are to be identi-
fied only from the speech signals. Such complicated and 
challenging problems can be solved by using deep learn-
ing techniques which use automatic feature learning on a 
large amount of data. We have implemented two different 
deep learning networks for automatic recognition of emo-
tions from speech. From our studies we conclude that the 
GRU model with filter bank energies is very much suitable 
for automatic emotion recognition from speech and it gives 
better results. We have overcome the limitation in the avail-
ability of big data set by augmenting the data set. The GRU 
model has been applied to the original as well as the aug-
mented data set. By the experiment it has been understood 
that GRU models perform very well with sequential data 
such as speech signals. The model gave good performance 
when trained with huge number of inputs. So data augmen-
tation is found to be helpful to increase the efficiency of the 
model.
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