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Abstract
The development of society promotes the continuous progress of science and technology, and speech processing technology 
gradually occupies an increasingly important position in people’s life and work, which puts forward higher requirements on 
the speech processing technology, especially in noisy environment. Due to the complexity of the real environment, denoising 
processing has great practical significance. In order to improve the level of speech denoising and increase the accuracy of 
the speech recognition system, wavelet denoising technology was used to analyze the de-noising requirements and hard and 
soft threshold functions in the speech recognition system, and an improved wavelet threshold denoising algorithm was put 
forward. Firstly, the signals were processed by wavelet decomposition according to primary function; then denoising was 
performed using the improved function; finally the denoised signals were reconstructed using inverse operation. The denois-
ing effect of the algorithm was verified. The results showed that it was effective in denoising conventional speech signals. 
Besides, it was applied to the speech recognition system to denoise the noisy speech collected in the real environment, and 
finally high system self-assessment parameters were obtained. Thus it is concluded that wavelet denoising is effective in the 
speech denoising of the speech recognition system and can be put into practice.
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1  Introduction

Communication is an indispensable activity in people’s 
life. However, noise interference becomes more and more 
severe with the development of the society, which can reduce 
the quality of speech information. In order to reduce the 
noise interference and obtain the speech information more 
accurately and efficiently, the speech recognition system is 
developed, which translates speech information into written 
information through machines and realizes human speech 
instructions (Lecouteux et al. 2016). Speech recognition 
system has a strong recognition capability in a quiet envi-
ronment. But the noise environment can affect the perfor-
mance of speech recognition system, reduce its recognition 
rate, and the noise can even mask speech information, which 

makes it impossible to identify speech information (Alissali 
et al. 2017; Sui et al. 2015). Therefore, many researchers 
have conducted a number of studies to reduce the impact 
of noise on speech recognition systems. Aicha and Jebara 
(2012) used the single-channel enhancement technique of 
the short-term spectrum amplitude to detect and restore the 
spectral peak with music characteristics. It was found that 
music peak could be detected when the masking threshold 
was exceeded. Mak and Yu (2014) used speech enhance-
ment technology to study the characteristics of SRES and 
the difficulty of speech segmentation of interview audio files 
in NIST. It was found that the low signal-to-noise ratio of 
VAD based on energy was the life of noise suppression. The 
denoising of speech recognition system is generally real-
ized by carrying out frequency domain filtering processing 
on signals based on Fourier changes, which has limitations 
(Gesell et al. 2009). Wavelet transform was born at the right 
moment. Wavelet transform as a simple and efficient signal 
analysis technology can greatly improve the recognition rate 
of speech signals (Srivastava et al. 2016). The current wave-
let denoising methods include modulus maximum denois-
ing, shielding denoising, wavelet threshold denosing and 
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translation invariant (Sun and Feng 2016). Wavelet threshold 
denosing has been extensively applied in various engineer-
ing for its convenience (Kumar and Agarwal 2015). Based 
on the wavelet denoising technique, this study proposed an 
improved wavelet threshold algorithm to improve the recog-
nition of speech signals. This work lays a solid basis for the 
application of speech recognition.

2 � Speech recognition system

Speech recognition system is an application system as well 
as a pattern recognition system built on certain hardware and 
software platform which includes feature extraction, pattern 
matching and reference pattern library (Torres-Carrasquillo 
et al. 2010). Due to the complex structure of human voice 
information and its very comprehensive content contained, 
the identification of speech information is far more difficult 
than ordinary pattern recognition (Bauer et al. 2001). Dur-
ing operation, a matching algorithm is selected according to 
the type of the recognition system, the relevant character-
istic parameters are extracted by the relevant speech signal 
processing method, and the related learning, training and 
recognition are performed (Shanthi and Lingam 2015). In 
the process of identification, the characteristic parameters 
are compared with the templates generated in the training 
process, and the template closest to the speech signal is 
selected if the error is within the allowable error. According 
to the definition of the template, the corresponding com-
puter identification result is found in the table (Rajam and 
Balakrishnan 2012).

3 � Improved wavelet threshold algorithm

The traditional denoising method aims to remove the noisy 
signals with filter after Fourier transform. It has good per-
formance in denoising stationary audio in quiet environment, 
but is difficult to denoise audio in real environment, espe-
cially when other secondary signals or similar frequency 
noises are contained. For such kind of audio, Fourier trans-
form is difficult to work effectively. The speech mentioned 
here is non-stationary signal.

Wavelet transform which is significantly different with 
Fourier transform can be used for processing non-stationary 
signals. There are four kinds of wavelet denoising. The first 
one is modulus maximum. The characteristics of signals 
are reflected using the variation speed of the local maxi-
mum value of signals under different scales after wavelet 
transform. Generally the modulus maximum scale of effec-
tive signals is in direct proportion to the scale, and that of 
noise is inversely proportional to the scale. It is suitable 
for denoising of signals with multiple singular points. But 

the computation is slow during signal reconstruction after 
denoising, and scale selection for wavelet decomposition 
has large impact on denoising effect. The second method is 
shielding denosing which specifies denosing means accord-
ing to the difference of wavelet coefficients of effective sig-
nals and noises at different scales. It is effective and stable in 
denoising and suitable for signals with high signal-to-noise 
ratio. But the computation load is heavy, and moreover the 
variance of noise signals needs to be calculated. The third 
method is wavelet threshold denoising. A proper value was 
taken from each scale as threshold. When the coefficient is 
smaller than the threshold, the coefficient was attributed to 
noise and abandoned; otherwise it is retained or collapse 
towards zero. Signals were reconstructed after the new coef-
ficient is obtained. The method has gained the most exten-
sive application because of the high calculation speed and 
complete signal characteristics, but its denoising effect is 
closely correlated to signal-to-noise ratio, and the selection 
of threshold will also produce decisive impacts on results. 
The last one is translation invariant. It is suitable for sig-
nals which are mixed with discontinuous signals. It can 
effectively prevent pseudo-Gibbs phenomena and improve 
signal-to-noise ratio. But the calculation is slow, especially 
in processing long signals.

Wavelet threshold denoising method was selected in this 
study, and moreover an improved method was put forward.

3.1 � Wavelet threshold denoising algorithm

Wavelet threshold denoising algorithm is an important part 
of wavelet algorithm. The specific algorithm (Li and Zhenx-
ing 2009) is as follows.

Equation (1) is a noisy one-dimensional signal model, 
where f (v) is the noisy signal, s(v) is the useful signal and 
n(v) is noise which complies with the Gaussian white noise 
of N(0, �2) distribution.

When the algorithm is used, appropriate values of wavelet 
base and wavelet transform layer T should be selected firstly. 
Wavelet decomposition is carried out on f (v) to obtain its 
average part and detail part. Then, the appropriate threshold 
value and threshold function are selected to deal with the 
threshold value of each layer wavelet coefficients, and the 
estimated wavelet coefficients of each layer are obtained. 
Afterwards, the scale factor and the wavelet coefficients of 
all layers were reconstructed to obtain the estimated value 
of the original useful signal s(v).

Due to the wavelet transform basis, the choice of wavelet 
is not fixed and there is no wavelet basis function that can 
have a good de-noising effect on all types of signals. Hence, 
the quality of wavelet function is determined judged by the 
error between speech signal processing results of the wavelet 

(1)f (v) = s(v) + n(v)
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analysis method and the theoretical results; wavelet basis 
function is selected based on it. The selection of threshold 
value is an important reflection of the accuracy of threshold 
size estimation. If the estimated threshold value is too small, 
the noise in the signals cannot be totally removed; if the esti-
mated threshold value is too large, useful speech information 
can be filtered, leading to the decline of the authenticity of 
the signals. The common threshold value selection meth-
ods include unbiased risk estimate, fixed threshold estima-
tion, heuristic threshold estimation and extremum threshold 
estimation.

3.2 � Threshold function

The traditional threshold function can be divided into hard 
threshold function and soft threshold function. The calcula-
tion formula of the hard threshold function is:

where 𝜔̂m,n is the estimated wavelet coefficient, �m,n is the 
wavelet decomposition coefficient of the original signal, and 
� is the removed-noise threshold. The hard threshold func-
tion contrasts the wavelet decomposition coefficient of the 
noisy signals at different scales with the threshold value. If 
the wavelet decomposition coefficient is smaller than the 
threshold value, it is directly set to 0, and if it is larger than 
the threshold value, the point remains unchanged. The for-
mula of soft threshold function is

Equation (3) is applied to eliminate the effect of the dis-
continuity of the function on denoising. The wavelet decom-
position coefficient of noise signal on different scales is com-
pared with the threshold value. If the wavelet decomposition 
coefficient is smaller than the threshold value, it is directly 
set as 0, and if the threshold value is greater than the thresh-
old value, the point remains unchanged.

In order to improve the recognition rate of the speech rec-
ognition system, the useful signals in the frequency range of 
the human body requires maximum retention. However, as 
can be seen from the above two formulas, the hard threshold 
function retains more useful signal features, but there is still 
a small loss of signals, which is also found in the soft thresh-
old function. Therefore, this study put forward an improved 
threshold function.

3.3 � Improvement of threshold function

Generally speaking, the value of the threshold decreases 
with the increase of the degree of decomposition, but the 
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threshold function itself does not have the specific adjust-
ment for speech signal. Therefore, if the threshold func-
tion is closer to the hard threshold function on a high scale, 
then the wavelet coefficients processed can be closer to 
the real coefficient, and the denoising effect can be further 
improved. Based on the original hard threshold function and 
soft threshold function, this paper adjusts the decomposition 
scale to promote the improvement of the whole threshold 
function.

where m is the number of layers of wavelet decomposition. If 
n = 1 , then the function value is equivalent to that of the soft 
threshold function. When m tends to be positive infinity, then

In this equation, the middle and low frequency bands of 
the threshold value is slowly approaching the hard threshold 
function when decomposition scale m increases, which is to 
say, 𝜔̂m,n is gradually approaching �m,n and useful signals in 
speech signal are retained to the maximum extent. Besides, 
the continuity on � is kept and concussion noise is avoided. 
However, as m is not a fixed value in actual situations, the 
improvement function’s denoising effect cannot be well 
reflected. Therefore, the regulatory factor � is introduced.

where � ∈ {1, 2, 3...}.

In the case of small decomposition scale, the nega-
tive effect of the reduction of denoising effect can be 
prevented by the adjustment factor. If 𝜔m,n > 0 , then 
� = 0.5, � = 1, m ∈ {1, 2, ..., n}.

After the improvement, the continuity of the curve of 
the new function is ensured on �. When the constant devia-
tion between 𝜔̂m,n and �m,n reduces with the increase of m, 
the middle and low-frequency voice information is well 
preserved and the reconstructed signal is closer to the real 
speech signal.

4 � Establishment of speech recognition 
system

4.1 � Speech acquisition module

Speech acquisition was performed in WM8731 on DE2 
development board. I2C bus was controlled, and the data 
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of working mode was allocated. After A/D conversion, the 
sampling frequency and bit wide of the input speech were 
set as 15 KH and 16. The microphone at the input end of 
the DE2 board sampled the input noisy speech at A/D mode 
and 16 kHz.

4.2 � Register configuration module

WM8731 is a low-power and high-quality audio decoder 
that adjusts the volume at 1.5 db steps within the step range 
between + 12 and − 34.5. Through the high quality structure 
digital analog converter and the high-pass digital filter, the 
dc component in the input signal could be removed after 
A/D conversion. After powering on the chip, the internal 
register of the chip was configured, and the working mode of 
the chip was set. The register configuration data width was 
16 bits, including the register’s address and data. The audio 
data format was set as left-aligned.

5 � Simulation experiments

Wavelet decomposition and coefficient reconstruction and 
processing were performed on speech signals using MAT-
LAB. Moreover Blocks signals and Doppler signals were 
denoised. Firstly a segment of Blocks signal and Doppler 
signal generated respectively. Then Gaussian white noise 
was added to the signals. Next the noisy signals were 
denoised using wavelet threshold denoising. The denoising 

functions used included hard threshold function, software 
function and the improved function. db3 wavelet basis was 
selected as the basic function for wavelet decomposition of 
the noisy Blocks signals. The decomposition had five layers. 
The regulatory factor � of the improved function was set as 
2, and the value of threshold � was determined by the default 
option of MATLAB. sym8 wavelet basis was selected as the 
basic function for the wavelet decomposition of the noisy 
Doppler signals, and the other operations was the same with 
Blocks signal.

Then a speech (PCM, 8 bits, dual track and 55 kHz) tran-
scribed in a job fair was denoised. Firstly abnormal Gaussian 
white noise was added into the speech. Then wavelet decom-
position was performed taking db3 as the basic function. The 
decomposition had six layers. The regulatory factor was set 
as 1. The thresholds were the same and both determined 
by the default option of the software. Finally the speech 
was denoised using hard and threshold functions and the 
improved function.

6 � Results

6.1 � Conventional signal denoising

Figure 1 shows the threshold functions of the two kinds of 
signals before denoising, and Fig. 2 shows the signal wave-
form after denoising using the improved function. As shown 
in Figs. 1 and 2, the waveform appeared smoother and the 

Fig. 1   The threshold function of 
the noisy Doppler signal (left) 
and Block signal (right) before 
denoising

Fig. 2   The improved threshold 
function of the noisy Doppler 
signal (left) and Block signal 
(right)
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glitches decreased after denoising, suggesting a good denois-
ing effect. Table 1 shows the parameters before and after 
denoising.

As shown in Table 1, the signal-to-noise ratio of the tra-
ditional soft and hard threshold functions in Doppler sig-
nals was higher than that of non-denoised signals. The sig-
nal–noise ratios of the signals denoised using the improved 
function were higher than those of the signals denoised 
using the traditional hard and soft threshold functions, 
and the mean square error was lower than the mean square 
error before denoising. Blocks signal was the same. It indi-
cated that the denoising effect of the improved function had 
favourable denoising effect.

6.2 � Denoising of the speech signal

Figures 3, 4 and 5 suggested that the signal which was 
denoised using the improved function was more similar to 
the original signal. The comparison between the original 
signal and the signal denoised using the improved function 
indicated that the signal was more stable and smooth after 

denoising. The formation of the glitches contributed to the 
large noise in the environment, and the elimination of the 
glitches meant the decrease or disappearance of environ-
mental noise. It indicated that the improved function could 
inhibit the environmental noise. For the quantitative com-
parison of the denoising results, the signal-to-noise ratio 
and mean square error of the above signals were estimated 
(Table 2).

Table 1   Parameters of Doppler 
signals before and after 
denoising

Parameters Noisy signals Soft threshold 
function

Hard threshold 
function

Improved 
threshold func-
tion

Doppler
 Signal-to-noise ratio 36.4330 51.6564 45.4816 52.9839
 Mean square error 0.9833 0.4591 0.6254 0.4480

Blocks
 Signal-to-noise ratio 43.1328 53.1030 58.0101 61.0457
 Mean square error 0.9453 0.7375 0.5771 0.5157

Fig. 3   The original speech 
signal (left) and noisy speech 
signal (right)

Fig. 4   The speech signal 
denoised using hard threshold 
function (left) and software 
threshold function (right)

Fig. 5   The speech signal denoised using the improved function
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Table 2 demonstrated that the signal which was denoised 
using the improved function had larger signal-to-noise ratio 
and smaller mean square error compared to the signal which 
was denoised using soft and hard threshold functions. It indi-
cated that the improved function was much better in reduc-
ing man-made noise.

6.3 � Application of the improved function in speech 
recognition

To verify the denoising effect of the improved function in 
speech recognition, the improved algorithm was used in the 
denoising of an online speech recognition system which 
called Xunfei open platform whose core technology has 
reached the international leading level. It has an accuracy 
of 98% in recognizing speech and moreover supports the 
recognition of Chinese, English and dialect. The speech 
input speed is 180 words/min. It is capable of predicting 
Chinese punctuations. The system is composed of preproc-
essing module, speech recognition module and text transla-
tion module.

The system can be used after users log in and open related 
services. A self-evaluation parameter will be feed back to the 
backstage after audio recognition to reflect the self evalua-
tion on the recognition accuracy.

To explore the effectiveness of the improved function 
in enhancing the accuracy of speech recognition, multiple 
groups of audio samples which were collected in the real 
environment before and after denoising were submitted to 
the system for recognition. The feedback self-assessment 
parameters were compared. The interface of upload is shown 
in Fig. 6.

The different audio samples collected from streets and 
bus stations were compared before and after denoising on 
the operating interface in Fig. 6. Due to the complexity 
of the actual environment, the street and bus station were 
selected as the collection locations. There were six groups of 
audio samples. The recognition accuracy of the speech rec-
ognition system was determined through the self-assessment 
parameters feed back by the system. Large self-evaluation 
parameter indicated better recognition result of the speech 
recognition system.

As shown in Table 3, the recognition accuracy of the 
speech recognition system had obvious differences in dif-
ferent real environments. The system self-evaluation on the 
street audio and station audio was greatly improved after 
denoising. Therefore, the improved threshold function was 
considered as effective in promoting denoising in the speech 
recognition system. Moreover the recognition resolution was 
improved.

7 � Discussion and conclusion

Speech recognition system plays an important role in com-
munication. However, noise can interfere with the recogni-
tion of the speech recognition system, forming a barrier to 
communication (Tharwat et al. 2015). In speech recognition 
system, speech signal processing is based on linguistic and 
digital signal processing (Swaminathan et al. 2015). Digital 
signal processing is a technology that uses computers and 
other special equipment to enhance and compress discrete 
signals in the form of numbers (Halim et al. 2015). In order 
to improve the influence of noise pollution in speech recog-
nition system, this study put forward an improved threshold 
function algorithm. Threshold function algorithm is a kind 
of wavelet denoising. The threshold function algorithm had 
obvious advantages over the other algorithms in the recogni-
tion of noisy audio frequency, suggesting that the threshold 
function algorithm has certain advantages in itself, which 
could reduce the glitches in the noisy signal and make the 
audio graph smoother. Then the improved threshold func-
tion was applied to the speech recognition system, and the 
identification effect was determined by the self-assessment 
parameter. The study found that the recognition rate of 
speech recognition system under different environments 
was different. However, no matter in what circumstances, 
the self-assessment parameters after denoising were greater 

Table 2   The index parameters of the signals denoised using different 
functions

Performance 
index

Noisy signal Soft 
threshold 
function

Hard 
threshold 
function

The 
improved 
function

Signal-to-noise 
ratio

13.0663 14.2639 15.6590 16.0138

Mean square 
error

0.1999 0.1960 0.1939 0.1807

Fig. 6   The operation interface of the speech recognition system
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than the self-assessment parameters before denoising, indi-
cating that the improved threshold function was significant 
for denoising of the speech recognition system and could 
promote speech recognition. In conclusion, wavelet denois-
ing has favourable denoising capability in the speech recog-
nition system, which is worth application and promotion and 
has a good development prospect.
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